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Abstract 
Leakage detection is an important issue in many chemical sensing 
applications. Leakage detection hy thresholds suffers from impor- 
tant drawbacks when sensors have serious drifts or they are af- 
fected by cross-sensitivities. Here we present an adaptive method 
based in a Dynamic Principal Component Analysis that models 
the relationships between the sensors in the may.  In normal con- 
ditions a certain variance distribution characterizes sensor signals. 
However, in the presence of a new source of variance the PCA 
decomposition changes drastically. In order to prevent the influ- 
ence of sensor drifts the model is adaptive and it is calculated in a 
recursive manner with minimum computational effort. The behav- 
ior of this technique is studied with synthetic signals and with real 
signals arising by oil vapor leakages in an air compressor. Results 
clearly demonstrate the efficiency of the proposed method. 

Keywords 
Drift, gas sensors, event detection, electronic nose, PCA, 
ADPCA, adaptive 

INTRODUCTION 
A substantial number of chemical sensing applications can be 
classified as event detection problems. Problems like leakage 
detection, filter contamination or spoilage, chemical change de- 
tection are all types of applications that share fundamental proper- 
ties. In some high pressure air industrial applications is necessary 
to maintain a level of quality in the line. Some of these applica- 
tions include pharmaceutical industry, food industry, or hospitals. 
The residual oil content of wmpressed air in food (mineral water, 
ice-cream production, etc) and pharmaceutical applications must 
be monitored and kept to the lowest levels for the customer pro- 
tection. Unfolhmately, there is a high probability that an air com- 
pressor delivers some oil to the pressure line, producing a non- 
desired contamination of the rest of equipments that use that pres- 
sure for their regular daily work. This oil delivery is controlled hy 
a proper tilter installed in the pressure delivery outlet, protecting 
the line. Nevertheless, in some circumstances, a breakage of the 
filter can occur, delivering oil content and producing the contami- 
nation of the line. 
Smart Gas sensor arrays (sometimes referred as electronic noses) 
are suitable to be used for sensing the quality of the air in the high 
pressure line. This approach favors an online analysis and moni- 
toring approach that allows for continuous monitoring of the cor- 
rect functioning of the compressor filter. A gas sensor array based 
system provides a pre-emptive alarm as soon as malhctioning 
occurs. Abnormal functioning can he considered as a strange de- 
viation of the chemical composition of the line pressure. 

The early detection of filter breakages has a strong impact on the 
cost of the application. The time elapsed since the failure is pro- 
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duced until the line is closed determines the degree of contamina- 
tion of the line and thus the cost of the line cleaning. 

The CMOSSens European project (CMOSSens, IST-1999-10579) 
aimed the development and characterization of a CMOS based 
microhotplate gas sensor for different applications. CMOS based 
technology offers small size, low power consumption, low costs 
for mass production and possibility of automated coating. The 
sensitive layer is integrated with CMOS compatible circuitry 
allowing on board signal acquisition, digital heater temperaNre 
control, on chip function tests and on-board signal evaluation. 
Among the different goal applications within this project, Resid- 
ual Oil Analysis (ROA) was focused in the early detection of 
separator breakages and aging. The use of CMOS technology 
would permit the integration of a sensor array in the same IC and 
fast temperature modulation over the sensing material [ 1,2]. 

Nevertheless, although semiconductor based sensors have good 
sensitivity for air quality applications, they suffer from severe 
drift in the framework of long time applications. This instability 
leads to poor reproducibility of the sensor responses [3,4]. 
A side effect of sensor drift is the need of a periodic recalibration 
of the sensor array, which itself produces a strong economic im- 
pact. Some methods have been proposed for drift correction, al- 
though the most efficient are based in a periodic recalibration of 
the model [5 ] ,  and using multivariate linear models [6]. Some 
other authors proposed techniques based on adaptive classifiers 
based on self-organizing maps [7,8,9]. 

Few methods have been proposed for on-line system monitoring 
drift correction. In this paper presents an adaptive algorithm based 
in Dynamic Principal Component Analysis that models the regu- 
lar behavior of the sensor array [10,11]. The variance analysis 
nature of the algorithm permits the detection of new chemical 
components in the dynamic headspace; the adaptive nature of the 
algorithm provides drift rejection to the detection. 
This paper is structured as follows, in section I1 and III an intro- 
duction to the theory used in this work is given, section IV de- 
scribes a description of the experimental setup, section V com- 
pares the method proposed with other solutions, section VI pre- 
sents the results with experimental data and finally section VI1 
ends with some conclusions. 
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Figure lkchematic view of the three models explored in this 
work. a) Static PCA, b) EWFA and c) Adaptive Dynamic PCA 
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Figure 2. Schematic test setup Tor ROA application.. 

THEORY 
The problem statement can be formulated as the detection of 
changes in the chemical composition of a target atmosphere in 
such a way that long term drift does not influence the perfom- 
ance of the device. A sensor array is actually a transducer that 
provides the following transformation, 

e, drift 

where a map is done from the number of chemical spices and 
temperature (c, ... cN, T) onto a higher dimensionality space 
given hy the number of features extracted from the sensors 
(XI ... xM). The sensor array will respond to a number of compo- 
nents in the input. Ideally, if we assume that the sensor anay re- 
sponds linearly to the chemical spices concentration, the number 
of different sources of variance in the input space (chemicals, 
temperature and humidity) will be Stmcturally reflected in the 
data distribution at the output of the sensor array. For instance, 

variations in only two components within the {ci,T,HR) set will 
produce a distribution in the feature space of only two compo- 
nents of variance. This distribution will obviously form a two 
dimensional subspace in feature space. The combined effect of 
the non-linearity of the gas sensor responses, and the noise influ- 
ence in the system, will produce a regularization of the subspace 
to a higher dimension. Notwithstanding, this effect on the sensor 
array extracted features can be assumed small if the variations of 
temperature and humidity and the variations in the chemical com- 
position of the headspace are assumed locally small. 

On the other hand, gas sensor drift will have a different effect on 
the distribution of the data in feature space, In our example with 
variation of only two components, the two-dimensional cloud in 
feature space will evolve. This evolution produces changes in 
both, the mean position of the samples distribution in this sub- 
space (as drift affects the baseline and response to a given chemi- 
cal) and the orientation of this distribution in the subspace (as the 
sensibility of the sensor array is also modified by drift effects). 
The practical effect of the drift is that invalidates practically any 
response level based trigger detector for long t e m  operation. In 
this paper we propose an approach for the detection of new 
chemicals based on an adaptive variance analysis, namely Adap- 
tive Dynamic Principal Component Analysis, or ADPCA 

We will compare the performance of this method with Evolving 
Window Factor Analysis, or EWFA, static PCA and sensor trig- 
ger level and its behavior under heavy drift conditions will be 
explored. 

ADAPTIVE DYNAMIC PRINCIPAL COMPONENT 
ANALYSIS 
Principal Components Analysis @CA), also known as Karhunen- 
Loeve expansion in information theory [12,13,14], is a analysis of 
variance technique very common in chemometrics that has been 
used, very extensively, for visualization purposes of gas sensor 
array distribution data. PCA is an unsupervised projection that 
computes an orthogonal subspace that is oriented in such a way 
that this given subspace explains most of the variance given by 
the dataset. PCA subspace can be computed by finding the eigen- 
vectors ofthe covariance distribution of the data. 

C y  = ATZ.,A = A  

where I\ is a diagonal matrix, E, is the covariance of the data 

in the, feature space, c y  is the covariance of the data in the pro- 

jected subspace. A is a projection'matrix such that 2 ,  becomes a 

diagonal mamx A in the projected space. 

In the example exposed in the introduction where we had N 
sounes of variance in the data, the subspace obtained would have 
N orthogonal eigenvectors,( a,; i = 1, .... N ). With these sub- 
space representation we would be able to explain most of the data, 

N 

P = &7, 
i = l  

with a low error 
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Figure 3. Left: ROC curves corresponding to EWFA filters compared with ADPCA. Right: ROC curves comparing different 
ADPCA designs and sensor levels. 
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In an online application like early leak detection, we are provided 
by continuous stream of data, instead of a finite set of samples. 
For overcoming drifi effects, the central idea of the Adaptive 
version of PCA is that APCA performs an analysis of variance 
only in atime-window set. The model captures the variance of the 
data only in this time-window. If within the time-window there 
are only N sources of variance (only small variations in humidity 
and temperature, for instance), the APCA model will capture N 
meaningful principal components.. 

The application of this method to chemical event detection is 
based in the idea that the appearance of a new component in con- 
tact to the sensor array will produce a new source of variance. 
The dynamic nature of the ADPCA is given.when past samples 
are considered when building the features of the covariance ma- 
trix. By this way, an order h and length L data matrix will be con- 
structed by 

where t is the current time, n is the window length to be consid- 

ered and h is the lag to be added in the feature set. Xr-L-h repre- J 

sents a row vector with the readouts of the sensor array in the 
instant (1-L-h), different vectors at different lags are added to- 
gether to form the new feature vector. As shown in Figure 1, this 
matrix is build as a sliding window form'as new data is'acquired 
from the sensor array. 

The natural detection of new sources of variance can be done by 
monitoring the eigenvalues of each variance analysis at each time- 
window step. When data matrix is build without lag (h=O) and 
eigenvalues are monitored, we recover a very similar technique 
named Evolving Factor Window Analysis (EFWA). This tech- 
nique captures effectively the new sources of variance Evolving 
Window Factor Analysis and has its roots on the Meader's EFA 
(Evolving Factor Analysis, see [15]). EWFA [I61 is a version of 
EFA with a fixed size window instead of an increasing size win- 
dow. However, the monitoring of the eigenvalues is not appropri- 
ate to early chemical detection as is contains a natural delay. 
There will be a noticeable change in the eigenvalue when the 
window captures an important portion of data containing the new 
component. 

In this paper we propose to achieve a much faster response by 
measuring the residuals of the incoming sample versus an 
ADPCA model computed iteratively on each incoming sample. 
The residuals are computed as the distance of the sample to the 
ADPCA subspace, which can he computed as 

Where, the coeficients a, form the A projection matrix computed 
fromX, xi is the incoming sample, and y; is the projected sample 
in the PCA subspace (score vector). The trigger levels and other 
parameters of the ADPCA filters are analyzed by the Receiver 
Operating Characteristic (ROC), where the quality goal is to 
minimize the rate of false alarms (false positives) and the rate of 
non-detected events (false negatives). A false positive is and indi- 
cation of an event or fault when this has note actually occurred. A 
false negative is obviously when the event or fault is not detected 
but has occurred. The ROC curve is the plot of the true alarm rate 
versus the false alarm rate when a parameter controlling the de- 
tector sensitivity is varied, .for extended information please see 
[ 17, IS]. ROC plots are computed in the following form, a given 
trigger level is defined for the output of a given filter. The number 
of False Positives (FP, event captured in absence of real event) 
and the number of True Positives (TP, events captured when a 
real event is produced) is plotted for each filter for different trig- 
ger levels. When the trigger is low, most of real events are cor- 
rectly captured (TP -> 100%) but a considerable'number of False 
Positives is generated (FP-> 100%). On the other side, when trig- 
ger levels are high, a few number of false events are triggered (FP 
-> 0%) but the efficiency of capturing real events is decreased as 
well (TP-> 0%). The optimum ideal filter would present zero false 
positives and 100% of hue positives. As a general rule a better 
filter is the one that presents a convex curve closer to the upper- 
le!? comer. A detector that does not provide discrimination would 
draw' a diagonal curve from bottom-left to upper-right coordi- 
nates. 

EXPERIMENTAL SETUP 
Data for ROA application was generated at IPC (Institute of 
Physical Chemistry, University of Tilbingen) with an experimen- 
tal setup that involved screw-type compressor (Kaeser SMII) 
conveniently modified. 
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uted to water drops at the end of the capillary. These signal varia- 
tions are a potential source to mask oil leakages. 

Algorithm characterization 
In the following sections we want to evaluate the ROC sensibility 
provided by different algorithms. For that goal a number of small 
events should be generated in order to measure the discrimination 
power of each algorithm. Unfortunately it is not possible to gen- 
erate small doses with present setup. For these reason a two-step 
approach is taken for the evaluation of the performance of 
ADPCA. First, random small events ,will be generated over con- 
tinuous real data stream like shown in Figure 4 in order to evalu- 
ate sensibility of the methods. On a second step, ADPCA detec- 
tion will be tested on long term data under drift conditions and 
real events. First, artificial abrupt changes are generated in 12 
hour real data. We compare ADPCA, EWFA, Static PCA and 
level-triggered signals over single sensors conductance. A plot of 
12 hour continuous data is shown in Figure 4.  In order to under- 
stand the behavior of different approaches we generate an artifi- 
cial event on the 12-hour signals, which is shown around the sixth 
hour in the same figure. This event is generated virtual events are 
generated from the following form: 

I,, = ImnS,(l -e"') I 
where I,, is the intensity of the event, T is the time constant of 
the event and S, is the sensibility of the sensor, which varies ran- 
domly (and independently) for each sensor and event within the 
range [-a,;O], where a, is the sensor variance in the whole acquisi- 
tion (here this has been computed over a I2 hours period). 

'0 2 4 8 8 10 12 14 Virtual events with intensity smaller than a, will be difficult to 
detect since they are on the order of magnitude of the sensor vari- 
ability under normal conditions. In this analysis, we have proc- 
essed the resistance signals so events are characterized by a de- 
crease of the signals. In the synthetic experiments one hundred 
events at Imax=l were generated in each simulation whose posi- 

iim Wrs) 

Figure 4. Top: 12-hour sensor array signals readout. A small 
synthetic event is produced around hour 6. Bottom: Static 
PCA residuals plot on the same data. 
A by-p=s valve was mounted in parallel to the oil separator, as 
shown Figure 2. The compressor generates 700 p a  overpressure 

diameter of 180 pm. This capillary reduces the 7 0 0 p a  and gen- 

tion was randomly located Over normal operation These 
kinds of are randomly on the data in a non. 

under the assumption that only two main components of variance 

and delivers a flow of 1 m'lmin. The sensor chamber is placed 
after a stainless steel capillary of five meter length and an inner 

overpressure found 
after the cap/llary is of 50kPa. This flow reaches the sensor 
chambers that hold four commercial sensors (FIGARO) and three 
different CMOSSens sensors with different dopands, named SI, 
S2, S3. The sampling frequency for each sensor readout is estab- 
lished to 5 seconds.The MOX sensor chamber is followed by 
commercial sensors for temperature, humidity (Testo 601) and 
flow (Sensirion AFM1400) .Hydrocarbons level is measured by a 
Flame Ionization Detector (FID) detector. Additionally, a pressure 
gauge is installed downstream the oil separator bypass. The setup 
is done in such a way that permits the forced and controlled con- 
tamination of the pressure line. This is done by the bypass valve 
shown on the upper left side. This valve permits the introduction 
of controlled oil doses into the main air flow. The maximum oil 
dose is around 150mg/m'. Unfortunately, valve was not able to 
provide accurate and reproducible oil doses, yielding to non re- 
petitive injections that ranged from 34 to 75mg/m3. However, the 
typical dose provided with a single valve Nm corresponded ap- 
proximately to a quantity of oil of 35mgim3. A new oil separator 
provides a purity of less than mgim'. For proper operation within 
the lifetime of the separator, this value should not rise above 30 
mgim'. Further details about the experimental setup and meas- 
urements can be found in [19]. First examination of the sensor 
signals showed clear drift effects partly correlated with tempera- 
ture. The sensor signals also show some spikes that were attrib- 

overlapping manner, In the analysis performed in this work, we 
have a number of components for ADPCA, N=2, 

will be present in the data as oscillations of temperature and hu- 
midity 

a 'Ow Of mumin' The 

l?igure 5 Top: ~~~l three data Stream with four oil 
doses of increasing magnitude. Middle: Result of the ARX 
model adjusted from real data. Bottom: input signal 
representing the oil dose magnitude applied to the line 
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Figure 6.80 hours of data generation from ARX model. 
Events are produced every 4.5 h o n n  

From the time being, only the three sensors corresponding to the 
CMOSSsens sensing layers will be used for the generation of the 
results. The three main eigenvalues of EWFA and ADPCA are 
compared in ROC plot shown in Figure 3(left). 

As expected, the different eigenvalues (in decreasing order) re- 
trieved by EWFA give increasing recognition rates. The first ei- 
genvalue (diagonal in the ROC of Figure 3 left) has no recogni- 
tion power as it captures the'evolution of the data probably due to 
small fluctuations in temperature and humidity. Nevertheless the 
thud eigenvalue provides the highest quality ROC curve. This 
fact confirms, to a certain degree, that the first two components of 
variance captured by the array are not related to the problem, and 
strengths the hypothesis that ADPCA should consider only two 
principal components. Static PCA did not provide meaningful 
results with low-intensity events, defined as I-<l (as shown in 
Figure 4(hottom)), while ADCPA outperformed clearly EWFA in 
capturing low intensity data events. These results can he com- 
pared with the selection of the sensor conductance as a detector. 
The ROC plot produced by the sensors will provide the optimum 
level trigger in conductance. As shown in Figure 3 (right), the 
sensors itself produce poor levels of event recognition. This fact 
suggests that the combined information of different sensors is a 
better approach than the use of a single sensor, and effectively 
detect new events. 

Long term data analysis 
The experimental setup depicted in the previous section permits to 
dose arbitrary amount of oil content into the pressure line. The oil 
is in form of aerosol and controlled by needle a valve mounted in 
bypass to the oil separator. The ideal dataset we expect to have is 
continuous stream of sensor readout with controlled oil doses 
evenly generated with time. The amount of events should be 
rather high in order to have a statistical meaningful filter design 
and still have data for validation purposes. 

Unfortunately, the procedure of generating data with real events is 
complex, slow and expensive, and impedes the creation of long 
term data with a representative amount of events on it. In order to 
overcome this situation an alternative approach is taken in order 
to find the optimum filter design, suitable for real data analysis. 
The basis of the approach is to design a controlled experiment 
with real data and real oil dosing and build a model of this data. 
This model capture the random oscillation found in the signal and 
the effect of the oil dose. This model will permit arbitrary genera- 
tion of long-term sensor signals and the optimization of the detec- 

tor with real-like events. We used a linear ARX ([20, 211 model 
for capturing the sensor array evolution with increasing doses of 
oil content. The output of the array will he given by 

A , y ( T ) + A , y ( T - l ) + . . . A , y ( T - n )  = 

= B,u(t) + B,(t - T )  +...+ B,(t - T )  +e(T)  
where Ai is a (3x3) matrix as we have three sensors and and Bj is 
a three dimensional vector. It is found that the model presented a 
good correspondence with the experimental data provided by 
choosing n = 30 and m = 4. The experimental data and the input 
signal used in the modeling are shown in the Figure 5 (top, bot- 
tom). Once the model is adjusted a stream is generated by the 
ARX model from a random number generator, representing a 
white noise source. The expression for the data generation can he 
found from precious equation isolating y(f) and considering that 
e(t) is a three dimensional vector random number generator. AI- 
though this model reproduces qualitatively the behavior of the 
sensor array, it is only a coarse model that provides a linear ap- 
proximation to a non-linear system. Nevertheless, the model will 
permit the generation of long term data and provide qualitative 
results. The result of a realization of the filter is shown in Figure. 
The virtual oil doses are generated evenly each four and a half 
hours. Data is generated with a heavy component of low fre- 
quency noise that reproduces, to some extent, drift observed in the 
sensor array. Over a signal of 450 hours the filter was optimized 
with help of ROC curves generated hy exploring h=( 1,3,5} and L 
between 10 and 140 seconds in steps of IO seconds The opti- 
mum filter is found at h=3 and L=70secs. 

DRIFT EFFECT AND DISCUSSION 
In order to test the robustness of the method, a linear drift compo- 
nent was added in the ARX sensor generation signal. The events 
produced are of low amplitude n=l, that represents a value of 
37mg/m1 of oil dose. The drift component added was deliberately 
high and its slope was equivalent of six times the sensor variance 
every 25 hours. The performance of ADPCA on the signals with- 
out drift component is shown in Figure 7. The figure shows the 
original signal a) and the sensor array signal under heavy drift in 
h). The output of ADPCA over heavy drift signals in d) has low- 
ered slightly its output but still able to detect clearly the events. 
Actually ADPCA captures not only the event produced (a new 
chemical is in contact with the sensor anay) hut when this chemi- 
cal is removed from the headspace. This effect is seen as the sec- 
ond peak just after detecting the oil dose. The results of ADPCA 
under heavy drift provide a new approach based in sliding win- 
dow variance analysis. The variance analysis captures the princi- 
pal components over a time-window slice captures. These sources 
of variance are usually assigned to small variations of humidity 
and temperature. When a new chemical is present in the head- 
space, the residuals of the first incoming samples will be high as 
the new component is not captured by the time-window history. 
On the other hand the adaptive nature of ADPCA provides drift 
robustness as drift is typically a long time constant process. As 
ADPCA will find sources of variance only in the time-window 
segment of length L. the PCA subspace will adapt slowly follow- 
ing the evolution of the drift effect. These reasons explain that a 
residual analysis of an adaptive variance model provides good 
results at detecting new chemicals in the headspace, while reject- 
ing slow drift variations of the sensor a m y  calibration. Neverthe- 
less a number of issues are still to be explored. The modeling of 
the sensor array is a simple linear model and may not reflect the 
intrinsic non-linear behavior of metal oxide sensors. On the other 
hand, ADPCA would trigger an alarm when any new chemical 
appears in the headspace. 
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Figure I. From top to bottom: a) original signal b) ADPCA 
based detector for original signal. c) sensor array signals un- 
der heavy drift, d) resulting ADPCA output 

It is known that in ROA applications they may appear relatively 
high concentrations of CO that could trigger the ADPCA alarm. 
Further methods should be considered for the correct discrimina- 
tion of the oil aerosols from other compounds present at the air 
intake of the compressor. These methods should be based in the 
adaptive nature of ADPCA in order to maintain a reasonable drift 
rejection effect. 

CONCLUSIONS 
In this paper the use of a novel adaptive approach based in sliding 
window variance analysis namely Adaptive Dynamic Principal 
Component Analysis is proposed for online gas array applica- 
tions. This method has been compared against Evolving Window 
Factor Analysis and the static version of PCA with favorable 
results. The use of signal processing methods like ADPCA for 
online chemical detection provides much better and reliable re- 
sults than the use of conductance level-based detection. Further- 
more, ADPCA has proven to be very robust against heavy drift 
thanks to its adaptive nature when the filter is properly design. 
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