Intensity correlation functions of dye lasers: 
Comparison of colored-gain-noise and colored-loss-noise models
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The intensity correlation functions $C(t)$ for the colored-gain-noise model of dye lasers are analyzed and compared with those for the loss-noise model. For correlation times $\tau$ larger than the deterministic relaxation time $t_d$, we show with the use of the adiabatic approximation that $C(t)$ values coincide for both models. For small correlation times we use a method that provides explicit expressions of non-Markovian correlation functions, approximating simultaneously short- and long-time behaviors. Comparison with numerical simulations shows excellent results simultaneously for short- and long-time regimes. It is found that, when the correlation time of the noise increases, differences between the gain- and loss-noise models tend to disappear. The decay of $C(t)$ for both models can be described by a time scale that approaches the deterministic relaxation time. However, in contrast with the loss-noise model, a secondary time scale remains for large times for the gain-noise model, which could allow one to distinguish between both models.

I. INTRODUCTION

Statistical properties of dye lasers have been widely studied due to their anomalous character, as shown by the experimental results of Ref. [1]. Later experiments [2] suggested that these anomalies are due to fluctuations in the pump parameter. The standard theoretical model of dye-laser fluctuations can be formally obtained by replacing the loss parameter by a fluctuating quantity, and we will refer to it as the loss-noise model. A variety of calculations and simulations exist for this model in the literature, either in the white-noise limit [3] or for the fluctuating loss parameter or considering a finite correlation time [4,5]. Experimental [6] and theoretical [7] work on dye lasers have been recently reviewed, and it seems that this model describes the experimental results and, in particular, intensity correlation functions [8,9], if a finite correlation time is considered.

However, there exists [8] experimental evidence that identifies the pump laser as the source of noise. The natural way to account for these fluctuations is by introducing a fluctuating gain parameter model [10–15]. It has been shown [10] that in the white-noise limit the statistical properties predicted by loss- and gain-noise models are very different. Most of the qualitative predictions associated with colored noise in the loss-noise model can be recovered within a white-gain-noise model [10]. However, it seems that the decay of $C(t)$ does not show two separated time scales [10–12], as observed in the experiments [9]. Therefore, a colored-noise model is required to describe the behavior of the intensity correlation function. In fact, this behavior can be obtained with both colored-loss-noise [9] and gain-noise [11,15] models.

Numerical simulations have shown [15] that differences between both models are masked by the correlation time of the noise $\tau$. The aim of this paper is to analyze the behavior of the intensity correlation function for the colored-gain-noise model and to compare it with that corresponding to the loss-noise model. We will consider situations above threshold. The case of $\tau$ much larger than the deterministic relaxation time $t_d$ is treated with the Stratonovich adiabatic approximation [16]. Due to the fact that $t_d$ decreases with the intensity, this case will occur far above threshold. When $\tau$ is smaller than $t_d$, we use a method [17] that provides explicit expressions of non-Markovian correlation functions to first order in $\tau$. This method contains two main ingredients, one dealing with the non-Markovian nature and the other with the nonlinearity of the process. The first one establishes the connection between the non-Markovian correlation func-
tion, $C(t)$, and effective Markovian correlation functions. The second step is the application of the double-expansion method [18,19] for the calculation of these functions. This procedure contains information of both short- and long-time regimes. In this way, we get an expression for $C(t)$ valid for the complete-time regime, in contrast with earlier results that were only useful in the short-time regime [20] or for the calculation of relaxation times [21]. We show that the method for non-Markovian correlation functions reproduces with great accuracy the simulation results.

Once we can reproduce the correlation functions in the complete regime, we make a detailed analysis of the correlation functions of the gain- and loss-noise models. Both the colored gain- [11,15] and loss-noise [9] models describe correctly the experimental results [6], in particular intensity correlation functions [8,9]. Then, it seems natural that they get closer when $\tau$ increases, as simulations indicate [15]. We show that when $\tau > t_d$, the normalized correlation functions for both models reproduce that of the noise. When $\tau < t_d$, we find that, as $\tau$ increases, the decay of $C(t)$ for times larger than $\tau$ can be described in both models by a time scale that approaches the deterministic time. However, a difference remains between both models due to a larger time scale with a decreasing amplitude with $\tau$ that is involved in the decay of $C(t)$ for the gain-noise model.

The paper is organized as follows. In Sec. II we introduce the gain-noise model, and an approximate expression for the stationary probability density is given. A method that provides an explicit expression for non-Markovian correlation functions to first order in $\tau$ is presented in Sec. III, and a comparison with numerical simulations is also made. In Sec. IV we analyze the decay of the intensity correlation function for different values of $\tau$.

II. GAIN-NOISE MODEL

The gain-noise model for a single-mode dye laser on resonance is defined by the following stochastic equation for the intensity [10,15]:

$$
\partial_t I = I(-\alpha_3 + \alpha_1/(1 + I/\alpha_1)) + \left[I/(1 + I/\alpha_1)\right] p(t),
$$

(2.1)

where we have neglected the spontaneous emission noise because we consider situations above threshold, where it has a very small effect [6,7]. Here $\alpha_1$ and $\alpha_2$ are the gain and the loss parameters, respectively. $p(t)$ models fluctuations of the gain parameter, and, as usual, it is taken to be a Gaussian noise of zero mean and correlation:

$$
\langle p(t)p(t') \rangle = \frac{1}{\tau} \exp \left(-\frac{|t-t'|}{\tau}\right),
$$

(2.2)

where $\tau$ is the correlation time of the noise.

If the nonlinear terms containing $(1 + I/\alpha_1)^{-1}$ are expanded to first order in $I$, and the fluctuating saturation term $I^2 p(t)$ is neglected, we obtain an equation of the form

$$
\partial_t I = I(\alpha - I) + I p(t),
$$

(2.3)

where $\alpha = \alpha_1 - \alpha_2$. From a phenomenological point of view, the fluctuating term $I p(t)$ can be understood as arising from fluctuations of the loss parameter $\kappa$. So, we will refer to (2.3) as a loss-noise model.

The gain-noise model has, apart from the correlation time $\tau$, two independent parameters $\alpha_1$ and $\alpha_2$. The loss-noise model has only one independent parameter, $\alpha = \alpha_1 - \alpha_2$, that corresponds to the pump parameter rescaled with respect to the noise intensity. The loss-noise model is obtained taking the limit $\alpha_1, \alpha_2 \to \infty$ with $\alpha = \alpha_1 - \alpha_2$ fixed. In the following we analyze the decay of $C(t)$ for different values of the parameter $\alpha/\alpha_1$. This parameter gives information on the importance of saturation effects in the fluctuations. When it is close to zero, these saturation effects are negligible and we recover the loss-noise model.

First, we give an approximate expression for the steady-state probability density $P_s(I)$ associated with (2.1) and (2.2). The Fokker-Planck equation for the single probability density $P(I,t)$ is given for small correlation time $\tau$ by [22]

$$
\frac{\partial}{\partial t} P(I,t) = L(\tau) P(I,t)
$$

$$
= -\frac{\partial}{\partial I} \nu(I) P(I,t) + \frac{\partial}{\partial I} g(I) \frac{\partial}{\partial I} h(I) P(I,t),
$$

(2.4)

with an effective Markovian Fokker-Planck operator $L(\tau)$, where

$$
h(I) = g(I) - \tau [\nu(I) g'(I) - \nu'(I) g(I)],
$$

(2.5)

$\nu(I) = I[\alpha_2 + \alpha_1/(1 + I/\alpha_1)]$ is the deterministic term, and $g(I) = I/(1 + I/\alpha_1)$ is the term multiplying the noise in Eq. (2.1).

The stationary solution of the Fokker-Planck equation (2.4) and (2.5) is defined in the interval in which the diffusion coefficient

$$
D(I) = \left| \frac{\alpha_1 I}{\alpha_1 + I} \right| \left[ 1 - \frac{\tau \alpha_2 I}{\alpha_1 + I} \right],
$$

(2.6)

is positive. When $\tau \alpha_2 > 1$, the approximation introduces a spurious boundary at $I_1 = \alpha_1/(\tau \alpha_2 - 1)$ (at $I_1 = 1^{-1}$ for any value of $\tau$ in the loss-noise model). For sufficiently small $\tau$, $I_1$ becomes very large, and there are not important effects due to the boundaries, but it can be interesting to consider larger values of $\tau$. There exists a procedure to explore larger values of $\tau$ avoiding the anomalous boundaries, consisting, essentially, in an exponentiation of an expansion in $\tau$ of $P_s$ [22]. However, this approximation gives good results only for negative pump parameters [23], that is, below threshold. Another type of approximation has been recently reported [24] that gives remarkably good results for the loss-noise model above threshold [23]. It can be even extended successfully to the case where spontaneous emission is included [23]. The basic idea is to extrapolate the diffusion coefficient obtained to first order in $\tau$ to larger values of
\[ D(I) = \left( \frac{\alpha I}{\alpha + I} \right)^2 \left( 1 - \frac{\tau \gamma I}{\alpha + I} \right) \]
\[ \approx \left( \frac{\alpha I}{\alpha + I} \right)^2 \left( 1 + \frac{\tau \gamma I}{\alpha + I} \right)^{-1} \]
\[ = \frac{\alpha I^2}{(\alpha + I)[\alpha + (1 + \tau \gamma I^2)]} \quad (2.7) \]

For the loss-noise model this reduces to
\[ D(I) = I^2 (1 - \tau) \approx \frac{I^2}{1 + \tau I} \quad (2.8) \]

In this case, \( D(I) \) given by (2.7) and (2.8) is always positive, avoiding the appearance of spurious boundaries. In the general case, this approximation consists of replacing \( h(I) \) of Eq. (2.5) by \( h(I) = g(I)/[1 - \tau g(I)] \). This reproduces the approximation of Ref. [25]. In this way we get an effective Markovian process, well defined for any value of the intensity. The stationary solution of the resulting Fokker-Planck equation is given by the gain-noise model by
\[ P_{\mu I}(I) = N_1 I^{\alpha - 1} \left[ 1 + (1 + \tau \gamma I)/\alpha \right] \]
\[ \times \exp \left[ \left( 2 + \tau \gamma I \right) \left( 1 + \left( 1 - \alpha \right)/\alpha \right) \right] 
\[ - \frac{(1 - \alpha \gamma I)}{2 \alpha I} - \frac{(1 + \tau \gamma I^2)}{I} \right] \quad (2.9) \]

and for the loss-noise model by
\[ P_{\mu I}(I) = N_2 (1 + \tau I)^{\alpha - 1} \exp \left[ (\alpha \gamma I - 1) I - \frac{\tau I^2}{2} \right] \quad (2.10) \]

where \( N_1 \) and \( N_2 \) are normalization constants.

It has been shown that the approximation given by (2.10) for the loss-noise model reproduces simulation results when the spontaneous emission noise can be neglected [23]. This corresponds to situations above threshold. Regarding the gain-noise model, we have compared the values of the mean intensity \( \langle I \rangle \) and the normalized fluctuations \( \langle \delta I^2 \rangle /\langle I \rangle^2 \) calculated with (2.9) with numerical simulations, obtaining a good agreement. Our results indicate that the mean intensity is nearly independent of the value of \( \tau \). In fact, \( \langle I \rangle \) is the same in the white-noise limit as in the limit \( \tau \to \infty \) (see Sec. IV), and it coincides with the deterministic result. This expression, given by
\[ \langle I \rangle = \frac{\alpha}{1 - \alpha /\alpha} \quad (2.11) \]

can be then used as a good estimation of the mean intensity. We have also obtained that fluctuations become smaller with increasing \( \tau \).

Before ending this section it is convenient to consider the linearization of Eq. (2.1) around the deterministic steady state \( I_0 = \alpha/(1 - \alpha /\alpha) \). We use this approximation to compare with numerical simulations in the next section, and to interpret the results of the last section.

Then, we approximate the solution of (2.4) by \( I = I_0 + \delta I \), so that the linearized Langevin equation for \( \delta I \) becomes
\[ \partial_t (\delta I) = -t_q^{-1} \delta I + \alpha p(t) \quad , \]
where
\[ t_q = [\alpha(1 - \alpha /\alpha)]^{-1} \approx [\langle I \rangle(1 - \alpha /\alpha)]^{-1} \quad , \]
which we call deterministic time. In this linear approximation the correlation function \( \lambda(t) \) defined by
\[ \lambda(t) = \frac{\langle I(t)I(0) \rangle - \langle I \rangle^2}{\langle I \rangle^2} \quad (2.12) \]
becomes
\[ \lambda(t) = \frac{(1 - \alpha /\alpha)^2}{(1 + \tau /t_q)(1 - \tau /t_q)} \]
\[ \times \left[ t_q \exp \left( -\frac{t}{t_q} \right) - \tau \exp \left( -\frac{t}{\tau} \right) \right] \quad (2.13) \]

The validity of this linear approximation has been analyzed in Ref. [15]. Generally speaking, the linearization is valid when fluctuations are small, that is,
\[ \lambda(0) = \frac{t_q^2 (1 - \alpha /\alpha)^2}{t_q \tau + \tau} \approx \frac{1}{\langle I \rangle(1 + \tau \langle I \rangle) (1 - \alpha /\alpha)^2} < 1 \quad (2.14) \]

The range of validity then becomes wider with increasing \( \tau \) and \( \langle I \rangle \).

### III. Analytical Calculation of Non-Markovian Correlation Functions and Application to the Gain-Noise Model

#### A. Method

In this paper we will apply an analytical method for the calculation of steady-state correlation functions for general processes driven by colored noise with small correlation time. The method has been discussed in detail in Ref. [17], and provides systematically explicit expressions of correlation functions approximating simultaneously short- and long-time regimes. The non-Markovicity is reduced to an effective Markovian formulation. This allows the systematic treatment of the nonlinearities by means of double expansions in high and low frequencies, as a generalization of the method introduced in Refs. [18 and 19] for the white-noise case.

We will consider a general process defined by the Langevin equation
\[ \dot{q} = v(q) + g(q)p(t) \quad , \]
where \( v \) and \( g \) are general nonlinear functions of \( q \), and \( p(t) \) is an Ornstein-Uhlenbeck noise whose correlation is given by Eq. (2.2).

The non-Markovian correlation function \( C(t) \) is defined by
\[ C(t) = \lim_{t' \to \infty} \frac{\langle \delta q(t) \delta q(t') \rangle}{\langle \delta q(t') \rangle} \quad , \]
where
where $\delta q(t) = q(t) - \langle q \rangle$ and $\langle q^n \rangle$ are the steady-state moments. To first order in $\tau$, $C(t)$ can be expressed as [17]

$$
C(t) = C_M(t) + \tau \left[ 1 - \exp \left( -\frac{t}{\tau} \right) \right] \gamma_0 C_M^L(t) + o(\tau^2),
$$

(3.3)

where $\gamma_0 = -\langle (\delta q L^+ \delta q) \rangle / \langle (\delta q)^2 \rangle$ and

$$
C_M(t) = \frac{\langle \delta q(\delta q)_M \rangle}{\langle (\delta q)^2 \rangle}
$$

(3.4)

and

$$
C_M^L(t) = \frac{\langle \delta q(t) L^+(\tau) \delta q \rangle_M}{\langle \delta q L^+(\tau) \delta q \rangle}
$$

(3.5)

are correlation functions associated with an effective Markovian process defined by a Fokker-Planck operator $L(\tau)$ given by Eqs. (2.4) and (2.5).

Two remarks about the general features of Eq. (3.3) are in order. First, it contains the characteristic initial plateaus, associated with the vanishing first derivative at $t = 0$, of any non-Markovian correlation function [5,26,27]. Second, for $t >> \tau$, it corresponds to the decay of the correlation function of a Markovian process with an effective initial condition.

The next step in our procedure consists of the application of the double-expansion method [18,19] to $C_M(t)$ and $C_M^L(t)$. The basic idea is to consider, for any Markovian correlation function, two expansions of the Laplace transform, both for high and low frequencies $\omega$:

$$
C_M(\omega) = \sum_{k=0}^{\infty} \frac{1}{\omega^k} \sum_{\omega=0}^{\infty} \frac{1}{\omega^k} T_M^{\omega^k}
$$

(3.6)

$$
= \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} T_M^{\omega^k}
$$

(3.7)

where the coefficients of the expansions are related to the derivatives at $t = 0$, $\mu^k_M$, and the relaxation moments $T^k_M$ as

$$
\mu^k_M = \frac{d^k}{dt^k} C_M(t) |_{t = 0},
$$

(3.8)

$$
T^k_M = \int_0^t C_M(t) t^k dt.
$$

(3.9)

Explicit expressions for these quantities are given in Refs. [17] and [19]. These coefficients contain information on the small and large time scales, respectively. The goal of the method is to combine simultaneously information from both expansions by means of Padé interpolation in the $\omega$ space. As discussed in Refs. [17] and [19], an approximation for $C_M(t)$ containing in an exact way $n$ derivatives and $m$ relaxation moments ("ndmt" approximation) is given by a superposition of $N$ exponentials of the form

$$
C_M^N(t) = \sum_{n=1}^{N} a_n e^{-\lambda_n t}
$$

(3.10)

where $n + m + 1 = 2N$, $C_M^N(0) = 1$, and

$$
\sum_{i=1}^{N} a_i (\lambda_i)^k = (-1)^k \mu^k_M \quad (k = 0, 1, \ldots, n),
$$

(3.11)

$$
\sum_{i=1}^{N} a_i (\lambda_i)^{-k-1} = \frac{T^k_M}{k!} \quad (k = 0, 1, \ldots, m - 1).
$$

(3.12)

B. Application and comparison with simulations of the gain-noise model

Here we discuss some different orders of approximation of the method for $C(t)$. From Eq. (3.3) one can argue that $C_M^L(t)$ only contributes essentially for long times, whereas $C_M(t)$ is important both in the short- and long-time regimes [17]. Therefore, at the lowest order, imposing the condition for the first derivative on $C_M(t)$ and the zeroth-order relaxation moment (the relaxation time) on $C_M^L(t)$ we get

$$
C(t) = e^{-\gamma_0 \tau} \gamma_0 (1 - e^{(-1/\tau)}) e^{-\gamma_0 \tau}.
$$

(3.13)

This approximation contains the exact first derivative of the non-Markovian $C(t)$. To get the right relaxation time of $C(t)$ to order $\tau$ and the same exact derivative, the next simplest approximation is

$$
C(t) = \left[ a_1 e^{-\lambda_1 \tau} + (1 - a_1) e^{-\lambda_2 \tau} \right]
$$

$$
+ \gamma_0 [1 - \exp \left( -\frac{t}{\tau} \right)] e^{-\gamma_0 \tau},
$$

(3.14)

where $a_1$, $\lambda_1$, and $\lambda_2$ are determined by imposing one derivative and two relaxation moments of $C_M(t)$.

In order to apply the method to the gain-noise model we will consider an effective Markovian Fokker-Planck operator $L$, in which the diffusion coefficient is given by Eq. (2.7). In this way the spurious boundaries are avoided.

In Fig. 1 we compare the approximations (3.13) and (3.14) for the gain-noise model with $\omega/\omega_1 = 0.2$, $\langle f \rangle = 1$, and $\tau = 0.25$. We plot the correlation function $\lambda(t)$ given

![Fig. 1. Intensity correlation function $\lambda(t)$ for the colored-gain-noise model with $\omega/\omega_1 = 0.2$, $\langle f \rangle = 1$, and $\tau = 0.25$. The value of $\tau/\tau_g$ is 0.16. --- --- ---, simulation; --- --- ---, $1d\tau t$ approximation; --- --- ---, $1d/2t$ approximation; --- --- ---, linearization.](image)
by (2.14), i.e., \( \lambda(t) = C(t)(\langle I^2 \rangle - \langle I \rangle^2) / \langle I \rangle^2 \). We see an excellent agreement between the simulation [28] and approximation (3.14) for the complete-time regime. Even for this relatively low order of approximation, the method contains the nonlinear effects accurately, as we see by comparison with the linear approximation (2.15). On the other hand, the approximation (3.13) also contains the correct initial plateau but only describes correctly the decay at short times.

In Fig. 2 we take \( \langle I \rangle = 1 \), \( \tau=0.5 \), and \( \alpha/\alpha_1 = 0.5 \), so we are going away from the loss-noise model. We again find a good agreement between simulation and approximation (3.14). The linear approximation in Figs. 1 and 2 suggests that the nonlinear effects are reduced when \( \alpha/\alpha_1 \) increases.

For the range of parameters we are considering in this paper, above threshold, a criterion for the range of validity of the small-\( \tau \) approximation introduced in Eq. (3.3) is given by the ratio \( \tau/t_d \ll 1 \), where \( t_d \) is the deterministic relaxation time given by the linear approximation [see Eq. (2.13)]. For Figs. 1 and 2, \( \tau/t_d \) is 0.16 and 0.125, respectively. We have checked that the approximation (3.14) is valid when \( \tau/t_d \leq 0.3 \). This criterion implies that an increase of \( \langle I \rangle \) reduces the range of validity of the small-\( \tau \) approximation (3.3), due to the fact that it also implies a decrease of \( t_d \) [see Eq. (2.13)], despite the fact that the nonlinear effects are reduced in this case [see Eq. (2.16)].

We have also checked that the approximation (3.14) gives good results for small \( \tau \) for the colored-loss-noise model.

IV. DECAY OF THE INTENSITY CORRELATION FUNCTIONS

First, we analyze the limit \( \tau \gg t_d \). In that case, we assume \( \delta_{\gamma} \gamma \rightarrow 0 \) in Eqs. (2.1) and (2.3) (adiabatic approximation [16]). With this approximation, we get

\[
I(t) = \alpha / (1 - \alpha/\alpha_1) + (1 - \alpha/\alpha_1)^{-1} p(t)
\]

for the gain-noise model. Then, the normalized correlation function \( C(t) \) [see Eq. (3.2)] is the same for both models, and it coincides with the one corresponding to the noise. This result agrees with experimental observations [8] and numerical simulations [11].
FIG. 6. The amplitude $a_1$ of the first exponential used to approximate the effective Markovian correlation function $C_M(t)$ vs the mean intensity $\langle I \rangle$ for $\alpha/\alpha_1=0$ (loss-noise model). The amplitude of the second exponential is $(1-a_1)$. Same parameters as in Fig. 3.

Now, we analyze the decay of $C(t)$ for correlation times smaller than the deterministic time $\tau < t_d$. For that, we use Eq. (3.14) from the method presented in Sec. III. We have shown in Sec. III that the method gives excellent results when $\tau < t_d$. In the following, we analyze the behavior of the time scales involved in the decay of $C(t)$ with increasing $\langle I \rangle$ for different values of $\alpha/\alpha_1$ and $\tau$. Due to the decrease of $t_d$ with $\langle I \rangle$ [see (2.13)], it is clear that the validity of the method is reduced when $\langle I \rangle$ increases. In our analysis of the decay of $C(t)$ we will focus on qualitative results. In this sense, our conclusion remains valid even when $\tau$ approaches $t_d$.

We consider three values of $\alpha/\alpha_1$: 0 (loss-noise model), 0.2, and 0.5. Regarding the correlation time, it can be seen from Eq. (2.13) that $t_d$ increases when $\alpha/\alpha_1$ does. Then, larger correlation times are required to have non-negligible non-Markovian effects when $\alpha/\alpha_1$ is increased. We have considered the following values of $\tau$: 0.1 and 0.25 for $\alpha/\alpha_1=0$, $\tau=0.1$, 0.25, and 0.5 for $\alpha/\alpha_1=0.2$, and $\tau=0.25$, 0.5, and 1 for $\alpha/\alpha_1=0.5$.

For times shorter than $\tau$, the only aspect that plays an important role is the initial rounding off of the intensity correlation functions. Then, in order to analyze the decay of $C(t)$ we consider times $t \gg \tau$. In Eq. (3.14) three time scales appear, and we first consider the last term. For $t \gg \tau$, the amplitude of the third term is $\gamma_0 \tau$. If this amplitude is very small, it can be neglected, and the behavior of $C(t)$ coincides with that of $C_M(t)$, but when $\tau$ increases it is necessary to take $C_M(t)$ into account. We represent in Figs. 3, 4, and 5 $\gamma_2 \tau$ rescaled with $t_d$. In the loss-noise model (Fig. 3), $\gamma_0^{-1}$ approaches $t_d$ when the mean intensity increases. For the gain-noise model, it is observed from Figs. 4 for $\alpha/\alpha=0.2$ and 5 for $\alpha/\alpha_1=0.5$ that $\gamma_0^{-1}$ approaches $t_d$ when $\tau$ and $\langle I \rangle$ increase.

In the following we analyze the decay of $C_M(t)$, which is given by the time scales $\lambda_1$, $\lambda_2$, and their amplitudes $a_1$ and $(1-a_1)$, respectively. We compare both models as $\tau$ increases. We show in Figs. 6, 7, and 8 $a_1$ for $\alpha/\alpha=0$, 0.2, and 0.5, respectively. For the loss-noise model, $a_1$ grows with $\langle I \rangle$ and $\tau$. This means that the dominant time scale tends to be $\lambda_1$. In the other two figures, for the gain-noise model, we see, in contrast to the white-noise case [12] and to the loss-noise model, that when $\tau$ and $\langle I \rangle$ increase, $a_1$ decreases, so for $\tau$ or $\langle I \rangle$ large enough

FIG. 7. The amplitude $a_1$ of the first exponential used to approximate the effective Markovian correlation function $C_M(t)$ vs the mean intensity $\langle I \rangle$ for $\alpha/\alpha_1=0.2$. Same parameters as in Fig. 4.

FIG. 8. The amplitude $a_1$ of the first exponential used to approximate the effective Markovian correlation function $C_M(t)$ vs the mean intensity $\langle I \rangle$ for $\alpha/\alpha_1=0.5$. Same parameters as in Fig. 5.

FIG. 9. Time scales corresponding to both exponentials used to approximate $C_M(t)$, rescaled with $t_d$, vs the mean intensity $\langle I \rangle$ for $\alpha/\alpha_1=0.2$: $\lambda_2 t_d$, dominant time scale (three curves on the top), and $\lambda_1 t_d$, dominated time scale (three curves on the bottom). In both cases, the parameters are as in Fig. 4.
Now, we analyze the dominated time scale, that is, $\lambda_1$ in the gain-noise model and $\lambda_2$ in the loss-noise model. We represent these scales in Figs. 3, 9, and 10, again re-scaled with $t_d$. We see in Fig. 3 that $\lambda_2 t_d$ is always larger than 1, and increases when $\tau$ does. So, $\lambda_2^{-1}$ is always smaller than $t_d$, and it can be seen that it is also smaller than $\tau$. Then, we can consider that the main contribution to the decay of $C(t)$ comes from the time scales $\lambda_1$ and $\gamma_0$, which approach $t_d$ when the mean intensity and $\tau$ increase. On the contrary, in Figs. 9 and 10 we observe another tendency: $\lambda_1 t_d$ is always smaller than 1 for $\alpha/\alpha_1 = 0.2$ and 0.5. The conclusion is that as $\tau$ increases, a difference remains between both models, and that is given by the dominated time scale. This time scale is larger than $t_d$ in the gain-noise model, so the decay of $C(t)$ is slower in this case than in the noise-noise model, in which the dominated scale is smaller than $t_d$.

Our findings concerning the decay of the intensity correlation function can be summarized as follows. When $\tau \gg t_d$ (far above threshold), the correlation functions of both models are determined by the pump noise. For correlation times smaller than $t_d$, the decay of $C(t)$ for both models can be described with increasing $\tau$ and $\langle I \rangle$ by a time scale that approaches the deterministic time. However, a larger time scale remains for the gain-noise model, which could allow us to distinguish between both models.
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[28] The numerical simulations have been done following the algorithm explained in Ref. [22]. The correlation function is obtained averaging over 3000 trajectories and over 30 000 integration steps in each trajectory. To assure that the stationary state has been reached, we eliminate the first 7500 integration steps. We used an integration step $\Delta=0.005$. 