Passage times for the decay of an unstable state triggered by colored noise
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We study the decay of an unstable state in the presence of colored noise by calculating the moment generating function of the passage-time distribution. The problems of the independence of the initial condition in this non-Markovian process and that of nonlinear effects are addressed. Our results are compared with recent analog simulations.

An interesting analog simulation of the decay of an unstable state triggered by a colored noise has been recently reported.\textsuperscript{1} In this simulation, data for the probability density of the relaxation time are presented. Results for the mean relaxation time have been explained in terms of a formula by Suzuki,\textsuperscript{2} which determines a characteristic time up to an undetermined constant. This formula was derived in the context of the scaling theory with independent initial conditions for the decay of an unstable state and it appears as a matching time between two dynamical regimes. The first regime corresponds to the early stages of the decay of the unstable state and is dominated by noise and linear terms. The second regime is dominated by nonlinearities, and noise plays no essential role. In this sense the characteristic time of Suzuki is a measure of the lifetime of the unstable state and a limit of validity of the linear theory. It is important to note that in the derivation of Suzuki the initial condition is assumed to be independent of the noise acting during the decay process.

Our aim in this Brief Report is to show that Suzuki’s formula for the characteristic time can be derived within a mean first-passage-time framework and also generalized to account for the fact that the initial condition is physically determined by the same noise that triggers the decay process, so that initial condition and noise cannot be considered to be statistically independent when the noise has a finite correlation time. In our derivation the undetermined constant is evaluated and in addition it permits us to calculate any moment of the passage-time distribution. In particular, results for the variance of the first-passage time are given. The derivation is based on the calculation of the generating function associated with the passage-time distribution. Such probability distribution considers simultaneously different noise realizations and different initial conditions. We follow the same method already used to describe the switch-on statistics of a dye laser.\textsuperscript{3,4} In this last problem, multiplicative colored pump noise plays an important role. The same method has been used to study the case in which a control parameter is changed with a finite velocity.\textsuperscript{5}

A general simple model for the decay of an unstable state triggered by additive colored noise is given by

\begin{equation}
\dot{x} = \alpha x + N(x) + \mu(t), \tag{1}
\end{equation}

where \( \alpha > 0 \), \( N(x) \) contains nonlinear terms, and \( \mu(t) \) is the noise term assumed here to be Gaussian with zero mean and correlation

\begin{equation}
\langle \mu(t)\mu(t') \rangle = (D/\tau) \exp(-|t-t'|/\tau). \tag{2}
\end{equation}

\( D \) is the noise intensity and \( \tau \) its correlation time. As mentioned above, the characteristic lifetime is determined by the linear and noise terms. Thus neglecting nonlinear terms the integration of (1) gives

\begin{equation}
x(t) = h(t) \exp(\alpha t), \tag{3}
\end{equation}

where

\begin{equation}
h(t) = x_0 + \int_0^t \mu(t') \exp(-\alpha t') dt', \tag{4}
\end{equation}

and \( x_0 \) is the initial value of \( x \). The system is assumed to be at \( t = 0 \) in a stable state associated with a value of the control parameter \( \alpha = -\alpha_0 \). In other words, for \( t < 0 \) the system is described in the linear approximation by

\begin{equation}
\dot{x} = -\alpha_0 x + \mu(t), \tag{5}
\end{equation}

Hence \( x_0 \) is not arbitrary, and it is given by the solution of (5)

\begin{equation}
x_0 = x(0) = \int_{-\infty}^0 \mu(t') e^{\alpha_0 t'} dt'. \tag{6}
\end{equation}

At \( t = 0 \) the control parameter is instantaneously changed from \(-\alpha_0\) to a value \( \alpha > 0 \) so that the system becomes unstable. The exact result for the probability distribution \( P(x,t) \) associated with (5) is known.\textsuperscript{6} In particular, the stationary distribution is Gaussian with a variance

\begin{equation}
\langle x^2 \rangle = \frac{D}{\alpha_0 (1 + \alpha_0 \tau)}. \tag{7}
\end{equation}

The effects of the colored noise with respect to the limit \( \tau \to 0 \) in (7) is seen to be just the replacement of \( D \) by \( D/(1 + \alpha_0 \tau) \). However, an additional important consequence of having \( \tau \neq 0 \) is that \( x_0 \) given by (6) is a random variable determined by \( \mu(t) \) so that \( \langle x_0 h(t) \rangle \neq 0 \). With these properties for \( x_0, h(t) \) is a Gaussian process of zero mean and second moment
where the last term corresponds to the coupling between $\mu(t)$ and $x_0$, $t > 0$. This is the correct way to take into account the preparation procedure (5) which was not considered in the theoretical analysis of Ref. 1.

For times $\alpha t \gg 1$, $h(t)$ can be approximated by a time-independent Gaussian random variable with a second moment

$$\langle h^2(\infty) \rangle = \left\langle x_0^2 \right\rangle + \frac{D}{\alpha(1+\alpha \tau)} + \frac{2D\tau}{(1+a_{0}\tau)(1+\alpha \tau)} .$$

(9)

In this time regime Eq. (3) can be inverted as

$$t = (1/2\alpha)\ln(x_F^2/h^2) .$$

(10)

This gives the time $t$ to reach a prescribed value $x_F^2$ as a random quantity whose statistics are determined by those of $h(\infty)$. This random time is identified with a passage time to the value $x_F$.

The generating function for the passage-time distribution is

$$W(\beta) = \langle \exp(-\beta t) \rangle .$$

(11)

From $W(\beta)$ the statistical averages are evaluated as

$$\langle t \rangle = (1/2\alpha)\ln(x_F^2/2\langle h^2 \rangle) - \psi(1/2)/2\alpha ,$$

(12)

$$\langle (t - \langle t \rangle)^2 \rangle = \psi''(1/2)/4\alpha^2 ,$$

(13)

where $\psi(1/2)$ and $\psi''(1/2)$ are, respectively, the digamma function and its derivative.

At this point it is worth to comment Suzuki's formula

$$\langle t \rangle = -(1/2\alpha) \ln \left( \frac{x_F^2}{\langle h^2 \rangle} + \frac{D}{\alpha(1+\alpha \tau)} \right) + \ln C ,$$

(14)

which was derived for the case of independent initial conditions but with an undetermined constant $C$ which is here calculated using our formalism as

$$-\ln C = \gamma + \ln(2x_F^2) ,$$

(15)

where $\gamma = 0.57721 \ldots$ is the Euler's constant. Formula (14) appeared also in Ref. 7 [Eq. (4.6)] and in Ref. 8 [Eq. (3.15)]. When $\langle h^2(\infty) \rangle$ of (9) is substituted in (12), we recover the formula (14) used in Ref. 1 plus the extra term coming from the initial preparation and the explicit expression for $C$ given by (15). We remark that this result is completely independent of any nonlinear contribution, since it has been here obtained neglecting all nonlinear terms. The usefulness of the calculation above is that it leads simultaneously to higher-order moments of the passage-time distribution. In particular, the variance (13) is found to be independent of the noise intensity $D$ and also of the correlation time $\tau$. This seems to be at least in qualitative agreement with the passage time distributions displayed in Ref. 1.

The role of the noise parameters $D$ and $\tau$ is seen more transparently rewriting (12) as

$$\langle t \rangle = -(1/2\alpha)\ln D + B(\tau) + B_0 ,$$

(16)

where

$$B(\tau) = (1/2\alpha)\ln \left( \frac{1+\tau a_0}{1+\tau a_0+\alpha_0} \right) ,$$

(17)

$$B_0 = (1/2\alpha)\ln \left( \frac{2x_F^2 e^\tau}{\alpha_0(1+\alpha^{-1})} \right) .$$

(18)

The first term on the right-hand side (rhs) of (16) gives the dominant contribution for small $D$ and it is independent of $\tau$. The term $B(\tau)$ gives the contribution to $\langle t \rangle$ due to the finite correlation time $\tau$. It vanishes in the white noise limit $B(\tau=0)$. Finally, $B_0$ gives a constant contribution (noise independent) which already appears in the white-noise limit.

We wish now to compare our theoretical predictions with the analog simulation results of Ref. 1. The simulation was made for a particular model defined by the Langevin equation

$$d_x = x \left[ -1 + \frac{A(t)}{1+x^2} \right] + \mu(t) ,$$

(19)

where $A(t)$ is the control parameter. For $A < 1$, the model has a stable steady state and for $A > 1$ it has bistability. In particular, $A(t)$ behaves as

$$A(t) = \begin{cases} 
A_0 < 1, & t < 0 \\
A > 1, & t > 0 . 
\end{cases}$$

(20)

In order to clarify the linear assumption made in our calculation for this model we rescale Eq. (19) by changing the variable

$$x = \sqrt{D} q .$$

(21)

Then Eq. (19) becomes

$$d_q = q \left[ -1 + \frac{A}{1 + Dq^2} \right] + \Theta(t) ,$$

(22)

where $\Theta(t)$ has a correlation

$$\langle \Theta(t)\Theta(t') \rangle = (1/\tau)\exp(-|t-t'|/\tau) .$$

(23)

If $q^2D \ll 1$, Eq. (22) reduces to its linear form,

$$d_q = a q + \Theta(t), \quad a = A - 1 .$$

(24)

We may conclude that the linear approximation is reliable while

$$Dq^2(t) \ll 1 .$$

(25)
In fact, using that \( q(t) = \exp(2\alpha t) \), Eq. (25) gives as an upper limit of validity of the linear theory a time \( T \approx (2\alpha)^{-1} \ln(1/D) \) which is the dominant contribution in (16). Hence for small enough \( D \) a linear calculation of \( \langle t \rangle \) makes sense.

We now compare our predictions [Eqs. (16)–(18)] taking the explicit expression for the parameters

\[
\alpha = A - 1, \quad \alpha_0 = 1 + |A_0|
\]

(26)

with the analog results of Ref. 1. We choose the case which the authors of Ref. 1 consider to be the worse to fit the value of the constant term \( B_0 \). This is the set of data closest to the white-noise limit. The value of the parameters (20) are \( A = 4 \) and \( A_0 = -2.4 \). Our formula (18) gives

\[
B_0 = 0.24 ,
\]

(27)

which underestimates the value that fits better the analogic data

\[
B_0 = 0.34 .
\]

(28)

Our interpretation of this fact is the following. It is clear from the theory presented here (see Refs. 3 and 4 for details and also the classic work by Haake, Haus, and Glauber that nonlinear terms give a small positive contribution to the constant \( B_0 \). This is the whole effect of the nonlinear terms. For small enough \( D \), this contribution to \( B_0 \) can be neglected. However, for the values of \( D \) used in the analog simulation, \( B_0 \) becomes noticeable and it was here calculated within a linear approximation. To clarify this point we will divide \( B_0 \) in two parts:

\[
B_0 = B_L + B_{NL} .
\]

(29)

\( B_L \) includes the linear contributions and it is given by Eq. (18). \( B_{NL} \) incorporates the nonlinear contributions which are independent of the noise parameters. These contributions are necessary to have a precise estimation of the mean first-passage time (MFPT), when \( D \) is not very small. An explicit calculation of this quantity is very complicated due to the special nonlinearities of the model (19). However, if our argument is correct an estimation of \( B_0 \) from analog results for a given value of \( \tau \), in particular \( \tau = 0 \), should be enough to fit all the data for any other value of \( \tau \neq 0 \). From (27) and (28) we see that the nonlinear contribution is

\[
B_{NL} = 0.10 ,
\]

(30)

which is a small correction to the total result for \( \langle t \rangle \), Eq. (16), and it justifies the use of linear approximations in the study of the relaxation of unstable states at least as an asymptotic theory.

In Fig. 1 we present our theoretical results, using (28), compared with the analog data of Ref. 1. One can see that the agreement is good even for \( \tau \) large. Our interpretation is different of that of Ref. 1. We consider the case \( \tau \neq 0 \) as an extension of the white-noise case while in Ref. 1, \( B_0 \) was estimated for the largest value of \( \tau \).

A point to be noted is that (17) implies that there does not exist a first-order correction in \( \tau \) to the white-noise result, the first correction being of order \( \tau^2 \). This does not conflict with the analog data since the small range of \( \tau \) values for which (17) predicts a \( \tau \)-independent \( \langle t \rangle \) is beyond the experimental accuracy.
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