Dynamics of sweeping through an instability: Passage-time statistics for colored noise
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A calculation of passage-time statistics is reported for the laser switch-on problem, under the influence of colored noise, when the net gain is continuously swept from below to above threshold. Cases of fast and slow sweeping are considered. In the weak-noise limit, asymptotic results are given for small and large correlation times of the noise. The mean first passage time increases with the correlation time of the noise. This effect is more important for fast sweeping than for slow sweeping.

I. INTRODUCTION

Our interest in this paper is the description of a general situation in which a system undergoes an instability when the appropriate control parameter is continuously swept from below to above the instability point. The basic question addressed in the determination of the time at which the instability is observed. This question appears in two alternative situations. One of them, associated with slow sweeping rates, aims at determining a dynamical bifurcation point. Such a dynamical instability is known to be delayed with respect to the static instability point. Recent reviews on delayed bifurcations are available. A second situation is associated with fast sweeping rates. It appears in the study of transient dynamics describing the relaxation from unstable states. Both situations have been recently analyzed in some detail in the context of the dynamics of the laser switch-on. Experimental results are available for Ar$^+$ lasers, semiconductor lasers, CO$_2$ lasers, and CO$_2$ with saturable absorber. A general point of view to address the problem of the dynamics when crossing an instability is to identify it as a stability problem which, in a dynamical sense, is associated with the concept of the lifetime of a state. The lifetime is determined by fluctuations and it can be calculated by stochastic methods as a mean first passage time. In this paper we follow this point of view extending our previous analysis to the case in which the noise—which is responsible for the decay of the state becoming unstable—has a finite correlation time (colored noise). Although our general methodology and results have a broad applicability, we present our analysis, for definiteness, in the context of the dynamics of the laser switch-on.

The stochastic analysis of the problem at hand admits two alternative approaches. In the first approach, the focus is on the calculation of the time-dependent moments of the relevant variables. For instance, in the laser case one calculates the time-dependent intensity. In the second approach, one follows the individual stochastic realizations of the process up to a given prescribed value of the intensity. One can then evaluate the statistics of the time at which the individual realizations reach that value of the intensity. A general comparison of the two approaches in the case of white noise is given in Ref. 11. The second approach has been followed in Refs. 3–6. Its most important advantage is that all the statistical properties of the passage time can be calculated and not only a mean characteristic time scale to reach a prescribed intensity value. For example, the variance of the passage-time distribution is associated with the time jitter of the laser switch-on and it also gives an indirect way of measuring the total gain. However, useful results for passage-time statistics are generally obtained only in the weak-noise limit. Another important question concerning a stochastic analysis of this sort refers to the preparation of the system (initial conditions). We will follow here the criterion that the system is initially in a steady state determined by the noise acting on the system. An initial condition specified independently of the noise was considered in Ref. 8 and a comparison between the two situations is given in Ref. 9. Such preparation effects are more important in the colored noise situation considered here due to the non-Markovian character of the dynamics. As a separate matter which we will not discuss further, we mention that the consequences of having an initial state very close to threshold have been analyzed in Ref. 6.

The problem of the sweeping dynamics involves several time scales that have to be considered simultaneously. These are fixed by the noise intensity $\epsilon$, the square root of the sweeping rate $\alpha^{1/2}$, the final value of the pump pa...
parameter \( a \), and the inverse of the correlation time of the noise \( \tau^{-1} \). We will always consider the weak-noise limit in which \( e^{-1} \) is the largest time scale of the problem. Passage-time statistics have already been calculated for three limiting cases. The first one corresponds to the well-known instantaneous switch-on (\( \alpha \to \infty \)) in the white noise limit (\( \tau = 0 \)). The second situation considers an instantaneous switch-on (\( \alpha \to \infty \)) with colored noise (\( \tau \neq 0 \)). This case corresponds to \( a^{1/2} \tau \to \infty \). Finally, a third case is the one of finite switching with white noise (\( \tau = 0 \)). It corresponds to \( a^{1/2} \tau = 0 \). In this paper we analyze situations with \( a^{1/2} \tau \) finite in the cases of fast sweeping \( a \ll a^{1/2} \) and slow sweeping \( a^{1/2} \ll a \).

The outline of the paper is the following. In Sec. II we define our model, we set the opportune notation, and we review the instantaneous switch-on case with colored noise for later reference. Section III is devoted to fast switching situations. This seems to be the case of interest for switch-on of CO\(_2\) lasers in Ref. 5. The variance of the passage-time statistics turns out to be independent of \( \tau \) in this limit. The mean passage time increases monotonically with \( \tau \) and decreases with \( a \). We find that the first correction to the white noise limit is of order \( (a^{1/2} \tau)^2 \). In the limit of large correlation time \( a^{1/2} \tau \gg 1 \) the mean first passage time diverges logarithmically with \( a^{1/2} \tau \) for \( a \tau \gg 1 \). Results related to the instantaneous limit are also given. In Sec. IV we discuss the case of slow sweeping \( a^{1/2} \ll a \). In this case the variance of the passage-time statistics is reduced with respect to the white noise limit. The qualitative effect of the finite correlation time of the noise is the same as for the fast sweeping situation, both for small and large \( a \), but its quantitative consequences are now much weaker. In Sec. IV we discuss the slow sweeping case. Our results for the mean first passage time are related to an analysis for the time dependence of the mean intensity. A close comparison does not seem feasible, not only because of the different definition of the characteristic time, but also due to the different parametrization of the problem. However, a basic agreement exists in the general importance of preparation effects and the scaling with \( a^{1/2} \tau \) as well as in the results concerning the growth of the characteristic time with \( a^{1/2} \tau \) for \( a^{1/2} \tau \ll 1 \) and its divergence for \( a^{1/2} \tau \gg 1 \). Two appendices contain details of the mathematical calculations.

II. LASER THRESHOLD MODEL AND INSTANTANEOUS SWITCH-ON

Our analysis is based on the following model equation for the evolution of the complex electric field \( E = E_1 + iE_2 \) corresponding to a single model laser in the good cavity limit:

\[
\frac{\partial}{\partial t} E = a(t)E + N(E) + e^{1/2}\xi(t)
\]  

(2.1)

The parameter \( a(t) \) is the net gain parameter and \( N(E) \) represents the nonlinear saturation terms. The parameter \( e \) measures the strength of the complex noise \( \xi(t) = \xi_1(t) + i\xi_2(t) \). In the good cavity limit we consider a reduced dynamics for the field, obtained after an adiabatic elimination of other variables. The noise driving the instability \( \xi(t) \) is assumed to be Gaussian with zero mean and correlations

\[
\langle \xi_i(t)\xi_j(t') \rangle = 8\delta_{ij}\frac{1}{2\tau}e^{-|t-t'|/\tau}, \quad i,j = 1,2
\]  

(2.2)

where \( \tau \) is the correlation time of the noise. The origin of a nonvanishing correlation time may be diverse. Before taking a good cavity limit, the Langevin forces appearing in the field equation are associated with external noise sources and thermal background radiation. On the other hand, spontaneous-emission noise is modeled by white noise added to the polarization equation. Nonwhite noise in (2.1) can then be associated either to external noise or to spontaneous emission since the elimination of the polarization variable introduces, in principle, a nonwhite noise in the reduced dynamics for the electric field.

We will consider a dynamical instability in which \( a(t) \) varies from below to above threshold

\[
a(t) = \begin{cases} 
a_0 < 0, \ & t < 0 \\
a_0 + at, \ & 0 < t < t_1 \\
a, \ & t > t_1 \end{cases}
\]  

(2.3)

In a static sense, the instability would occur at the time \( \tau = |a_0|/\alpha \) such that \( a(t) = 0 \). The dynamical instability has been considered in a deterministic framework and also in the white noise limit \( \tau = 0 \) in Ref. 3. We are here mainly concerned with the role of the parameter \( \tau \), in the onset of this dynamical instability. We are interested in describing the switch-on process. The time at which the intensity takes an observable value is identified with the lifetime of the unstable state. This is known to be largely independent of the nonlinear terms in (2.1), which are essential to describe the saturation to the final state. Our analysis is, thus, independent of the nonlinearities.

The linearized version of (2.1) admits the solution

\[
E_i(t) = h_i(t)\exp\left( \int_0^t a(t')dt' \right), \quad i = 1,2
\]  

(2.4)

where \( h_i(t) \) plays the role of an effective random initial condition

\[
h_i(t) = E_i(0) + e^{1/2}\int_0^t \xi_i(t')\exp\left( -\int_0^{t'} a(t'')dt'' \right)dt'.
\]  

(2.5)

The initial value of the field \( E_i(0) \) is itself a random variable. The system is assumed to be at \( t = 0 \) in a stationary state associated with the value \( a_0 < 0 \) of the pump parameter. For times \( t < 0 \), \( E_i(t) \) satisfies the equation

\[
\frac{\partial}{\partial t} E_i(t) = a_0 E_i(t) + e^{1/2}\xi_i(t),
\]  

(2.6)

so that
\[ E_i(0) = \lim_{s \to -\infty} e^{1/2} \exp \left[ \int_s^0 a_0 ds' \right] \int_s^0 \xi_i(s') \exp \left[-\int_s^{t'} a_0 ds'' \right] ds'. \] (2.7)

The complex number \( h = h_1 + ih_2 \) is described by a bivariate Gaussian process. The stochastic properties of the intensity \( I(t) = \langle E(t) \rangle^2 \) are determined by the stochastic properties of \( h^2 = h_1^2 + h_2^2 \):

\[ I(t) = h(t) \exp \left[ 2 \int_0^t a(t') dt' \right]. \] (2.8)

The strategy we follow to calculate the passage-time statistics corresponding to a prescribed intensity value \( I \) consists in inverting (2.8), obtaining \( t \) as a random function of \( I \). The procedure is then formally the same as in the white noise limit \( \tau = 0 \). The difference arises as a consequence of the different form adopted by \( h(t) \).

The bivariate Gaussian distribution \( P(h_1, h_2) \) is completely determined by \( \langle h^2(t) \rangle \). This quantity evolves dynamically according to a differential equation

\[ \partial_t \langle h^2(t) \rangle = 2 \epsilon \exp \left[-\int_0^t a(t'') dt'' \right] \left[ e^{-t/\tau} \frac{1}{1 + |a_0| \tau} + \frac{1}{\tau} \int_0^t e^{-(t-t')/\tau} \exp \left[-\int_0^{t'} a(t'') dt'' \right] dt' \right], \] (2.9)

whose integration enables us to calculate \( \langle h^2(t) \rangle \) at any time. The origin of the first term in the right-hand side (rhs) of (2.9) should be remarked. It appears due to the correlation of the initial condition \( E_i(0) \) with the noise acting for \( t > 0 \):

\[ \langle E_i(0) \xi_i(t) \rangle = \frac{\epsilon^{1/2}}{2(1 + |a_0| \tau)} e^{-t/\tau}. \] (2.10)

This correlation is a genuine non-Markovian effect of the colored noise considered here. Equation (2.9) has to be solved with initial conditions determined according to (2.7),

\[ \langle h^2(0) \rangle = \langle I(0) \rangle = \frac{\epsilon}{|a_0|(1 + |a_0| \tau)}. \] (2.11)

Our general scheme, developed in the following sections, consists in the explicit solution of (2.9)–(2.11) for different situations. We find that for times of interest \( \langle h^2(t) \rangle \) can be approximated by \( \langle h^2(\infty) \rangle \), so that inverting (2.8) the generating function \( W(\lambda) = e^{-\lambda I} \) for the passage-time statistics can be calculated. The moments \( \langle t^n \rangle \) of the passage-time distribution are calculated by simply differentiating \( W(\lambda) \) with respect to \( \lambda \) at \( \lambda = 0 \). The results in terms of \( \langle h^2(\infty) \rangle \) are formally the same as for \( \tau = 0 \). The effects of having \( \tau \neq 0 \) are actually contained in the explicit result for \( \langle h^2(t) \rangle \).

A limiting case which is of interest for later reference and comparison corresponds to an instantaneous switch \((\alpha \to \infty, \tau_1 \to 0^+)\). In such a case we have

\[ \langle h^2(\infty) \rangle = \langle h(0) \rangle + \frac{2 \epsilon}{1 - \alpha \tau} \left[ \frac{-e^{-2\alpha \tau} + 1}{2a} + \frac{e^{-(a+\tau)^{-1}\eta} - 1}{a + \tau^{-1}} \right] + \frac{2 \epsilon \tau}{(1 + |a_0| \tau)(1 + a \tau)} (1 - e^{-(a+\tau)^{-1}\eta}), \] (2.12)

where the last term in the rhs of (2.12) originates in the cross correlation (2.10). For times \( t >> a^{-1} \), the quantity \( \langle h^2(t) \rangle \) becomes time independent,

\[ \langle h^2(t) \rangle = \langle h^2(\infty) \rangle \equiv \langle h^2 \rangle = \epsilon \left[ \frac{1}{|a_0|(1 + |a_0| \tau)} + \frac{1}{a(1 + a \tau)} + \frac{2 \tau}{(1 + |a_0| \tau)(1 + a \tau)} \right], \] (2.13)

so that, inverting Eq. (2.8),

\[ t = \frac{1}{2a} \ln \frac{I}{\langle h \rangle}, \] (2.14)

and we easily derive an explicit equation for the generating function

\[ W(\lambda) = e^{-\lambda I} = \Gamma \left[ \frac{\lambda}{2a} + 1 \right] \left[ \frac{I}{\langle h \rangle} \right]^{-\lambda/2a}. \] (2.15)

This result is formally equivalent to the corresponding one \(^3\) for \( \tau = 0 \) but now with \( \langle h^2 \rangle \) given by (2.13). Since the variance of the passage-time distribution \( \langle \Delta t^2 \rangle \) is independent of \( \langle h^2 \rangle \), it is also independent of \( \tau \). For the mean first passage time we obtain

\[ \langle \tau \rangle = \langle t \rangle_{\tau=0} = \frac{1}{2a} \ln \frac{|a_0| a^2}{1 + a + |a_0| \tau} \right] = \Delta, \] (2.16)

where the white noise result is \(^3\)

\[ \langle t \rangle_{\tau=0} = \frac{1}{2a} \ln \frac{I}{\epsilon |a_0|^{-1} + a^{-1}} - \frac{1}{2a} \psi(1), \] (2.17)

and \( \psi(1) \) is the digamma function. \(^15\) We note that the correction to the white noise result is positive and independent of \( \epsilon \). Its magnitude depends on \( \tau \) but it is generally small in comparison with \( \langle t \rangle_{\tau=0} \) for small enough noise intensity \( \epsilon \). In the limit of small correlation time of the noise, \( a \tau < 1 \), we obtain from (2.13)

\[ \langle h^2 \rangle = \langle h^2 \rangle_{\tau=0} - \epsilon^{1/2} (a - a_0) + O(\tau^3), \] (2.18)

so that

\[ \langle t \rangle = \langle t \rangle_{\tau=0} + \frac{|a_0|^2}{2} + O(\tau^3). \] (2.19)

Thus the first correction to the white noise limit is of or-
consider $\tau^2$. The vanishing of a term linear in $\tau$ is a consequence of the presence of the cross correlation (2.10). If they were neglected, a correction of order $\tau$ would appear. This specific feature will also apply to the more general cases considered below.

III. FAST SLOWING

We consider now situations of fast sweeping. This means that $I(t)$ attains a prescribed value at times typically much larger than the time $t_1$ at which the pump parameter reaches a fixed final value $a$. A straightforward calculation yields a result for $\langle h^2(t) \rangle$ which contains time-independent terms and terms proportional to $\exp[-2a(t-t_1)]$ or proportional to $\exp[-(a+\tau^{-1})(t-t_1)]$. The time-dependent terms can be neglected for times of interest $t-t_1 \gg a^{-1}$. This is the same condition as for the instantaneous switching but with an origin of time shifted to $t_1$. In this case $\langle h^2(t) \rangle \approx \langle h^2(\infty) \rangle \equiv \langle h^2 \rangle$ is explicitly written as

$$
\langle h^2 \rangle = \frac{\epsilon}{|a_0|(1+|a_0|\tau)} + \epsilon \Phi(x_1) - \Phi(x_0) \mid e^{x_1^2} \left( \Phi(y_0) \right) e^{y_0^2} + \frac{1}{1+|a_0|\tau} \left( \frac{2\pi}{\alpha} \right)^{1/2} \right] \\
+ \frac{\epsilon}{\tau} \left( \frac{2\pi}{\alpha} \right)^{1/2} e^{y_0^2} \int_0^{t_1} \Phi(y(t')) \exp \left[ - \left( \frac{\alpha}{2} t'^2 + (a_0 + \tau^{-1})t' \right) \right] dt' \\
+ \frac{\epsilon}{1+\alpha \tau} \left( \frac{2\pi}{\alpha} \right)^{1/2} e^{y_0^2} \left[ \Phi(y_1) - \Phi(y_0) \right] \\
+ \frac{2\tau}{1+|a_0|\tau} \exp \left[ - \left( \frac{\alpha}{2} t_1^2 + (a_0 + \tau^{-1})t_1 \right) \right] + \frac{1}{a} \exp \left[ -(a_0^2 + 2a_0 t_1) \right] \right),
$$

(3.1)

where $t_1 = (a-a_0)/\alpha$, $\Phi$ is the error function,

$$
x_0 = \frac{1+a_0 \tau}{(2a)^{1/2} \tau}, \quad x_1 = \frac{1-a_0 \tau}{(2a)^{1/2} \tau},
$$

(3.2)

$$
y(t) = -\frac{1+a(t) \tau}{(2a)^{1/2} \tau}, \quad y_0 = \frac{-1+a_0 \tau}{(2a)^{1/2} \tau}, \quad y_1 = y(t_1).
$$

(3.3)

Under the time-independent approximation (3.1) for $\langle h^2 \rangle$, the calculation of the passage-time statistics is completely similar to the corresponding one in the limit $\tau=0$ (Ref. 3). The expressions for the generating function $W(\lambda)$, mean first passage time $\langle t \rangle$, and variance of the passage-time distribution $\langle (\Delta t)^2 \rangle$ in terms of $\langle h^2 \rangle$ are then

$$
W(\lambda) = \frac{I}{\langle h^2 \rangle} \left( -\frac{\lambda}{2a} \right)^{\lambda/2a} \exp \left[ -\frac{\lambda (a+|a_0|)^2}{2a^2} \right] \Gamma \left( \frac{\lambda}{2a} + 1 \right),
$$

(3.4)

$$
\langle t \rangle = \frac{1}{2a} \ln \frac{I}{\langle h^2 \rangle} + \frac{(a+|a_0|)^2}{2a^2} \frac{\psi(1)}{2a},
$$

(3.5)

$$
\langle (\Delta t)^2 \rangle = \frac{1}{4a^2} \psi'(1).
$$

(3.6)

The consistency of this results with the assumption $t-t_1 \gg a^{-1}$ is known to require, already in the white noise limit, a small noise intensity condition $\epsilon << a$ and also the fast sweeping condition $a \leq a^{1/2}$. We will always assume $|a_0| \sim a$. Within these limitations, the presence of the parameter $\tau=0$ allows us to consider different situations. The importance of colored noise is measured in terms of the time scale $\tau^{1/2}$ fixed by the sweeping rate. The situation $\alpha^{1/2} \tau << 1$ (and a fortiori $\alpha \tau << 1$) corresponds to the vicinity of the white noise limit, while for $\alpha^{1/2} \tau >> 1$ the importance of the colored noise should be more noticeable. We next consider these two situations separately.

In the limit $\alpha^{1/2} \tau << 1$, (3.1) can be expanded around the white noise limit. We obtain (see Appendix A)

$$
\langle h^2 \rangle = \frac{\epsilon}{|a_0|} + \epsilon a_0^{-1} e^{-a_1^2 a_2^{-1/2}} + \epsilon a^{-1/2} \pi^{1/2} e^{-a_0^2 / a} \left[ \Phi(a^{-1/2}) + \Phi(|a_0|^{-1/2}) \right] [1 - \frac{1}{2}(a^{1/2} \tau)^2 + O((a^{1/2} \tau)^3)],
$$

(3.7)

and substituting in (3.5)

$$
\langle t \rangle = \langle t \rangle_{\tau=0} + \frac{1}{2a} \ln \frac{\langle h^2 \rangle_{\tau=0}}{\langle h^2 \rangle} \\
= \langle t \rangle_{\tau=0} + (a^{1/2} \tau)^2 \pi^{1/2} e^{-a_0^2 / a} \left[ \Phi(a^{-1/2}) + \Phi(|a_0|^{-1/2}) \right] \\
4a a^{1/2} e^{-1/2} \langle h^2 \rangle_{\tau=0},
$$

(3.8)
where

\[
\langle t \rangle_{\tau=0} = \frac{1}{2a} \ln \frac{I}{\langle h^2 \rangle_{\tau=0}} + \frac{(a + |a_0|)^2}{2aa} \frac{\theta(1)}{2a} .
\]  

(3.9)

Therefore the mean first passage time increases, to lowest order in \(a^{1/2}\tau\), in a quantity which is independent of \(\varepsilon\) as in (2.19). Also as it happened in the instantaneous switch, the first correction is already of order \(\tau^2\).

The limit of large correlation time \(a^{1/2}\tau \gg 1\) admits several particular cases, because \(\langle h^2 \rangle\) in (3.1) does not only depend on \(\tau\) through \(a^{1/2}\tau\). Two interesting cases appear when comparing the time scale \(\tau\) of the noise with the time scale \(a^{-1}\) fixed by the finite value of the pump parameter. When these two time scales are comparable, \(a \tau \sim 1\), we have that \(a^{1/2} \gg a\) and we are close to the instantaneous switch discussed in Sec. II. The new case of interest in which colored noise is important is when \(a \tau \gg 1\). Given our general restriction of fast sweeping \(a \leq a^{1/2}\), this case corresponds to comparable time scales fixed by \(a\) and \(a^{1/2}\) and also to switching far above threshold in relation with the inverse of the correlation time of the noise \(a \tau \gg 1\).

Close to the instantaneous switch, \(a^{1/2} \gg a\), and with no restriction on \(a\tau\), one can obtain from (3.1) (Appendix A)

\[
\langle h^2 \rangle \approx \langle h^2 \rangle_{a \to \infty} + ea^{-1}[(a + |a_0|)a^{-1/2}]^2 
\times \frac{1 + (a + |a_0|)\tau}{1 + (a + |a_0|)\tau},
\]  

(3.10)

where \(\langle h^2 \rangle_{a \to \infty}\) corresponds to the instantaneous switch and it is given by (2.13). Replacing (3.10) in (3.5) we obtain to lowest order in \(a^{-1/2}\),

\[
\langle t \rangle = \langle t \rangle_{a \to \infty} + \frac{1}{2}(a + |a_0|)a^{-1},
\]  

(3.11)

where \(\langle t \rangle_{a \to \infty}\) is given in (2.16). The result (3.11) indicates that close to the instantaneous switch, the first correction to \(\langle t \rangle\) is independent of \(\tau\). Indeed, \(\langle t \rangle - \langle t \rangle_{a \to \infty}\) given by (3.11) coincides with the result obtained for \(\tau = 0\) in Ref. 3. Equation (3.11) combined with (2.16) gives rise to an interesting result concerning the effect of \(\tau\) in this limit \(a^{1/2}\tau \gg 1\). Indeed, from (3.11)

\[
\langle t \rangle - \langle t \rangle_{a \to \infty} = \langle t \rangle_{\tau=0} - \langle t \rangle_{\tau=0, a \to \infty},
\]  

(3.12)

so that

\[
\langle t \rangle - \langle t \rangle_{\tau=0} = \langle t \rangle_{a \to \infty} - \langle t \rangle_{\tau=0, a \to \infty} = \Delta,
\]  

(3.13)

whose explicit expression is given in (2.16). Therefore, in the range of parameters \(a^{1/2}\tau \gg 1, a \tau \sim 1\), the difference between \(\langle t \rangle\) and its white-noise limit turns out to be \(\alpha\)-independent and it may be consequently obtained from the analysis of the instantaneous switch.

The situation of large correlation time \(a^{1/2}\tau \gg 1\) with \(a \tau \gg 1\) can also be analyzed from (3.1). In this limit (Appendix A) we obtain

\[
\langle h^2 \rangle = \varepsilon (a^{1/2}\tau)^{-1} A,
\]  

(3.14)

where \(A\) is a quantity given in Appendix A which is independent of \(\tau\) and \(\varepsilon\). Substituting (3.14) in (3.5) we obtain that for small \(\varepsilon\) and \(a^{1/2}\tau \gg 1\) the dominant contribution is given by

\[
\langle t \rangle = \frac{1}{2a} \ln \frac{I a^{1/2}\tau}{\varepsilon}.
\]  

(3.15)

This result does not correspond to a correction to any previously known result. It gives a quantity diverging logarithmically with \(a^{1/2}\tau\) and it identifies a domain of parameters in which the correlation time of the noise has important quantitative consequences on the value of \(\langle t \rangle\).

Our results of this section are better summarized in Figs. 1 and 2. In both figures we show the mean first passage time \(\langle t \rangle\) as calculated from (3.5) and the general result (3.1) for \(\langle h^2 \rangle\). Figure 1 shows the monotonous growth of \(\langle t \rangle\) with the correlation time of the noise. Figure 2 shows that \(\langle t \rangle\) is a monotonous decreasing function of \(\alpha\). Figure 1 shows how our general result connects the limits \(a^{1/2}\tau \gg 1\) and \(a^{1/2}\tau < 1\) considered above in detail. For \(a^{1/2}\tau \gg 1\) Fig. 1 refers to the case \(a \tau \gg 1\), while Fig. 2 shows the result for \(a \tau \sim 1\) in the domain from \(a^{1/2}\tau \sim 1\) to \(a^{1/2}\tau \gg 1\). The value of \(\langle t \rangle\) in Fig. 1 is given for small \(\tau\) by (3.8)–(3.9) and for large \(\tau\)
by (3.15). The dashed line identifies the domain validity of the asymptotic expression (3.15). It is shown that (3.15) gives a simple and accurate result for the domain of parameters in which the role of the correlation time of the noise is important. Figure 2 makes clear the contents of (3.13) for \(a^{1/2} \tau \gg 1\), \(a \tau \sim 1\): for large enough \(a\), the curves associated with \(\tau = 0\) and \(\tau \neq 0\) are essentially parallel and separated by a quantity \(\Delta\) given by (2.16).

**IV. SLOW SLOWING**

The general condition of slow sweeping is that all times of interest are smaller than \(t_1\). This corresponds to taking \(a \to \infty\), so that this parameter no longer appears in the calculations. In other words, we do not consider any more the time scale associated with \(a\), as we did in the case of fast sweeping. As in Sec. III, we consider the two limiting cases of small \((a^{1/2} \tau \ll 1)\) and large \((a^{1/2} \tau \gg 1)\) correlation time of the noise. In the case of slow sweeping, however, a time-independent approximation for \(\langle \dot{h}^2(t) \rangle\), valid for all values of \(\tau\), is not very useful in order to obtain analytical results. As a consequence, we consider from the beginning separately the two cases \(a^{1/2} \tau \ll 1\) and \(a^{1/2} \tau \gg 1\). In any case, once a time-independent approximation for \(\langle \dot{h}^2 \rangle\) is obtained, the calculation is exactly the same as for \(\tau = 0\), yielding analogous formal expressions in terms of \(\langle \dot{h}^2 \rangle\) (Ref. 3):

\[
W(\lambda) = \Gamma \left[ \frac{2}{\lambda} \alpha^{-1/2} T^{-1/2} + 1 \right] \exp \left\{ -\lambda \left[ \frac{|a_0|}{\alpha} + \alpha^{-1/2} T^{-1/2} \left[ 1 + \frac{a_0^2}{2 \alpha T} \right] \right] \right\},
\]

\[
\langle t \rangle = \frac{|a_0|}{\alpha} + \alpha^{-1/2} T^{-1/2} + \frac{1}{2} T^{-1/2} [a_0^2 \alpha^{-3/2} - \psi(1)] \alpha^{-1/2},
\]

\[
\langle (\Delta t)^2 \rangle = \frac{1}{4 \alpha} T^{-1} \psi(1),
\]

where

\[
T \equiv \ln(I/\langle \dot{h}^2 \rangle).
\]

These results are valid in the weak-noise assumption \(\epsilon << a^{1/2}\) and for \(|a_0| \sim \alpha^{1/2}\).

In the case of small correlation time of the noise (\(a^{1/2} \tau \ll 1\)), the integration of (2.9) can be approximated by a time-independent quantity for times of interest \(t - \bar{T} \gg \alpha^{-1/2}\) as (Appendix B)

\[
\langle \dot{h}^2 \rangle \approx \frac{\epsilon}{|a_0|} + \epsilon \left[ \frac{\pi}{\alpha} \right]^{1/2} \left[ \Phi(|a_0|\alpha^{-1/2}) + 1 \right] \left[ 1 - \frac{1}{2} (\alpha^{1/2} \tau)^2 + O((\alpha^{1/2} \tau)^3) \right].
\]

In the same way that in the limit \(\tau = 0\), the requirement \(t - \bar{T} \gg \alpha^{-1/2}\) is satisfied for \(\epsilon << a^{-1/2}\) and \(|a_0| \sim \alpha^{1/2}\). The correction to the white-noise limit is exactly the same form of (3.7). Also in the same way as in previous cases, the first correction is already of order \(\tau^2\).

The mean first passage time \(\langle t \rangle\) can be calculated replacing (4.5) in (4.2). Even if in (4.5) the correction to the white-noise limit is formally identical to the corresponding one in (3.7), the actual correction to \(\langle t \rangle\) is rather different because of the different dependence of \(\langle t \rangle\) on \(\langle \dot{h}^2 \rangle\). Writing \(T = T_{\tau = 0} + \ln(\langle \dot{h}^2 \rangle_{\tau = 0}/\langle \dot{h}^2 \rangle)\) and taking into account that both \(T\) and \(T_{\tau = 0}\) are large quantities of order \(\ln(e^{-1} I)\), the mean first passage time \(\langle t \rangle\) to lowest order in \(\tau\) is easily obtained as

\[
\langle t \rangle \approx \langle t \rangle_{\tau = 0} + (\alpha^{1/2} \tau)^2 \frac{1}{4 \pi^{1/2} e^{a_0^2/\alpha^2} \left[ \Phi(|a_0|\alpha^{-1/2}) + 1 \right]} \frac{\pi^{1/2} e^{a_0^2/\alpha^2} \left[ \Phi(|a_0|\alpha^{-1/2}) + 1 \right]}{|a_0|^{-1} \alpha^{1/2} + \pi^{1/2} e^{a_0^2/\alpha^2} \left[ \Phi(|a_0|\alpha^{-1/2}) + 1 \right]}.\]

A main difference between (4.6) and (3.8) is that in the present case of slow sweeping the correction to the white-noise limit depends on \(\epsilon\) through \(T_{\tau = 0} \sim \ln(\dot{h}^2^{-1/2})^{-1/2}\). This dependence implies that the correction of order \((\alpha^{1/2} \tau)^2\) is weighted in the considered case of small noise by a rather small quantity. The consequence is that the effect of the finite correlation time of the noise is here much smaller than in the case of fast sweeping. However, the variance \(\langle (\Delta t)^2 \rangle\) that was independent of \(\tau\) for fast sweeping becomes now \(\tau\)-dependent. Since \(\langle \dot{h}^2 \rangle\) decreases with \(\tau\) with respect to the white-noise limit, \(T\) increases and \(\langle (\Delta t)^2 \rangle\) (4.3) is reduced with respect to the white-noise limit

\[
\langle (\Delta t)^2 \rangle = \frac{\langle (\Delta t)^2 \rangle_{\tau = 0}}{8 \alpha T_{\tau = 0}} \frac{\pi^{1/2} e^{a_0^2/\alpha^2} \left[ \Phi(|a_0|\alpha^{-1/2}) + 1 \right]}{|a_0|^{-1} \alpha^{1/2} + \pi^{1/2} e^{a_0^2/\alpha^2} \left[ \Phi(|a_0|\alpha^{-1/2}) + 1 \right]}.\]
Let us finally consider the case of large correlation time \( \tau, \alpha^{1/2} \tau \gg 1 \). Again, for times of interest \( t - \tau \gg \alpha^{-1/2} \), a time-independent approximation for \( \langle h^2(t) \rangle \) can be obtained (Appendix B):

\[
\langle h^2 \rangle = \epsilon (\alpha^{1/2} \tau)^{-1} B ,
\]

where \( B \) is a quantity given in Appendix B and which is also independent of \( \tau \) and \( \alpha \). The result (4.8) is thus reminiscent of (3.14). Again a different dependence of \( \langle t \rangle \) on \( \tau \) with respect to the fast sweeping case appears because of the different dependence on \( \langle h^2 \rangle \) implied by (4.2). Substituting (4.8) in (4.2), and for small \( \epsilon \) and \( \alpha^{1/2} \tau \gg 1 \), we find

\[
\langle t \rangle = \frac{|a_0|}{\alpha} \approx \alpha^{-1/2} \left[ \ln \left( \frac{Ia^{1/2} \tau}{\epsilon} \right) \right]^{1/2} .
\]

(4.9)

The square-root law in (4.9) is characteristic of the slow-sweeping situation. As in (3.15), this asymptotic result does not correspond to a correction to any known result. It gives the asymptotic form of \( \langle t \rangle \) in the domain of parameter in which the correlation time of the noise is important in situations of slow sweeping. Also, as in (3.15), it gives a divergence of \( \langle t \rangle \) with \( \tau \to \infty \), but it is here weaker due to the square-root law.

As a general conclusion, we observe that a finite correlation time of the noise has the same qualitative implications for fast and slow sweeping, but its effect seems to be quantitatively more important for fast sweeping.
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**APPENDIX A: FAST SWEPPING**

\( \epsilon \ll a \ll \alpha^{1/2} \)

In this appendix we derive the three limiting situations of (3.1) considered in Sec. III.

1. \( \alpha^{1/2} \tau \ll 1 \)

The first and last terms in (3.1), with \( t_i = (a - a_0)/\alpha \), admit a simple treatment in powers of \( \alpha^{1/2} \tau \),

\[
\begin{align*}
\epsilon e^{\frac{2 \pi}{\alpha}} & \left[ \frac{\pi}{\alpha^2} \Phi(|y_0|) \right] e^{\frac{2 \pi}{\alpha^2}} \left[ \Phi(a) - \Phi(x_0) \right] + \frac{2 \pi}{\alpha^2} \int_0^1 \Phi(y(t')) \exp \left[ - \left( \frac{\alpha}{2} t'^2 + (a_0 + \tau^{-1}) t' \right) \right] dt' \\
+ & \frac{2 \pi}{\alpha^2} \left[ \frac{1}{a + \alpha \tau} \right] e^{\frac{2 \pi}{\alpha^2}} \left[ \Phi(a + \alpha^{-1/2}) \right] e^{\frac{2 \pi}{\alpha^2}} \left[ \Phi(a_0) \right] \exp \left[ - \left( \frac{\alpha}{2} t'^2 + (a_0 + \tau^{-1}) t' \right) \right] dt' \\
= & \frac{2 \pi}{\alpha} \left[ \frac{1}{a + \alpha \tau} \right] e^{\frac{2 \pi}{\alpha^2}} \left[ \Phi(a + \alpha^{-1/2}) \right] e^{\frac{2 \pi}{\alpha^2}} \left[ \Phi(a_0) \right] \exp \left[ - \left( \frac{\alpha}{2} t'^2 + (a_0 + \tau^{-1}) t' \right) \right] dt' \\
+ & \left[ \frac{1}{a + \alpha \tau} \right] e^{\frac{2 \pi}{\alpha^2}} \left[ \Phi(a + \alpha^{-1/2}) \right] e^{\frac{2 \pi}{\alpha^2}} \left[ \Phi(a_0) \right] \exp \left[ - \left( \frac{\alpha}{2} t'^2 + (a_0 + \tau^{-1}) t' \right) \right] dt' \\
= & \left[ \frac{1}{a + \alpha \tau} \right] e^{\frac{2 \pi}{\alpha^2}} \left[ \Phi(a + \alpha^{-1/2}) \right] e^{\frac{2 \pi}{\alpha^2}} \left[ \Phi(a_0) \right] \exp \left[ - \left( \frac{\alpha}{2} t'^2 + (a_0 + \tau^{-1}) t' \right) \right] dt'.
\end{align*}
\]
Adding up the results (A1)–(A3), we obtain (3.7).

2. \( a^{1/2}\tau \gg 1, a \tau \sim 1 \)

The last two terms in (3.1), with \( t_1 = (a - a_0)/\alpha \), are simply expanded in powers of \((a^{1/2}\tau)^{-1}\), giving

\[
\frac{\epsilon}{1 + a \tau} \left[ \frac{2\tau}{1 + |a_0| \tau} \exp \left[ - \frac{\pi (a^2 - a_0^2) + 2(a - a_0)}{2a\tau} \right] + \frac{1}{a} e^{-\epsilon(a^2 - a_0^2)/a} \right] = \frac{\epsilon}{1 + a \tau} \left[ \frac{2\tau}{1 + |a_0| \tau} + \frac{1}{a} \frac{\tau(a + a_0)}{|a_0| \tau} + \frac{a - a_0}{|a_0| \tau} + \frac{2}{a} \right] + O((a^{1/2}\tau)^{-4}) \quad . \tag{A4}
\]

Using the expansion of \( \Phi(z) \) around zero \[\Phi(z) = (2/\pi^{1/2})(z - z^3/3 + \cdots)\], the contributions in (3.1) involving \( \Phi(x) \) read, to second order,

\[
e^{-\epsilon \left[ \Phi(y)_{0} \right]} \frac{\pi}{\alpha^2} e^{\frac{\pi^2}{\alpha^2}} \exp \left[ - \frac{\alpha}{2} t_1^2 + (a_0 + \tau^{-1}) t_1 \right] \left[ \Phi(y_{0}) - \Phi(y_{0}) \right] \right]
+ \frac{1}{1 + a \tau} \exp \left[ - \frac{\alpha}{2} t_1^2 + (a_0 + \tau^{-1}) t_1 \right] \left[ \Phi(y_{0}) - \Phi(y_{0}) \right] \right]
= \frac{\epsilon}{\pi} \frac{\pi}{\alpha^2} e^{\frac{\pi^2}{\alpha^2}} \exp \left[ - \frac{\alpha}{2} t_1^2 + (a_0 + \tau^{-1}) t_1 \right] \left[ \Phi(y_{0}) - \Phi(y_{0}) \right] \right]
+ \frac{2\epsilon}{\alpha} \frac{a - a_0}{1 + a \tau} + O((a^{1/2}\tau)^{-4})
= \frac{\epsilon}{\pi} \frac{\pi}{\alpha^2} e^{\frac{\pi^2}{\alpha^2}} \exp \left[ - \frac{\alpha}{2} t_1^2 + (a_0 + \tau^{-1}) t_1 \right] \left[ \Phi(y_{0}) - \Phi(y_{0}) \right] \right]
+ \frac{2\epsilon}{\alpha} \frac{a - a_0}{1 + a \tau} + O((a^{1/2}\tau)^{-4})
\tag{A5}
\]

With the same criterion, we handle the remaining contributions involving \( \Phi(y) \)

\[
= \frac{\epsilon}{\pi} \frac{\pi}{\alpha^2} e^{\frac{\pi^2}{\alpha^2}} \exp \left[ - \frac{\alpha}{2} t_1^2 + (a_0 + \tau^{-1}) t_1 \right] \left[ \Phi(y_{0}) - \Phi(y_{0}) \right] \right]
+ \frac{2\epsilon}{\alpha} \frac{a - a_0}{1 + a \tau} + O((a^{1/2}\tau)^{-4})
= \frac{\epsilon}{\pi} \frac{\pi}{\alpha^2} e^{\frac{\pi^2}{\alpha^2}} \exp \left[ - \frac{\alpha}{2} t_1^2 + (a_0 + \tau^{-1}) t_1 \right] \left[ \Phi(y_{0}) - \Phi(y_{0}) \right] \right]
+ \frac{2\epsilon}{\alpha} \frac{a - a_0}{1 + a \tau} + O((a^{1/2}\tau)^{-4})
\tag{A6}
\]

with \( y' = y(t') \). Adding the results (A4)–(A6) together with the first term in (3.1), we obtain (3.10).

3. \( a^{1/2}\tau \gg 1, a \tau \gg 1 \)

The first and last two terms in (3.1), with \( t_1 = (a - a_0)/\alpha \), are again expanded in powers of \((a^{1/2}\tau)^{-1}\), giving

\[
\frac{\epsilon}{a_0 |1 + a_0| \tau} + \frac{\epsilon}{a(1 + a \tau)} \left[ \frac{2\tau}{1 + |a_0| \tau} \exp \left[ - \frac{\alpha}{2} t_1^2 + (a_0 + \tau^{-1}) t_1 \right] + \frac{1}{a} \exp \left[ - (a t_1^2 + 2a_0 t_1) \right] \right]
= \frac{\epsilon}{\alpha \pi^2} e^{\frac{\pi^2}{\alpha^2}} \exp \left[ - (a_0^2 - a_0^2)/a \right] + \frac{2}{|a_0| \alpha} e^{\frac{1}{2} (a_0^2 - a_0^2)/2a} + O((a^{1/2}\tau)^{-2}) \quad . \tag{A7}
\]

The remaining contributions containing the error functions are conveniently treated using the same steps as for the integral term in (A6) and an expansion of \( \Phi(z_0 + z) \) around \( z_0 \) \( \Phi(z_0 + z) = \Phi(z_0) + e^{-z_0^2} [z + O(z^2)] \).
\[ e[\Phi(x_1) - \Phi(x_0)] e^{x_0^2 \frac{\pi}{\alpha \tau}} \left( \Phi(|y_0|) - e^{\frac{\pi}{\alpha \tau} x_0^2} + \frac{1}{1 + |a_0| \tau} \left( \frac{2\pi}{\alpha} \right)^{1/2} \right) \]

\[ + e^{\frac{2\pi}{\alpha}} \left( \frac{2\pi}{\alpha} \right)^{1/2} \int_0^{t_1} \Phi(y(t')) \exp \left[ - \frac{\alpha}{2} t'^2 + (a_0 + \tau^{-1}) t' \right] dt' \]

\[ + \frac{1}{1 + a_0 \tau} \exp \left[ - \frac{\alpha}{2} t^2 + (a_0 + \tau^{-1}) t \right] \left[ \Phi(y_1) - \Phi(y_0) \right] \]

\[ = \frac{e}{\alpha^{1/2} \tau} \left[ \Phi(a(2\alpha)^{-1/2}) + \Phi(|a_0|(2\alpha)^{-1/2}) \right] \]

\[ \times \left[ \frac{\pi}{2a^{1/2}} e^{\frac{\alpha^2}{2a}} \left[ \Phi(a(2\alpha)^{-1/2}) + \Phi(|a_0|(2\alpha)^{-1/2}) \right] + \frac{(2\pi)^{1/2}}{a^{1/2}} e^{\frac{\alpha^2}{2a}} \right] + \mathcal{O}(\alpha^{1/2} \tau^{-1}) \text{.} \]  \hfill (A8)

Adding up the results (A7) and (A8), we obtain (3.14) with \( A \) given by

\[ A = \frac{\alpha^{1/2}}{a_0^2} + \left( \frac{2}{|a_0|} + \frac{\alpha}{a} e^{-\frac{a_0^2}{2a}} + \frac{\pi}{2a} \right) \left( \frac{2\pi}{\alpha} \right)^{1/2} e^{\frac{\alpha^2}{2a}} \left[ \Phi(a(2\alpha)^{-1/2}) + \Phi(|a_0|(2\alpha)^{-1/2}) \right] \]

\[ \times \left[ \frac{\pi}{2} \right]^{1/2} e^{\frac{\alpha^2}{2a}} \left[ \Phi(a(2\alpha)^{-1/2}) + \Phi(|a_0|(2\alpha)^{-1/2}) \right] \]

\[ + \frac{2}{|a_0|} + \frac{1}{a} e^{-\frac{a_0^2}{2a}} \frac{\alpha^{1/2}}{a} e^{-\frac{a_0^2}{2a}} + \mathcal{O}(\alpha^{1/2} \tau^{-1}) \text{.} \]  \hfill (A9)

**APPENDIX B: SLOW SWEEPING**

(\( \epsilon << \alpha^{1/2} << a \))

In this appendix we derive, starting from (2.9), the two time-independent approximations for \( \langle h^2 \rangle \) considered in Sec. IV. Integrating (2.9), we obtain

\[ \langle h^2(t) \rangle = \langle h^2(0) \rangle + e[\Phi(x_1) - \Phi(x_0)] e^{x_0^2 \frac{\pi}{\alpha \tau}} \left( \Phi(|y_0|) - e^{\frac{\pi}{\alpha \tau} x_0^2} + \frac{1}{1 + |a_0| \tau} \left( \frac{2\pi}{\alpha} \right)^{1/2} \right) \]

\[ + e^{\frac{2\pi}{\alpha}} \left( \frac{2\pi}{\alpha} \right)^{1/2} e^{x_0^2 \frac{\pi}{\alpha \tau}} \int_0^{t_1} \Phi(y(t')) \exp \left[ - \frac{\alpha}{2} t'^2 + (a_0 + \tau^{-1}) t' \right] dt' \text{,} \]  \hfill (B1)

where \( x_0, x_1, y_0, y(t) \) are defined in (3.2) and (3.3), and \( x(t) = [1 + (a_0 \tau) / (2\alpha)^{1/2}] \).

1. \( \alpha^{1/2} \tau << 1 \)

The first term \( \langle h^2(0) \rangle \) may be expanded in powers of \( \alpha^{1/2} \tau \), giving

\[ e[|a_0|^{-1} \tau + \tau^2 |a_0| + \mathcal{O}(\alpha^{1/2} \tau^3)] \text{.} \]  \hfill (B2)

The term arising from the cross correlation (2.10) may be handled using an expansion of the error functions \( \Phi(z) \) (Ref. 16) around infinity (see Appendix A). For times of interest \( (t - \tau >> \alpha^{-1/2}) \), we can take \( \Phi(x(t)) = 1 \) so that

\[ \frac{e}{1 + |a_0| \tau} \left( \frac{2\pi}{\alpha} \right) e^{x_0^2 \frac{\pi}{\alpha \tau}} \Phi(x(t)) - 1 - \frac{e^{-x_0^2 / (2\alpha)^{1/2}}}{\alpha^{1/2} (1 + a_0 \tau)} + \cdots \]

\[ = 2e\tau + \mathcal{O}(\alpha^{1/2} \tau^3) \text{.} \]  \hfill (B3)

The remaining terms are those containing error functions of arguments \( y \). Using again a series development of \( \Phi(z) \) around infinity, and considering that \( y(t') \) changes sign for \( t = t_s \), \( t_s = (1 + |a_0| \tau) / \alpha \tau \).
Since $t_j \gg \alpha^{-1/2}$, the rhs of (B4) results give, after some algebraic manipulation,

$$
\frac{\varepsilon}{\tau} e^{\frac{y_0^2}{2}} \left[ \frac{\pi}{\alpha} \Phi(|y_0|) e^{y_0^2/2} \Phi(x_1) - \Phi(x_0) \right] + \frac{2\pi}{\alpha} \int_0^t \Phi(y(t')) \exp \left[ - \frac{\alpha}{2} t'^2 + (a_0 + \tau^{-1}) t' \right] dt' 
$$

$$
= \frac{\varepsilon}{\tau} \left[ \frac{2\pi}{\alpha} e^{y_0^2/2} \left( 1 - \frac{e^{-y_0^2/2}}{\pi y_0^{1/2}} + \frac{e^{-y_0^2/3}}{2\pi y_0^{3/2}} + \cdots \right) \right] \int_0^t \exp \left[ - \frac{\alpha}{2} t'^2 + (a_0 + \tau^{-1}) t' \right] dt' 
$$

$$
- \int_0^t \Phi(|y(t')|) \exp \left[ - \frac{\alpha}{2} t'^2 + (a_0 + \tau^{-1}) t' \right] dt' 
$$

$$
+ \int_0^t \Phi(y(t')) \exp \left[ - \frac{\alpha}{2} t'^2 + (a_0 + \tau^{-1}) t' \right] dt' .
$$

(B4)

Adding up the results (B2), (B3), and (B5), we obtain (4.5).

2. $\alpha^{1/2} \tau \gg 1$

The first term $\langle h^2(0) \rangle$ is expanded in powers of $(\alpha^{1/2} \tau)^{-1}$ giving

$$
\frac{\varepsilon}{a_0^2 \tau} + O((\alpha^{1/2} \tau)^{-2}) .
$$

(B6)

The remaining contributions are treated using the same steps as for the integral term in (A6) and the expansion of $\Phi(x_0 + z)$ around $z_0$ (see Appendix A)

$$
\frac{\pi}{\alpha} e^{\frac{y_0^2}{2}} \left[ \frac{\pi}{\alpha} \Phi(|y_0|) - \tau e^{\frac{y_0^2}{2}} \right] \left[ \frac{2\pi}{\alpha} \int_0^t \Phi(y(t')) \exp \left[ - \frac{\alpha}{2} t'^2 + (a_0 + \tau^{-1}) t' \right] dt' 
$$

$$
= \frac{\pi}{\alpha} e^{\frac{y_0^2}{2}} \left[ \Phi(a_0(2\alpha)^{-1/2}) + \Phi(|a_0(2\alpha)^{-1/2}|) \right] \left[ \frac{2\pi}{\alpha} \int_0^t \exp \left[ - \frac{\alpha}{2} t'^2 + (a_0 + \tau^{-1}) t' \right] dt' 
$$

$$
\frac{\pi}{\alpha} e^{\frac{y_0^2}{2}} \Phi(a_0(2\alpha)^{-1/2}) + \frac{1}{|a_0|} \left[ \frac{2\pi}{\alpha} \right]^{1/2} e^{\frac{y_0^2}{2a}} 
$$

$$
+ \frac{\pi}{\alpha} e^{\frac{y_0^2}{2}} \left[ \Phi(|a_0(2\alpha)^{-1/2}|) \right] \int_0^t e^{-y_0^2/2} \Phi(y(t')) \Phi(y') dy' .
$$

(B7)

Since $(|a_0|/\alpha + 1/\alpha \tau) < \tau/2$, the rhs of (B7) can be conveniently manipulated to result in

$$
\frac{\pi}{\alpha} \left[ \frac{2\pi}{\alpha} \int_0^t \exp \left[ - \frac{\alpha}{2} t'^2 + (a_0 + \tau^{-1}) t' \right] dt' 
$$

$$
\frac{\pi}{\alpha} e^{\frac{y_0^2}{2}} \left[ 1 - \Phi^2(|a_0(2\alpha)^{-1/2}|) \right] + O((\alpha^{1/2} \tau)^{-2}) .
$$

(B8)

Adding up (B6) and (B8) for $t - \tau \gg \alpha^{-1/2}$, we finally arrive at (4.8) with $B$ given by

$$
B = \alpha^{1/2} a_0^{1/2} + \frac{2}{|a_0|} + \frac{\pi}{2a} \left[ \frac{2\pi}{\alpha} \right]^{1/2} e^{\frac{y_0^2}{2a}} \left[ 1 + \Phi(|a_0(2\alpha)^{-1/2}|) \right] \left[ \frac{2\pi}{\alpha} \right]^{1/2} e^{\frac{y_0^2}{2a}} \left[ 1 + \Phi(|a_0(2\alpha)^{-1/2}|) \right] + O((\alpha^{1/2} \tau)^{-1}) .
$$

(B9)


