Dimerization of polyacetylene treated as a spin-Peierls distortion of the Heisenberg Hamiltonian
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Extracting a bond-length-dependent Heisenberg-like Hamiltonian from the potential-energy surfaces of the two lowest states of ethylene, it is possible to study the geometry of polyacetylene by minimization of the cohesive energy, using both variational-cluster and Rayleigh-Schrödinger perturbative expansions. The dimerization amplitude is satisfactorily reproduced. Optimizing the variational-cluster-expansion total energy with the equal-bond-length constraint, the barrier to reversal of alternation is obtained. The alternating-to-regular phase transition is treated from the Néel-state starting function and appears to be of second order.

I. INTRODUCTION

The well-known bond alternation of the one-dimensional (1D) conjugated linear polyenes, the so-called polyacetylene (PA), has been interpreted for a long time at the monoelectronic level of description of the π-electron half-filled band as a Peierls distortion stabilizing the ground state and opening a band gap at the Fermi level. Often only electron-lattice coupling was taken into account, partially including electron-electron interactions through the empirically determined values of the Fermi-liquid parameters entering the noninteracting model. However, some Hartree-Fock (HF) calculations can be found in the literature. Nevertheless, in contradiction to the predictions of band theory the lowest excited state in long polyenes has been determined to be an optically "forbidden" $2^{1}A_g$ state instead of the optically allowed $1^{1}B_u$ state. The characterization of this $2^{1}A_g$ state is poorly described without extensive configuration interaction (CI). The importance of e-e interactions in PA is also emphasized by the nonvanishing negative spin density on alternate carbon atoms in polyacetylene (see Ref. 9 and references therein), or the absence of midgap absorption associated to neutral soliton levels in photoinduced optical absorption and photothermal deflection spectroscopy. So in recent years many theories have been developed to deal with the electron repulsion mainly from the extended Hubbard model point of view. One can find mean-field and perturbation theories, the valence-bond method, Monte Carlo simulations, the renormalization-group method, the Gutzwiller variational approach, among others. Palas and co-workers have treated the case of large polyenes rings, using the HF level as the starting point on a Pariser-Parr-Pople (PPP) Hamiltonian with unscreened e-e repulsion and exchange, and including correlation effects by several different means. The PPP Hamiltonian has also been used by Tavan and Schulten with a multireference double-excitation expansion on long polyenes. Suhas has performed second-order Möller-Plesset perturbation theory ab initio quantum-chemical calculations with an extended basis set on an infinite chain of trans-polyacetylene. For a review see Ref. 25. Nevertheless results are still controversial depending on the interactions included and the level of the calculation performed (see, for instance, Refs. 15 and 26–33 and references therein).

The present work seeks to demonstrate that the same problem may be successfully treated in a purely magnetic model as a "spin-Peierls" distortion, i.e., a geometrical symmetry breaking for the lowest eigenstate of a Heisenberg Hamiltonian as proposed earlier and studied in several contexts; see, for instance, Refs. 40–46. Heisenberg Hamiltonians or the equivalent covalent-structure valence-bond model have been applied successfully to many physical systems. This applicability sometimes appears surprising since most derivations of the model proceed via degenerate perturbation expansions based upon the atomic limit, which have been shown to be adequate only for rather small delocalization versus the on-site electronic repulsion ratio $|4t|/U$. Within this approximation Coulomb interactions in polyacetylene are argued to be not large enough to justify a truncated perturbation theory spin model, as has been pointed out by Fukutome and Sasa. Nevertheless in the literature one can find other derivations, such as those of Refs. 52–58, that have a wider range of applicability than perturbation theory. The possible treatment of the weakly correlated system through a magnetic Hamiltonian is discussed more precisely in Sec. III.

Following these approaches to obtain Heisenberg Hamiltonians, for the present type of conjugated hydrocarbon a nonempirical nonperturbative Heisenberg-like
Hamiltonian has been obtained in Ref. 59. This Hamiltonian involves a scalar term characterizing the interaction between two σ-bonded carbon atoms with parallel spins in the π system, and a spin operator part,

\[ H = \sum_{(i,j)} \left\{ R(r_{ij}) + g(r_{ij})[(i,j)-1] \right\}, \tag{1} \]

where \((i,j)\) means \(i\) and \(j\) are nearest neighbors and \((i,j)\) simply denotes a transposition of spin indices \(i\) and \(j\) and is related to the usual spin operators via the Dirac identity,

\[ (i,j) = 2s_i \cdot s_j + \frac{1}{2}. \tag{2} \]

Both \(R(r_{ij})\) and the effective exchange integral \(g(r_{ij})\) are distance dependent. Their values as functions of the bond distance (and eventually of torsion \(\theta\) of the bond) can be obtained from the spectroscopy of the ethylene molecule, the lowest states of which are

\[ E(\Lambda_B) = R - 2g, \tag{3} \]

\[ E(\Lambda_B) = R. \tag{4} \]

The two functions \(R(r)\) and \(g(r)\) are provided by the potential energy surfaces of these two states, as known from either good \textit{ab initio} calculations or experiment. Previous work\(^{59}\) has used a polynomial development of \(R\) and \(g\) which resulted from \textit{ab initio} extended-basis-set CI calculations. This Heisenberg Hamiltonian happened to give highly accurate ground-state geometries and transition energies to the lowest excited states of a wide range of conjugated molecules.\(^{59}\) Regarding finite linear polyenes, bond alternation was obtained; the largest calculation on \(C_{18}H_{30}\) by Cioslowski\(^{60}\) gave \(r_s = 1.366\) Å and \(r_l = 1.433\) Å for the most internal short and long bond lengths, in good agreement with experimental values on \(E\) polyacetylene (1.36 and 1.44 Å).\(^{61,62}\)

We thought that the problem deserved to be reanalyzed regarding (i) the treatment of an infinite 1D chain, in order to exclude the propagation of end effects, and (ii) the study of the transition from alternating-to-regular geometries, i.e., the bifurcation appearing in the potential-energy surface \(E(r_s, r_l)\) or \(E(\bar{r}, \bar{d})\) with \(2\bar{r} = r_s + r_l\) and \(\bar{d} = (r_l - r_s)/(r_s + r_l)\).

II. METHOD

Two methods have been used to treat the infinite system, namely a Rayleigh-Schrödinger perturbative expansion and a variational localized-site cluster expansion (VLSCE) development, both starting from the same zeroth-order descriptions. Two starting descriptions have been considered.

(i) For the strongly distorted region, the best zeroth-order description is of course the \textit{product of bond singlet pairs} localized on the short bonds,

\[ \phi_0 = \prod_{i} S_{i,i+1}^{(\text{odd})} \tag{5} \]

with

\[ S_{i,j} = \frac{1}{\sqrt{2}}[\alpha(i)\beta(j) - \beta(i)\alpha(j)]. \tag{6} \]

This starting function is symmetry broken as regards the treatment of bonds. One may use it for a research of a tentatively distorted minimum energy and associated geometry, but the nondistorted structures and bifurcation behavior cannot be studied from approximate developments based on that symmetry-broken function.

(ii) The \(r_s \approx r_l\) region and the bifurcation should be studied from a starting function which treats all bonds on the same grounds, i.e., without any prejudice. The most natural zero-order function of that type is the Néel state,

\[ \phi_0^{N} = \prod_{i=1}^{n/2} \alpha(2i-1)\beta(2i), \tag{7} \]

where all bonds (short and long) present a spin alternation.

A. Product of singlets-based approximations

\textbf{1. RVB variational cluster expansion Ansatz}

Our resonating valence-bond (RVB) variational localized-site cluster expansion ansatz is defined\(^{64}\) by

\[ |\phi^{RVB}\rangle = \sum_{s} \prod_{j} \prod_{i} x_{i}^{m(j,i,s)}|s\rangle, \tag{8} \]

where \(s\) is restricted to all the linearly independent overall singlets made as a product of noncrossing spin pairings with no more than \(M\) pairings crossing any plane perpendicular to the chain; \(x_{i}\) is the variational parameter associated with the occurrence of \(i\) sites preceding a site \(j+1\) being spin paired to \(i\) sites succeeding site \(j\). That is,
The last term in Eq. (9) is easily obtained using a transfer matrix \( T \) that allows us to deal with matrix elements locally by (reduced) unit cells. In the long length limit, \( L \to \infty \), the largest eigenvalue \( \Lambda \) of \( T \) dominates and

\[
\left\langle \phi|s_i s_{i+1}|\phi \right\rangle \approx \frac{(\Lambda, l|C_{i+1}|l, r)}{\Lambda^2},
\]

where \((\Lambda, l|)\) and \(|l, r\rangle\) are the transfer matrix left and right biorthonormal eigenvectors corresponding to \( \Lambda \) and \( C_{i+1} \) is a connection matrix containing the additional features of the single interaction \( s_is_{i+1} \), while the transfer matrix \( T \) acts on the other cells.

2. Perturbative approach

The perturbative approach from \( \phi_0^N \) perturbs it under the effect of singlet-double excitations which are products of triplet excitations, of \( S_z = 0 \), 1, or \(-1\) value, on adjacent bonds \( I \) and \( J \),

\[
\phi_{IJ}^N = \frac{1}{\sqrt{3}} (T_{IJ}^+ + T_{IJ}^- + T_{IJ}^0) \prod_{K \neq I, J} S_K.
\]

The zeroth- and second-order energies per atom are easily expressed as functions of \( R_s, R_l, g_s, \) and \( g_l \),

\[
E_i^{(0)} = \frac{1}{2}(R_s + R_l - 2g_s - \frac{1}{2}g_l),
\]

\[
E_i^{(2)} = -\frac{3}{8} \frac{g_l^2}{4g_s - g_l}.
\]

B. Néel-based approximations

1. Variational localized-site cluster expansion

The present variational localized-site cluster expansion Ansatz based upon the Néel state is a generalization for alternating chains of a previous one,

\[
|\phi^N \rangle = U(e_s^+|\phi_0^N \rangle
\]

with

\[
S^+ \equiv \sum_{i,m} S_{i(m)}^+,
\]

where \( U \) indicates that only the unlinked portion of \( e_s^+ \) is to be retained, i.e., a product as \( \prod_{i(m)} S_{i(m)}^+ \) is to be retained in the Taylor series expansion of \( e_s^+ \) only if none of the sets \( i(m) \equiv i_1, i_2, \ldots, i_m \) of sites has a site in common. And here the nonzero \( S_{i(m)}^+ \) are selected to be

\[
S_{i+1}^{+} \equiv x_i(i, i + 1)
\]

and

\[
S_{i+1, i+2, i+3}^{+} \equiv y_i(i, i + 1)(i + 2, i + 3) + z_i(i, i + 3),
\]

where \( x_i, y_i, \) and \( z_i \) are variational parameters with alternating translational symmetry conditions

\[
v_{i+2} = v_i, \quad v = x, y, z.
\]

The energy per atom as a function of variational parameters and interatomic distances is obtained,

\[
E(\phi^N) = \frac{1}{L} \sum_i \left[ \frac{E(i, i + 1) + g_s(i, i + 1)}{\phi_N^N} - 1 \right],
\]

where, following a generalization to alternating chains of the procedure suggested in Ref. 69, transposition energy as a function of \( x_i, y_i, \) and \( z_i \) is easily obtained,

\[
E_i = g_{i+1} \frac{\langle \phi_N^N(i, i + 1) | \phi_N^N \rangle}{\langle \phi_N^N | \phi_N^N \rangle}
\]

\[= \frac{2g_{i+1}}{f_{i+1}} \left[ \frac{f_{i+1} - 1 + x_i f_{i+1} + y_i}{f_{i+1} - y_i} + \frac{z_i^2}{f_{i+1} + y_i} + \frac{y_{i+1} z_i + x_i z_{i+1} + x_i z_{i+1} + y_i}{f_{i+1} + y_i} \right],
\]

with

\[
f_i \equiv 1 + \frac{y_i^2 + z_i^2}{f_{i+1}^2} + \frac{x_i^2}{f_{i+1}^2} + \frac{y_i z_i}{f_{i+1}} + \frac{1}{f_{i+1}} \left( \frac{f_{i+1} + y_i}{f_{i+1} - y_i} \right),
\]

\[= 1 + \frac{2(y_i^2 + z_i^2)}{f_{i+1}^2} + \frac{2(y_{i+1}^2 + z_{i+1}^2)}{f_{i+1}^2} + \frac{x_i z_i (2f_{i+1} - y_i)}{f_{i+1}^2 (f_{i+1} - y_i)^2} + \frac{x_i^2 + y_{i+1} z_{i+1} + y_{i+1} z_i}{f_{i+1}^2 (f_{i+1} - y_i)^2}.
\]

2. Perturbative approach

The perturbative expansion from the Néel state is quite classical for regular lattices and has been pushed to the sixth order by Parinello and Arai. Here we have established the cohesive energy up to the fourth order for the distorted system,

\[
E_N^{(0)} = \frac{1}{2}(R_s + R_l - g_s - g_l),
\]

\[
E_N^{(2)} = -\frac{1}{2} \frac{g_l^2 + g_l^2}{2g_s - 2g_l},
\]

\[
E_N^{(4)} = \frac{1}{8} \left( g_s + g_l - \frac{g_s^4 + g_l^4}{2g_s^3 - 2g_l^3} \right).
\]

The fourth order included both exclusion principle violating (EPV) and normal linked-diagrams corrections. One may easily check that for equal bond lengths these expressions coincide with Arai and Parinello values \([-g/2\) at order 2, \( g/8\) at order 4, i.e., \(-0.5g\) and \(-0.375g\) for the total correction to the energy, respectively, the exact value being \(-0.38629g\) (Ref. 71)].

An infinite summation of EPV-type diagrams has also been performed following a method employed in the many-body problem and giving a modified expression of the second-order and fourth-order energies, \( E_N^{(2, 4)} \) and
TABLE I. Optimized geometries of butadiene and benzene for the two parametrizations $P_1$ and $P_2$.

<table>
<thead>
<tr>
<th></th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>Experimental</th>
</tr>
</thead>
<tbody>
<tr>
<td>Butadiene</td>
<td>$r_i$</td>
<td>1.351</td>
<td>1.346</td>
</tr>
<tr>
<td></td>
<td>$r_f$</td>
<td>1.444</td>
<td>1.441</td>
</tr>
<tr>
<td>Benzene</td>
<td></td>
<td>1.393</td>
<td>1.389</td>
</tr>
</tbody>
</table>

$E_E^{(4)}$, where in the denominators $g_s$ and $g_l$ are replaced by $\bar{g}_s$ and $\bar{g}_l$ with

$$ g_s = g_s \left[ 1 + \left( \frac{g_s}{2g_l} \right)^2 + 2 \left( \frac{g_l}{2g_s} \right)^2 \right], $$

(26)

$$ g_l = g_l \left[ 1 + \left( \frac{g_l}{2g_s} \right)^2 + 2 \left( \frac{g_s}{2g_l} \right)^2 \right]. $$

(27)

The corresponding total energies $-0.286g$ and $-0.332g$ at orders 2 and 4 (for equal bond lengths) are poorer approximations of the exact one but the series have a less oscillatory behavior and one may expect a less dangerous evolution of the basic perturbative ratio $g_s/2g_l$ versus that of $g_s/2g_s$ which may become too large when the distortion becomes large, making the unresummed series divergent.

C. Parametrization of the Hamiltonian

Finally two parametrizations have been used. The first one ($P_1$) is the original ab initio proposal which, for an ethylene molecule, gives $r_{CC}=1.344$ Å, $k_{CC}=9.29$ mdyn Å, and vertical singlet-triplet transition energy $\Delta E_{ST}=2g(r_0)=4.23$ eV; the second one ($P_2$) keeps the same function for $R$ and slightly corrects $g(r)$ in order to obtain the experimental distance, $r_{CC}=1.339$ Å, $k_{CC}=9.39$ mdyn Å, and the experimental vertical transition energy $\Delta E_{ST}=4.54$ eV. We have tested that on finite problems as butadiene and benzene, the calculated geometries from these $g(r)$ functions give comparable accuracies (see Table I).

III. RESULTS AND DISCUSSION

(1) Starting from the Neel state, for the variational localized-site cluster expansion Ansatz of Sec. II B 1, when geometry is optimized, both parametrizations $P_1$ and $P_2$ yield an alternate geometry (cf. Table II) with interatomic distances that compare very well with experimental values. Studying this energy as a function of $\delta$ for different values of $\bar{r}$ allows us to obtain the bifurcation for the regular-to-dimerized transition. Results are similar for both the original parametrization of Said et al., and the modified parametrization $P_2$ of Sec. II C. In Fig. 1 energy per site is plotted as a function of $\delta$ for different values of $\bar{r}$ for the original $P_1$ parametrization, being qualitatively identical for $P_2$. The bifurcation is found for $\bar{r}_c \approx 1.32$ Å. The whole calculated potential-energy surface is very flat. In particular for the optimal $\bar{r}$ (1.40 Å), the energy gain brought by the dimerization is $\sim 0.0118$ eV per C$_2$H$_2$ unit for $P_1$ and $\sim 0.0136$ eV for $P_2$. These values are very close to those shown in Table III, obtained as the difference between the cluster expansion ground-state energies when optimization is performed with and without the $r_1 = r_2$ constraint. Those are about four times the value predicted by Mintmire and White using a local-density-functional approach, but still smaller than 0.07 eV suggested by Ashkenazi et al. to be compatible with PA being dimerized well above room temperature, or the Suhai (0.09 eV) HF calculation and second-order Möller-Plesset perturbation theory. HF stabilization energies brought by dimerization are in general still higher (see Ref. 63 and references therein), though this approximation is not reliable in this precise problem, due to the charge-density wave HF instability occurring for $\delta=0$ as discussed later on. Still higher-order Neel-based cluster expansion approximations should yield higher values of the barrier than this Ansatz.

The choice of the Neel state as zero-order wave function might seem to imply that our perturbed state retains the same type of spin-orienting long-range order as the Neel state. Nevertheless, as already discussed explicitly for the cluster expansion treatment, long-range spin order approaches zero for the linear chain as we increase the extent of the cluster expansion, i.e., the perturbation.

TABLE II. Results of perturbative and variational localized-site cluster expansions from either a Neel state or a product of bond singlets for two different parametrizations of $g(r)$. $\bar{r}_c$ is the critical bifurcation mean bond length, $r_i$ and $r_f$ are the optimized short and long bond distances (in Å), $r_i \approx 1.36$ Å and $r_f \approx 1.44$ Å being the experimental values (Ref. 61). $E$ is the energy per carbon atom (in eV), taking the energy of the Neel state with 1.40-Å equal bond lengths as zero of energy.

<table>
<thead>
<tr>
<th>$\phi_0$</th>
<th>Method</th>
<th>$\bar{r}_c$</th>
<th>$r_i$</th>
<th>$r_f$</th>
<th>$E$</th>
<th>$r_i$</th>
<th>$r_f$</th>
<th>$E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neel state</td>
<td>Perturbative</td>
<td>1.43</td>
<td>1.401</td>
<td>1.401</td>
<td>-0.616</td>
<td>1.46</td>
<td>1.398</td>
<td>-0.659</td>
</tr>
<tr>
<td></td>
<td>(fourth order)</td>
<td>VSCE:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>lower level</td>
<td>1.46</td>
<td>1.400</td>
<td>1.400</td>
<td>-0.661</td>
<td>1.46</td>
<td>1.397</td>
<td>-0.705</td>
</tr>
<tr>
<td></td>
<td>higher level</td>
<td>1.32</td>
<td>1.360</td>
<td>1.443</td>
<td>-0.704</td>
<td>1.32</td>
<td>1.356</td>
<td>-0.751</td>
</tr>
<tr>
<td>Product</td>
<td>Perturbative</td>
<td>1.361</td>
<td>1.438</td>
<td>1.438</td>
<td>-0.720</td>
<td>1.351</td>
<td>1.441</td>
<td>-0.769</td>
</tr>
<tr>
<td>of bond singlets</td>
<td>VSCE:</td>
<td>1.364</td>
<td>1.436</td>
<td>1.436</td>
<td>-0.720</td>
<td>1.359</td>
<td>1.433</td>
<td>-0.772</td>
</tr>
</tbody>
</table>
or the exponential cluster expansion tend to destroy the long-range spin correlation of the zero-order state. For the present distorted ground-state geometry, this remanent long-range spin order, when computed with the optimal cluster expansion wave function, is still smaller (~0.009 for both $P_1$ and $P_2$ parametrizations) than its value for the regular chain (~0.052) yield by this Ansatz.

(2) The Néel-based variational localized-site cluster expansion Ansatz, when optimization is performed at lower order imposing $y_i = z_i = 0$, leads to the same conclusions as the most refined fourth-order perturbation expansions for both parametrizations (cf. Table II). The lowest energy is obtained for a nondimerized geometry $r_i = r_f = 1.40$ Å and the bifurcation takes place for a stretched system, the critical distance $r_c$ being 1.46 Å in the cluster expansion with both $P_1$ and $P_2$ parametrizations, and 1.43 and 1.46 Å in the perturbative approach with $P_1$ and $P_2$ parametrizations, respectively. The success of the most refined cluster expansion approach and the failure of both the perturbative and lower-level cluster expansion may be interpreted as due to (i) the poor convergence of the Néel-based perturbation expansion for such a low-dimensional material, and (ii) the necessity to go beyond exchange between nearest neighbors in the excitation operator in the cluster expansion. In all cases the phase transition is of second order.

(3) Starting from the product of bond singlets one may have a better energy evaluation for the distorted region and actually the energies are lower (cf. Table II). Furthermore, the RVB cluster expansion already yields lower energy than the Néel-based one even when applied to the regular $s = 1/2$ Heisenberg linear chain (cf. Table IV). For both parametrizations the optimized geometries are almost identical for the cluster expansion and perturbative estimates; the bond distances lie between 1.351 and 1.365 Å for the short bond, and between 1.433 and 1.443 Å for the long bond. The mean distance $\bar{r}$ and the relative distortion $\delta$ have reasonable values whatever the parametrization and the expansion. Thus, starting from the product of bond singlets zeroth-order picture, one always obtains a reasonable estimate of the dimerized geometry; the so-obtained values are slightly better than the most internal bond distances given by the exact solution for the finite C$_{18}$ molecule and better than the CEPA ab initio estimate of König and Stollhoff ($r_1 = 1.343$ Å, $r_2 = 1.436$ Å).

Optimizing the geometry with the constraint of equal bond length, we have estimated the stabilization energy gain by dimerization. The barrier to inversion of dimerization is higher with the RVB than the Néel-based variational cluster expansion, being 0.0391 and 0.0417 eV for $P_1$ and $P_2$ parametrizations, respectively, as shown in Table III.

While the RVB Ansätze yield better energy and interatomic distances, they do not enable the study of the $r_i \approx r_f$ region and the bifurcation. In a general way, all methods which start with a symmetry-broken description are unable to treat correctly the weakly dimerized region and of course the bifurcation point. That is the case of RVB Ansätze. With this problem in mind, one has to analyze the usual way to solve the $N$-electron problem: One generally starts from the HF description, which is used as a zero-order description. But as it is well known, HF symmetry breaking takes place for nondimerized geometries, leading to bond-centered charge-density waves, i.e., bond alternation of the density matrix without any bond-length alternation. Then, any strategy based on the HF solutions will be unable to study the region around $\delta = 0$, since it is symmetry broken for the nondimerized geometries. This fact is manifested by the energy cusp for $\delta = 0$ in Ref. 33 or in RVB Ansätze as also pointed out for the Heisenberg Hamiltonian in Ref. 36. These cusps are induced by the broken-symmetry character of the starting ground-state wave function. Therefore, the possible existence and location of the bifurcation between nondimerized and dimerized structures is very

| TABLE III. Optimized regular interatomic distance (in Å) and gain in energy per C$_{18}$H$_{32}$ unit (in eV) of regular PA by report to the alternating ground state for the two parametrizations $P_1$ and $P_2$ with the Néel-based higher order and the RVB cluster expansions. |
|---|---|---|
|   | $P_1$ | $P_2$ |
| Néel based | $r$ | 1.399 | 1.395 |
|            | $\Delta E$ | 0.0118 | 0.0122 |
| RVB        | $r$ | 1.398 | 1.394 |
|            | $\Delta E$ | 0.0391 | 0.0417 |
TABLE IV. Ground-state Heisenberg energies per site for $L \rightarrow \infty$ at $\delta = 0$ (see Refs. 69, 64, and references therein for other available results).

<table>
<thead>
<tr>
<th>Method</th>
<th>$\langle (i, i+1) \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Néel state</td>
<td>0.000</td>
</tr>
<tr>
<td>Product of bond singlets (RVB, $M = 1$)</td>
<td>-0.2500</td>
</tr>
<tr>
<td>EPV infinite summation of Sec. II B2 (second order)</td>
<td>-0.2860</td>
</tr>
<tr>
<td>EPV infinite summation of Sec. II B2 (fourth order)</td>
<td>-0.3320</td>
</tr>
<tr>
<td>Lower-order Néel-based cluster expansion</td>
<td>-0.3558</td>
</tr>
<tr>
<td>Product of bond-singlets perturbative expansion (second order)</td>
<td>-0.3750</td>
</tr>
<tr>
<td>Néel-based perturbative expansion (fourth order)</td>
<td>-0.3750</td>
</tr>
<tr>
<td>Higher-order Néel-based cluster expansion</td>
<td>-0.3758</td>
</tr>
<tr>
<td>RVB cluster expansion ($M = 4$)</td>
<td>-0.3791</td>
</tr>
<tr>
<td>Exact result of Hulthén (Ref. 71)</td>
<td>-0.3863</td>
</tr>
<tr>
<td>Néel-based perturbative expansion (second order)</td>
<td>-0.5000</td>
</tr>
</tbody>
</table>

difficult to study from the exact or Hubbard Hamiltonian as long as one starts from the HF solution. Exploring that zone from a Heisenberg Hamiltonian was one success of the present work.

The treatment of the one-dimensional polycetylene problem through a carefully parametrized $r$-dependent magnetic Hamiltonian proved to give reliable results for the mean bond length, the existence, and the extent of bond alternation; it also is able to give information regarding the transition from alternating to nonalternating structures and the barrier to inversion of dimerization. Nevertheless success does not prove by itself that polycetylene is a strongly correlated electronic system, since all studies agree on a value of $|\epsilon|/U > \frac{1}{2}$. This work is intended to illustrate the possibility of treating such a material from either the traditional (delocalization + correlation) approach or from a magnetic approach which incorporates delocalization through effective exchanges. For spin-nonfrustrated lattices there is a large domain around the $|\epsilon|/U = \frac{1}{2}$ perturbative critical value for which both approaches are relevant. This is especially true for one-dimensional chains where the Gutzwilertype $\textit{Ansatz}$ remains efficient in the strongly correlated domain and conversely the magnetic treatments provide reliable ground-state and lowest-excited-state properties in the weakly correlated region [see, for instance, RVB (Ref. 64) and exact $\textit{calculations}$ of low-lying homopolar states of polyenes]. Obtention of excited states for the dimerized chain is in progress. This wide duality of description is due to the fact that the projection of the delocalized single determinant $\phi_0$ onto the neutral VB subspace closely resembles the Heisenberg eigenstate, the antisymmetrization introducing per se the correct spin ordering among the neutral components of $\phi_0$. Of course, the Heisenberg Hamiltonian must be considered as an effective Hamiltonian built on neutral valence-bond configurations from the exact Hamiltonian or from an approximation to it (such as the Hubbard Hamiltonian), and it cannot bring more physics than the original Hamiltonian. However, its use may be interesting when the solution of the exact or simplified Hamiltonian is difficult to approach. That is an important point, since it has been argued that the widely used Hubbard model describes reasonably only those states that are also capable of being so described by a Heisenberg model.52

We would like to point out that a very similar problem, namely the metal-insulator transition of phosphorus, has been treated with the same strategy as a spin-Peierls distortion using a Heisenberg Hamiltonian for the half-filled $\pi$ band extracted from the spectroscopy of $P$ and the $P_2$ diatom.60

One final point to notice is that all these calculations have been obtained, with seconds, with a 286 IBM compatible PC with a mathematical coprocessor.
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