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Localized self-heating in large arrays of 1D nanostructures 

O. Monereo,a S. Illera,a A. Varea,a M. Schmidt,b T. Sauerwald,b A. Schütze,b A. Cireraa and 
J. D. Pradesa 

One dimensional (1D) nanostructures offer a promising path towards a highly efficient heating and temperature control in 

integrated microsystems. The so called self-heating effect can be used to modulate the response of solid state gas sensor 

devices. Efficient self-heating was found to occur at random networks of nanostructured systems with similar power 

requirements than in highly ordered systems (e.g. individual nanowires, where its thermal efficiency attributed to the small 

dimensions of the objects). In this work, infrared thermography and Raman spectroscopy were used to map the temperature 

profiles of films based on random arrangements of carbon nanofibers during self-heating occurrence. Both techniques 

demonstrate consistently that heating concentrates in small regions, the here-called “hot-spots”. Correlating dynamic 

temperature mapping with electrical measurements, we also observed that these minute hot-spots rule the resistance 

values observed macroscopically. A physical model of a random network of 1D resistors helped us to explain this observation. 

The model shows that, for a given random arrangement of 1D nanowires, current spreading though the network ends up 

defining a set of spots that dominate both the electrical resistance and the power dissipation. Such highly localized heating 

explains the high power savings observed in larger nanostructured systems. This understanding opens a path to design highly 

efficient self-heating systems, based on random or pseudo-random distributions of 1D nanostructures.

Introduction 

 

Electrical measurements in nanostructures can produce remarkable 
heating effects, even with very low probing signals1–6. This so-called 
self-heating effect was first regarded as an experimental problem in 
electron devices based on nanowires that should be prevented in all 
circumstances7–13. Later, advancements in low power 
instrumentation14 showed that it was possible to control the self-
heating level to the point that it could be used to set the temperature 
at the nanoscale, without additional heating components15,16. In 
fields requiring temperature control, such as solid state gas sensing, 
integrating both heating and sensing functionalities in the nanowire 
itself was a remarkable advantage17. More importantly, studies 
revealed that the self-heating effects in individual nanowires could 
be used to lower the power consumption figures more than 1000 
times compared to state-of-the art microdevices15, due to the small 
dimensions of the volume heated in the nanowire. As a matter of 
fact, reports demonstrated that operation temperatures of more 

than 200 ºC with less than 20 W were at reach15. Moreover, the 

time needed to thermalize such small masses was explicitly fast, in 
the range of miliseconds18. These timings were comparable to the 
residence time of many molecules on top of solid surfaces, opening 
the door to track their interactions and detect them with high 
specificity19. However, all these findings relied on the electrical 
access to individual nanowires. In spite of the advances of the last 
years, the fabrication of such devices is still a complex, hardly 
reproducible, process20. Novel methods of top-down 
nanostructuring with higher yield have been reported21, however still 
major difficulties in term of nanowire size and thermal isolation have 
to be resolved. That is the reason why this promising approach has 
just remained as an object of research, with limited applicability22. 

 

In the last year, works based on arrays of 1D nanostructures (e.g. 
nanowires23, nanotubes24 and nanofibers25) showed that the 
requirement of individual nanowires was a misconception. In fact, 
randomly deposited nanofibers exhibit self-heating effects with 
performance figures for power dissipation and thermalization time 
comparable to those of individual nanowires22. For example, 

operation temperatures of 150 °C with less than 50 W and 
thermalization times of less than 50 ms were reported26 in carbon 
nanofibers (CNFs) deposited on top of macroscopic interdigitated 
electrodes (IDE) by techniques as simple as drop casting. Similar 
results were reported for nearly-random ensembles of metal oxide 
nanowire connected by means of dielectrophoresis23. These figures 
are close to the ones previously achieved with single nanowire 
sensors, temperatures of 200 °C were reached with thermalization 

times below 10 ms and power consumption lower than 30 W18. 
Despite the fact that single 1D nanostructures may present better 
characteristics, the simple techniques required to fabricate non 
single nanowire sensors facilitate dramatically the applicability of the 
self-heating effects, reviving again the interest for that approach. 
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This context raises a fundamental question on the origin of the high 
power efficiency of the self-heating effects. First works with 
individual nanowires proposed that the minute dimensions of the 
structures lead to remarkably high Joule-dissipated power densities 
in the nanostructure, even at very low current/voltage levels. Also, 
the small contacts with the surroundings minimized thermal losses, 
providing the high thermal efficiency observed15,17. These arguments 
justified the need of individual nanostructures, and suggested that 
such effects were just unfeasible in large arrangements of 
nanowires27. However, as previously stated, recent experiments 
show that this is not the case: efficient self-heating can also be 
achieved in random arrangements of multiple 1D 
nanostructures23,25. This work aims to shed some light on the issue, 
identifying a broad, general cause for efficient self-heating in 
nanostructured systems. 

Results and discussion 
 

Temperature mappings 
Infrared thermography. To start, the self-heating occurring in films 
of CNFs28 was examined by infrared thermography at high spatial 
resolution29,30. The CNFs were deposited on top of a pair of Pt 
electrodes. The devices also contained a calibrated heater element 
for comparison purposes. Before imaging, the temperature reached 
in self-heating operation was calibrated by monitoring the CNFs film 
resistance and comparing the values obtained with the heater with 
those obtained with self-heating. Using this standard 
procedure20,25,31–34, the nominal self-heating temperature was that 
of the heater at an equivalent resistance drop.  

 

Figure 1a shows the thermal images of the CNFs film at 100 °C 
reached with self-heating and heater. Clearly, the self-heating 
thermal pattern (left picture) is much more inhomogeneous than 
that observed in the case of the heater (right picture) (see also 
histogram in Figure 1b). These thermal images clearly suggest that 
the self-heating is mostly localized in a few “hot spots” that reach 
temperatures remarkably higher than the film average temperature. 

 

Raman spectroscopy. To confirm this observation and to discard any 
possible artifact due to the differences in infrared emissivity of the 
different sample regions, temperature distributions in self-heating 
operation were also measured with in-situ spatial Raman mappings 
of the displacement in the G band of carbonaceous materials35–37. 
Figure 1c shows an example of such Raman maps at different 
conditions of self-heating, together with temperature distribution 
histograms. The results are fully equivalent to those observed with 
direct thermal microscopy: the temperature distribution with self-
heating is highly inhomogeneous and characterized by a few spots at 
remarkably higher temperatures, supporting the idea that self-
heating concentrates in hot spots. 

In order to understand the origin of the hot-spots, the temperature 
and the electrical resistance of the CNFs film were monitored, 
submitting the sample to two equivalent heat pulses, first with the 

heater and then with self-heating. Figure 2 shows the record of the 
maximum, average and minimum temperatures of the 
thermographic image of the CNFs film, synchronized with the 
electrical resistance measurement. The electrical record during the 
heater-driven pulse is smooth and comparable to the average 
temperature evolution. In contrast, the electrical record with self-
heating exhibits a sudden change in the less than 2.5 ms (Process A) 
followed by a slower stabilization process that extends for a few 
seconds (Process B). Interestingly, the maximum temperature values 
in self-heating thermal mapping (by definition, the hot-spot) show 
exactly the same dynamic behavior (see Figure 2a vs Figure 2b). This 
strongly suggests that the sudden resistance changes (i.e. process A) 
are somehow related to the existence of hot-spots. The first process 
is covering a large portion of the total thermal emission (in the given 
example 2/3 of the mean temperature change; see mean 
temperature signal in Figure 2a during self-heating warm up).  

 

In a network of randomly oriented 1D nanostructures, the intrinsic 
dispersion of the nanowire properties (e.g. electrical and 
geometrical), and the specific connections established among them 
(e.g. in number and topology, but also in contact resistance) will 
certainly determine the current paths through the network, and 
thus, the electrical power dissipated at each point. However, due to 
the branched topology of the structure, predicting which element 
concentrates most of the power, and thus becomes a hot-spot, is far 
from being evident. For example, in a simple case of only two 
resistors in parallel, most of the power would be dissipated in the 
less resistive one (since, for the same voltage drop, most of the 
current will flow through that branch). In contrast, in the case of only 
two resistors in series, most of the power would be dissipated in the 
most resistive one (since, for one single current path, the largest 
voltage drop will develop across the biggest resistance). 

 

Resistor network model 

In order to clarify this situation in an arbitrarily complex network, a 
toy model for a random network of 1D nanostructures was built 
based on the following assumptions. (i) The network is composed of 
wire segments distributed between the two electrodes. These 
segments are randomly placed. Connection nodes appear when two 
or more wires cross at the same point. Wire segments only 
connected at one end do not contribute to the electron transport, 
and are thus not included in the model. All this defines multiple 
current paths running from one electrode to the other. (ii) The wires 
are homogeneous nanostructures, i.e. their respective resistance is 
directly proportional to their length. The temperature dependence is 
also included being the ith wire resistance: 

    1
0

0

Li iiR R T R TCN i CN iW S

iR

       (1) 

where  is the material resistivity, Li is the wire length and S the 
section (uniform thickness for all wires is assumed). The term RCN (Ti) 
includes linear temperature dependence. 
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Figure 1. Thermographic image of a CNFs film heated up to a nominal temperature of 100 °C by means of self-heating (left image) and by an 
external heater (right image). (b) Histograms of temperature distributions extracted from (a). (c) Raman map-ping of the temperature 
distribution in a CNF region self-heated at three different nominal temperatures. The left panels show the histograms of the temperature 
distribution extracted from the corresponding maps (right panels). 

 

 

Figure 2. (a) Maximum, average and minimum temperatures of a 
CNFs film and its corresponding (b) resistance value measured along 
a heating sequence consisting in five steps: room temperature (RT, 
25 °C), 100 °C driven by heater, RT again, 100 °C driven by self-
heating (self-heating nominal temperature, taking the resistance 

signal as reference34) and RT again. 

 

This approximation assumes a slowly varying semiconductor 
resistance for a small temperature range, it does not compromise the 

generality of the model, and it is valid for the materials used in our 
experiments22,38. None other singularities (such as surface or 
structural defects) were taken into account in order to maintain the 
complexity of the system.  

 

The temperature at each wire segment is assumed to be uniform; 
thus, it is characterized by one single Ti value per segment. (iii) The 
wire-to-wire contacts (i.e. at the connection nodes) are assumed to 
be proportional to the average resistance of the wires connecting at 
this node, being the contact resistance for the jth node: 

  
1

,
jN

j i

C R W i i j

i

R R l T N


    (2) 

where Nj is the number of wires connected at the point jth and R is 
a constant. This approximation accounts for the variability among 
contacts expected in connections build by the “soft” contact 

between wires. The R factor scales the contact resistance value with 
respect to the wire one, and can be used as weighting factor to 
directly compare the influence of wires and contacts. 

To sum up, the total resistance includes contributions from the wire 

segments (
j

WR ) and from the wire-to-wire contacts (
j

CR ) in 

random combinations of series and parallel arrangements, which 
fully mimic the topology of a random array of nanowires lying 
between a pair of electrodes. Kirchhoff’s laws allowed us to 
determine the current Ik flowing through each wire segment and 
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crossing each contact resistance under an external voltage V applied 
across the electrodes. The electrical power dissipated in each kth 
element (either wire or contact) can be simply calculated as 

2

k k kP I R  . In order to account for the heating produced, a first 

order system description is used. Thus, a lineal relationship between 
the dissipated power and the temperature increment is assumed 

Tk =  •Pk, where  is the thermal resistance and Tk is the 
temperature increment10. This approximation would correspond to 
the steady solution of a system including heat dissipation and 
thermal losses (i.e. by conduction, convection, radiation). Since the 
resistance at each circuit element depends on its temperature, the 
resistance was updated self-consistently to account for the heating 
effects. 

 

Figure 3 shows a summary of the results obtained assuming 
geometry and electrical conditions comparable to the experiments 
carried out later (resistivity39 of 1.4 x 10-3 Ω·cm, wire to wire  

 

Figure 3. Simulations of power dissipation in random network of 
resistors. (a) Dissipated power in each element of the system (circles 
and triangles for contact and wires, respectively) as a function of its 

resistance for two different values of the scaling parameter R. When 
the scaling parameter increases, the power is mainly dissipated in the 
contacts since they become the most resistive elements. (b-c) Power 
dissipation map, sketching contact nodes as circles and wires 
segments as lines. Bias voltage was applied from the left to the right 
edge. The color code corresponds to the power dissipated (i.e. 
temperature increment) at each element. Each simulation 

corresponds to a different R values. (d) Change in the equivalent 
network resistance REq as a function of the power Pk dissipated in 

each resistor Rk for different resistor variations Rk. 

length up to 20 µm, electrode distance of 40 µm, having 
approximately 1.2 x 10-2 wires/µm2, and bias voltage of 2 V). Figure 
3a plots the power dissipated Pk in each wire and contact, as a 
function of their corresponding resistance value Rk, for two different 

R values. As expected by construction, the contact resistances 

increase with R, whereas the wire resistances remain constant. 
Generally speaking, simulations show that the most dissipative 
elements (i.e. the ones that could possible reach the highest 

temperatures) are the most resistive ones. Equivalently, for each R 
value, most of the power is dissipated in the most resistive elements: 

wires for low R and contacts for high R. Temperature maps of 
Figure 3b-c provide a visual evidence of the same effect: the most 
resistive elements (wires for low aR -Figure 3b- and contacts for high 
aR -Figure 3c-) dissipated most of the power and are thus more likely 
to reach higher temperatures. Temperature maps also show that this 
conclusion is true only if the element is properly connected to both 
electrodes (see blue spots in Figure 3b-c where no dissipation 
occurs). In conclusion, in random networks of resistors (i) most of the 
heat dissipation concentrates in the most resistive elements (ii) 
provided that they are properly connected. If the network is large 
enough and built in a truly random manner, there will easily be highly 
resistive elements appropriately connected, and accountable for 
most of the heat dissipation. All this implies that self-heating in 
random networks concentrates in some specific points, the 
previously observed hot-spots, which could possibly correspond to 
the most resistive regions. 

 

This toy model could also serve to understand the relationship 
between the temperature evolution observed in the hot-spots and 
the macroscopic measurements of the electrical resistance. Figure 3d 
shows the influence of each one of the resistors in the network on 
the total equivalent resistance value (this is, the value measured 
experimentally). To that end each resistor value Rk was varied, 

independently, by the same percent Rk, and the resulting 
equivalent resistance of the network REq was then recalculated. Data 
was plotted versus the power dissipated Pk in the resistor being 
varied in each case. In a general trend, it is clear that the resistors 
dissipating most of the power have the largest impact on the total 
equivalent resistance since, by construction, the system can be 
described as branches of serial resistances placed in a parallel 
arrangement. In other words, the hot-spots seem to be accountable 
for most of the variations in the measured resistance. In more 
advanced studies, it would be of much interest to introduce 
singularities in the model, such as structural defects, which could also 
contribute to the emergence of localized hot-spots. 

 

Localized film modification 
To support this conclusion, the CNFs film was selectively damaged, 
to identify the role of the different temperature regions on the 
overall resistance. Figure 4a shows the record of the resistance of a 

CNFs film and the temperature evolution at a selected hot-spot ( 
region, see Figure 4b) during three self-heating pulses on (I) the 

original film; (II) after mechanically scratching a cold region (, see 

Figure 4b) and (III) after scratching the hot-spot . Comparing (I) and 
(II), before and after modifying a cold region, the observed change 
on the resistance values and on the temperature profile are very 

small. Also, the temperature at the hot-spot  shows essentially the 
same transient behavior: a fast process A followed by a slower 
process B, which were characteristic of a hot-spot. In contrast, at (III) 
(i.e., after destroying a hot-spot) the resistance value changed 
dramatically and the thermalization only displayed the slower trend 
(Process B).  

 

Functional effects of localized self-heating 

These results are consistent with the behavior predicted by the 
model, proving that the resistance measurements are extremely 
sensitive to the hot-spot properties. Therefore, self-heating 
calibration methods based on monitoring the electrical resistance 
value are mainly calibrating the hot-spots, and not the mean film 
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temperature, as assumed in previous works22,26,34. Conversely, this 
also means that the electrical resistance mostly reflects changes in 
the hot-spots. For example, in the case of interactions with gases, 
which are thermally activated process used in gas sensing, the 
electrical resistance variations would essentially account for the 
interactions occurring at the hot-spots. Equally, this understanding 
can help to prevent the interference of local heating in quantum 
transport experiments in highly confined materials. Concerning 
power consumption, the fact that the heating effect (and their 
electrical consequences) concentrate in specific (small) regions, 
explains why self-heating in films of nanowires is comparable in 
efficiency with self-heating in individual nanowires. The same 
argument applies for the comparable response dynamics recently 
observed. Finally, the fact that a large random network of 
nanoresistors exhibit hot-spots, mainly corresponding to high 
resistance regions with proper connectivity, suggests that this 
functionality emerges from the self-organization of the system. For a 
given nanowire distribution, a set of hot-spots is defined, and their 
temperature can be calibrated and monitored just tracking the 
macroscopic resistance.  

 

 

Figure 4. (a) Electrical resistance of the CNFs film and temperature at 

region  (see images in (b)) recorded during three self-heating 
processes. Along the experiments, the CNFs film was mechanically 

scratched: first the region  (an area without hot-spots) and then, 

the region  (an area with hot-spots). (b) Thermographic images 
acquired at the steady state of each one of the three self-heating 
pulses. 

Conclusions 

Temperature distribution in a self-heated random network 
on nanostructures in self-heating operation is highly 
inhomogeneous and heat concentrates in certain hot-spots. 
Such highly localized heating could explain the high power 
efficiencies observed in relatively large systems, provided that 
they were not compact and homogeneous but formed by a fine 
mesh of e.g. 1D nanostructures. This understanding opens a 
path to design highly efficient self-heating systems, based on 
random or pseudo-random distributions of 1D nanowires. 
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