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SUMMARY

Our auditory environment is wealth of continuously flowing information. From the
whole set of acoustic inputs entering our sensory system we must create
trustworthy mental representations of our world. In order to do so, our auditory
system encodes regular acoustic features, stores them in sensory memory as
auditory objects, and continuously compares such regularities with the incoming
sensory input. Since mismatching events might carry extremely relevant
information for the accomplishment of our goals, novel sounds or acoustic changes
must be detected fast in an automatic and unconscious fashion, thus allowing for
the reallocation of attentional resources and the proper adjustment of our
behavior. Sudden deviations in our acoustic environment evoke the mismatch-
negativity (MMN), an auditory evoked potential (AEP) generated between 100 and
250 ms after change onset in supratemporal and prefrontal cortices.
Experimentally, the MMN can be elicited in an “oddball” paradigm, where novel or
infrequent stimuli (deviants) are interspersed in a regular sequence of repetitive
sounds (standards) characterized by a particular acoustic feature (frequency,
intensity, location, pace), or by more complex auditory regularities like patterns,
abstract rules or feature combinations. Operationally, the MMN is obtained by
subtracting the evoked activity to standards from that of the deviant sounds.
However, recent studies challenged the notion that human deviance detection is
solely indexed by the MMN. Simple auditory deviations in the early time range of
the middle-latency responses (MLR), evoked between 20 and 50 ms after sound
onset, produce amplitude modulations that are thought to reflect a very early
mechanism of regularity encoding and deviance detection.

The objective of the present PhD thesis is to examine the neuronal sources
underlying auditory regularity encoding, and the subsequent detection of
regularity-violating events in early (MLR) and late (MMN) time ranges. Specifically,
in study I aimed to show a separation between deviance-related MLR and MMN
source generators. Using an oddball paradigm, frequency changes elicited
enhanced responses in both the MLR and MMN time ranges. Our
magnetoencephalographic (MEG) source modeling revealed that deviance-relate

MLR sources were generated in primary auditory areas, whereas MMN generators



were located in secondary regions. In study II, the goal was to probe that MLR and
the later MMN deviance detection mechanism are devoted to the processing of
different levels of acoustic regularity. Using a sophisticated oddball design with
both local and global changes, it was observed that complex regularities are
encoded in the time range of the MMN only, with neuronal generators located in
secondary auditory regions. Early deviance detection mechanisms did not show
enhanced responses to complex regularity violations, thus suggesting that early
and late mechanisms are devoted to different levels of regularity encoding and
deviance detection. Finally, the third study aimed to show the neuronal sources
involved in the encoding of acoustic features. A roving-standard paradigm was
employed were trains of repeated tones are presented. Results indicated that both
repetition suppression and repetition enhancement underlie auditory memory
trace formation, and source generators are located in both typically auditory and
non-auditory high-order regions.

In conclusion, results presented in the current thesis indicate that early
mechanisms of deviance detection exist in time intervals preceding the MMN and
are generated in the primary auditory cortex, thus paralleling previous animal
findings showing stimulus-specific adaptation of neurons located in primary
regions. Moreover, results suggest that regularity encoding is not only a pervasive
phenomenon, but is organized hierarchically with lower mechanisms devoted to
the encoding of simple features and high-order regions engaged in complex
regularity processing. In support for a hierarchical organization of regularity
encoding, results suggest that high-order non-auditory regions of the human brain
participate in the formation of new echoic memory traces. Such findings are in line
with the notion that auditory perception is based on hierarchically organized
sensory systems whose goal is to predict future events on the basis of previously
encoded regularities. To do so, error and predictive signals are passed through

organized processing stages in the brain.
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INTRODUCTION

Countless sound stimuli reach our ears incessantly. Some of them might be
extremely relevant in terms of nowadays survival, like voices or the sound of our
morning alarm clock. Others might be definitively irrelevant, like the humming
noise of our laptop. In any case, air vibrations will reach our eardrums and a
cascade of neural activity will convey that information to our central sensory
systems. Information will be processed and transformed along the auditory
pathway and just a few of those stimuli, if sufficiently relevant, will reach our
conscious perception. How does our brain process such an enormous amount of
information and parses it automatically and unconsciously? This PhD thesis
contains three studies and revises some literature that focus on the unconscious
processing of sound stimuli, intending to shed some light on the understanding of

this highly complex mechanism.

REGULARITY ENCODING, AUDITORY OBJECTS, AND PREDICTIONS

In order to interact with the overwhelming amount on information arriving to our
ears our auditory system must create trustworthy mental representations of our
acoustic environment. To do so, the mammalian brain encodes the whole-range of
details of the auditory input, or statistical regularities, and extracts the relevant
information (Nelken, 2008). In other words, “An important part of building a
representation is to decide which parts of the sensory stimulation are telling us
about the same environmental object or event” (Bregman, 1990). Accordingly,
invariances are used to organize the sound input and create auditory objects, that
is, perceptual or experiential entities defined in frequency and time (Griffiths and
Warren, 2004). Prevailing theories of perception argue that auditory objects are
not static representations of invariances, stored in long- or short-term memory
buffers (Bregman, 1990; Naatdnen and Winkler, 1999), but rather dynamic and
“online” cognitive models with an inherently predictive nature that provide
continuity to perception and allow us to generate predictions and expectations
about future events (Winkler et al., 2009). Predictive coding theories state that
“perceptual system's primary objective is to minimize the discrepancy between

predictions from its internal generative models of the environment and the actual
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sensory input” (Winkler and Czigler, 2012). Therefore, perception goes beyond a
“standard model” extrapolation by creating predictions about forthcoming events.
Bendixen and colleagues (2012) defined this idea in a three-stage recursive model:
First, acoustic regularities among sounds are extracted and represented. Next, a
mental representation of the extracted invariances is compared with the incoming
sensory input. Finally, a predictive model is formed on the basis of the previous
comparison. Both predictive coding theories (Friston, 2005) and the model
adjustment hypothesis proposed by Winkler et al. (1996) assume that when the
incoming acoustic input differs from the predictive model an error, or mismatch,
signal is generated. In this way, our internal models of the world are iteratively
updated. In neurophysiological terms, predictive coding theories state that
predictive and error signals are passed up and down through hierarchically
organized sensory systems. That is, several stages of signal processing receive and
send bottom-up and top-down projections that modulate connection strengths via
synaptic changes (Baldeweg, 2007). Similarly, this PhD thesis is rooted on the idea
that several stages of regularity encoding and subsequent deviance detection are

organized hierarchically throughout the auditory pathway.

DEVIANCE DETECTION AND THE MISMATCH NEGATIVITY

In 1978, Naatdnen, Gaillard, and Mantysalo discovered the mismatch negativity
(MMN) event-related potential (ERP). Since then, Naitdnen’s research has been
cited more than 43.000 times, and circa two thousand research articles in different
research fields have been published addressing the topic or using the MMN as a
tool to study human brain function (N = 1893, PubMed search date August 2014:
“mismatch negativity”). It is then not surprising that the MMN has been considered
a breakthrough in normative and pathological cognitive neuroscience (Light and
Naatanen, 2013; Sussman and Shafer, 2014). The MMN is an ERP, or auditory
evoked potential (AEP), first obtained in electroencephalographic (EEG)
recordings that is elicited by rare, oddball, or infrequent sounds (deviants), in a
context of otherwise constant, repetitive or frequent sounds (standards). This
situation is experimentally implemented in “oddball” paradigms, where a regular
sequence of events containing some invariant feature is infrequently mottled with

deviants differing in one or more of the features defined by the repetitive standard
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stimuli. Importantly, regularity violations indexed by the MMN are processed
passively or “pre-attentively”, that is, without overt attention. Therefore, the MMN
is a negative deflection of the human ERP elicited between 100 and 250 ms from
deviance onset by changes in simple acoustic features like frequency, intensity,
duration; or more complex violations of phonetic contrasts, patterns, and even
abstract rules (for a recent review see: Nadtdnen et al., 2011; Paavilainen, 2013).

But how is MMN, a change detection index, related to regularity encoding and
hence to memory-trace formation? One of the dominant interpretations for the
MMN is the “sensory-memory” hypothesis (Nadtdnen, 1992; Naatanen et al., 2005).
Rather than a simple change-detection mechanism, according to this account “the
MMN is elicited by a mismatch between the auditory input and the predictions
formed on the basis of the trends or rules that are automatically detected in the
recent auditory stimulation” (N&atanen et al., 2011). Indeed, pharmacological
studies have shown that administration of N-methyl-D-aspartate (NMDA) receptor
antagonists diminish or abolish the MMN (Javitt et al., 1996; Umbricht et al., 2000;
Tikhonravov et al., 2008), thus linking the MMN to the NMDA-receptor system, and
hence to memory formation. Even though the memory-trace explanation of the
MMN has received great empirical support, an alternative explanation states that
the MMN, as obtained by subtracting deviant activity from that of the standard, can
be fully explained by the N1 difference between deviant and standard
(Jaaskeldinen et al., 2004; May and Tiitinen, 2010). The N1 is an electrically
recorded negative AEP peaking about 100 ms after stimulus onset, originated by
multiple subcomponents in multiple regions of the supratemporal cortex (Woods,
1995; Loveless et al,, 1996; Jaaskeldinen et al., 2004). The N1, or N100, is elicited
by sudden changes in sound energy (Ndatinen and Picton, 1987), is extremely
sensitive to stimulation rate, and its amplitude is attenuated with stimulus
repetition (Budd et al, 1998). This has led to the alternative “adaptation
hypothesis”, stating that the MMN is actually the result of the activation of fresh
neuronal populations not habituated by preceding standard stimulation. According
to this neurophysiological interpretation, different states of refractoriness of the
different populations generating N1 to different sound features are sufficient to
account for a bottom-up “transient-detector system” (May and Tiitinen, 2010).

This interpretation implies that afferent feature-specific N1 neurons, rather than
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specific MMN neurons, trigger attentional switching to novel stimuli, and thus
obviates the involvement of higher-order, memory-related mechanisms in MMN
generation (Naatdnen et al, 2005). Nevertheless, a bulk of empirical evidence
indicates that the MMN reflects a more complex mechanism than just an N1
suppressed and delayed response by stimulus-specific adaptation. A detailed
review of studies arguing in favor of a memory-based interpretation of the MMN
can be found elsewhere (Ndatidnen et al, 2005, 2011; Naidtdnen and Winkler,
2007). For the sake of brevity only a few examples will be reviewed here. A
paradigmatic example is the use of improbable omissions during an oddball
design, which do not evoke an obligatory N1 component. Yabe et al. (1997) showed
that MMN was elicited when omitting a stimulus in a regular sequence of tones
presented at 150 ms stimulus-onset-asynchrony (SOA), or below. This finding has
been corroborated by subsequent studies using sound and speech omissions, in
both simple and complex oddball paradigms (Yabe et al., 1998; Wacongne et al,,
2011; Bendixen et al., 2014). Separability of N1 and MMN mechanisms is also
evidenced by the use of complex designs where high-level regularities are
established across temporally separated sounds (Tervaniemi et al., 1994; Horvath
et al., 2001; Paavilainen et al, 2007; Bendixen et al.,, 2008) or even defined in
abstract rules, not apparent to subjects (Schroger et al., 2007). In a series of
experiments, Sussman et al. (1998) and Sussman and Gumenyuk (2005) observed
that the MMN was not elicited when sequences of AAAAB tones were presented at
aregular and fast pace. Instead, in the control condition, where A and B tones were
presented randomly with the same probability as in the previous condition, an
MMN component was evoked. Sussman’s absence of MMN indicates that the MMN
response reflects the representation of inter-sound regularities based on feature-
and temporally integrated sensory stimulus information (Naatdanen and Winkler,
1999), and suggests that explanations based solely on refractoriness cannot
account for the absence of MMN in the regular condition. Similarly, the second
study of the present PhD thesis describes the elicitation of an MMN response to an
unexpected tone repetition. Such a result cannot be accommodated by adaptation
mechanisms solely, as will be discussed later. Even though memory-based
interpretations prevail over adaptation in the MMN literature, the MMN obtained

in the classic oddball protocol (where deviant activity is subtracted from standard
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activity) poses the problem that refractory effects are indeed larger for standards
than for less probable deviant stimuli. Thus, the classic MMN might reflect a
combination of differential states of refractoriness, as predicted by the “adaptation
hypothesis”, and “genuine” memory-based comparison process. In order to
overcome this issue, control conditions have been designed to elicit pure memory-
based comparisons, or “genuine MMN”. Schroger and Wolff (1996) designed a
control condition with several randomly occurring equiprobable sounds.
Responses from infrequent deviant stimuli in the oddball block were compared to
physically identical sounds in the control condition, both with the same probability
of occurrence. In this way, MMN elicited in the deviant minus control comparison
cannot be explained by differences in stimulus probability and associated
differences in the state of refractoriness of neural populations, and hence, only
memory-based mechanism can account for it (Schroger and Wolff, 1996; Jacobsen
and Schroger, 2001; Jacobsen et al., 2003). An example of such a control condition
for frequency oddball designs is implemented in the first study of the present

work.

BRAIN SOURCES OF THE MMN

First evoked magnetic field recordings of the MMN (Hari et al., 1984; Sams et al.,
1985) confirmed that the magnetic counterpart of the MMN, termed “magnetic
mismatch field” (MMF) or MMNm, was generated in the supratemporal plane,
bilaterally. Pioneering magnetoencephalographic (MEG) studies employing
equivalent current dipole (ECD) as inverse solution defined the sources of
frequency-MMNm approximately 1 cm anterior to the N1m sources (Hari et al,,
1984; Sams et al., 1985; Csépe et al., 1992; Tiitinen et al., 1993). Such findings were
replicated in animals (Javitt et al., 1992; Pincze et al., 2001), and by using optical-
imaging human data (Rinne et al., 1999b). The separability of the MMN and N1
components at the anatomical level is in consonance with the notion that N1-
adaptation and memory-based MMN index different sensory mechanisms
(Naatanen et al, 2011). In spite of the general agreement that supratemporal
regions allocate MMN sources, the exact location of the neuronal generators might
be slightly different depending on of the feature (frequency, intensity, duration,

feature-combination), or features, that are used to elicit the MMN (Paavilainen et
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al.,, 1991; Alho et al., 1995, 1996; Giard et al., 1995; Molholm et al., 2005; but see:
Sams et al,, 1991). A clear example regarding the different localization is the case
of lexical stimuli. Several studies indicate that MMN activity is generally stronger in
the right hemisphere (Giard et al., 1990; Paavilainen et al., 1991; Levanen et al,,
1996; Grimm et al., 2006), especially for pitch (Mathiak et al.,, 2002; Doeller et al,,
2003). However lexical and speech stimuli elicit stronger activation in left auditory
regions (Naitdnen et al, 1997; Rinne et al., 1999a; Shtyrov et al.,, 2008). Such
hemispheric asymmetry is in line with the different degrees of sensitivity to
spectral and temporal cues shown in the right and left hemispheres, respectively
(Zatorre and Belin, 2001; Zatorre et al, 2002). Functional resonance imaging
(fMRI) and positron emission tomography (PET) studies, allowing for a high
spatial resolution, reported MMN source generators in the superior temporal gyrus
(STG), and Heschl’s gyrus (HG), structures of the temporal lobe (Downar et al,
2001, 2002; Miiller et al., 2002; Opitz et al., 2002, 2005; Doeller et al., 2003; Schall
et al,, 2003; Rinne et al,, 2005, 2007; Schonwiesner et al., 2007; Szycik et al., 2013).
Such results have been confirmed in studies employing high temporal resolution
techniques like EEG (Giard et al.,, 1990; Rinne et al., 2000), MEG (Alho et al., 1998;
Maess et al., 2007), and intracranial recordings (Kropotov et al., 1995). However
deviance detection generators are not localized in auditory areas solely. A number
of experiments have revealed the involvement of frontal generators, suggested to
underlie attention shifts towards attention-capturing deviant events (Giard et al.,
1990; Rinne et al., 2000, 2005; Yago et al., 2001; Opitz et al., 2002; Deouell, 2007)
as opposed to the temporal subcomponent, suggested to reflect perceptual change
detection. Even larger change-detection networks encompassing distributed
temporo-frontal and temporo-parietal connections have been described during
novelty processing and subsequent attention switch to relevant and distracting
events (Rinne et al., 2007).

Besides of methodological differences, the traditional pitch-MMN is suggested to
reflect both a “sensory” and a “cognitive” mechanism, as mentioned in the previous
section. In other words, the traditional MMN (deviant minus standard) reflects
both a release from adaptation of the frequency-specific afferent neurons, and a
“true” mismatch detection process based on sensory-memory. Opitz and

colleagues (2005) addressed this issue in an fMRI experiment where deviance-
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detection generators were activated using both the traditional and the controlled
(deviant minus control) oddball protocol. The authors observed that primary
auditory cortex (PAC) activity, in medial loci of the HG, was associated with the
sensory mechanism. The cognitive mechanism, reflecting a memory-based
comparison process, activated non-primary auditory regions surrounding the HG.
Similar findings have been reported in subsequent fMRI studies (Szycik et al,,
2013), and using combined EEG-fMRI combined recordings (Schonwiesner et al.,
2007). Similar attempts to elucidate a purely memory-based comparison process
in MEG have failed to reveal a spatial separation between the sensory and
cognitive mechanisms, but revealed that the early interval of the traditional MMN
is mainly due to sensorial mechanisms, while the later can be attributed to
cognitive mechanisms (Maess et al., 2007). Supporting the adaptation hypothesis,
Jaaskelainen and colleagues (2004) observed that an anterior N1-source activity,
displaying narrower frequency tuning, showed a larger N1-amplitude difference
between deviant and standard than a posterior N1-source, showing a wide
frequency tuning. Thus, deviants would elicit larger activity in anterior regions of
the STG, whereas only large frequency variations would elicit large activity in
posterior sources. Under this assumption, the authors concluded that the MMN is
in fact the result from differential adaptation dynamics of different N1
subcomponents, but not a separate mechanism. Still, Jaaskeldinen et al. (2004)
interpreted enhanced N1 feature-specific responses to deviants as signaling
sensory-memory and novelty detection, in line with previous animal studies

(Ulanovsky et al., 2003) summarized below.

EARLIER CORRELATES OF DEVIANCE DETECTION

Deviance detection, and hence, regularity encoding has traditionally been
investigated using the MMN. In 2003, a seminal paper by Ulanovsky and colleagues
reported for the first time direct evidence of the encoding of acoustic regularities
at the neuronal level, by recording single-neuron and multi-unit
electrophysiological activity in the PAC of anesthetized cats during an oddball
paradigm. The authors used the term stimulus-specific adaptation (SSA) to refer to
a specific decrease in the response of neuronal assemblies to repeated tone

presentation. Notably, this form of adaptation could not be regarded as mere
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neuronal fatigue, since neuronal excitability of the adapted populations was
recovered when a new low-probability feature (i.e., a new frequency tone) was
presented. SSA described in the animal auditory cortex shares many
characteristics with the human MMN: SSA has very high stimulus specificity and
spans during long inter-stimulus gaps (> 1700 ms), both the magnitude of MMN
and SSA is positively correlated with the frequency-difference between standards
and deviants, and negatively correlated with the deviant probability. SSA is also
sensitive to parametric changes in the inter-stimulus interval of the presented
sounds. These similarities with the MMN have led to the suggestion that SSA might
be a neuronal correlate of the scalp-recorded MMN (Nelken and Ulanovsky, 2007).
However, some striking differences suggest that MMN might reflect a more
sophisticated processing stage that encompasses higher order areas of the brain.
Among these differences, timing might be the most crucial. Single-neuron onset
firing to deviant sounds occurs about ~20 ms (Pérez-Gonzalez et al, 2005),
whereas the peak latency of the MMN occurs between 100 and 250 ms after
deviant onset. Besides, neurons displaying SSA have been localized in subcortical
nuclei such as the inferior colliculi (IC) (Pérez-Gonzalez et al., 2005; Malmierca et
al, 2009; Ayala and Malmierca, 2013), and the thalamic medial geniculate body
(MGB) (Antunes et al., 2010; Antunes and Malmierca, 2011; Duque et al., 2014).
Animal correlates of the MMN, however, show that activity is larger in secondary
areas as compared to primary auditory and subcortical regions (Pincze et al,,
2001). Besides, human generators of MMN have not been described below the
level of the PAC to the best of our knowledge. Last but not least, Farley and
colleagues (2010) showed that NMDA antagonists, known to disrupt the MMN, did
not affect SSA sensitivity in the auditory cortex, thus suggesting that memory-
related NMDA receptors do not contribute to the different degrees of SSA to
standard and deviant sounds. All together, these studies suggest that MMN
represents a change-detection and regularity-encoding signal generated in
hierarchically superior areas than the SSA. As noted previously, no human
correlates of MMN have been described below the cortical level. However, change
detection and MMN-like responses in animals can be found subcortically (Kraus et
al,, 1994; Csépe, 1995), and recent human studies suggest that long lasting plastic

changes can occur in subcortical auditory stations like the brainstem
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(Chandrasekaran et al, 2009, 2014; Chandrasekaran and Kraus, 2010), thus
indicating that adaptation can occur below the cortical level (Malmierca et al,,
2014; Pérez-Gonzalez and Malmierca, 2014). Such disparity of results motivated
the investigation of human mechanisms of deviance detection in earlier time
intervals than the MMN, under the assumption that regularity encoding is a

pervasive phenomena observed throughout the auditory pathway.

MIDDLE LATENCY RESPONSES AND ULTRAFAST DEVIANCE DETECTION

Ascending neural activity throughout the auditory pathway can be registered by
means of EEG. ERPs recorded in EEG (or event-related fields [ERF] if recorded
using MEG) result from the summation of postsynaptic potentials (PSPs) that occur
simultaneously in large number of cortical pyramidal cells, oriented in a similar
manner with respect to the scalp (Kappenman and Luck, 2012). ERPs reflecting
afferent activation in the auditory brainstem include transient auditory brainstem
responses (ABR) and the steady-state frequency following response (FFR) (Pratt,
2012). ABRs can be recorded in the initial 10 ms following sound onset and are
defined by 5 to 7 voltage oscillations, with peak V identified as the most prominent
component in the ABR complex. Even though the exact location of neuronal
generators is still a subject of debate, there is general agreement that peak I is
generated in the cochlea (Pratt, 2012) and later peaks (IV-V) might be generated
by terminations of the contralateral lemniscus in the inferior colliculus (Mgller,
2006), close to the midbrain junction. Afferent evoked activity between 10 and 50
ms after sound onset is termed middle-latency responses (MLR). Transient evoked
potentials at this range are generated by thalamo-cortical and cortical activity and
include a series of oscillations termed V, NO, PO, Na, Pa, Nb, and Pb (also termed
P50), where components V and NO are actually the brainstem component V (Pratt,
2012). The Na component, between 16 and 20 ms, is originated subcortically in the
midbrain or thalamo-cortical radiations as suggested by scalp topography analyses
(Deiber et al.,, 1988; Kraus and McGee, 1988). However, Nam sources in MEG
cannot be identified systematically (Mdkeld et al, 1994; Yoshiura et al., 1995;
Godey et al,, 2001; Yvert et al.,, 2001). The Pa component, around 30 ms, is the first
MLR component showing a cortical origin (Celesia, 1976; Pelizzone et al., 1987),

even though subcortical contributions have been described too (McGee et al,,
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1992). MEG studies on the Pam component have localized its sources in more
anterior and medial sites than equivalent sources of N1m (Pelizzone et al., 1987;
Pantev et al., 1993) arguing for a cortical origin. In addition, Pantev and colleagues
(1995) described a tonotopic organization of the Pam response that mirrored the
N1m tonotopic map. In sum, it is commonly accepted that the Na-Pa complex
reflects the earliest PAC activity (Yvert et al., 2001; Liitkenhoner et al., 2003). Later
components of the MLR, Nb (~40 ms) and Pb/P50 (~50 ms), have been localized
in lateral portions of the STG or the upper bank of the superior temporal sulcus,
and little or no source separation has been found between them (Yvert et al,,
2001). Yoshiura et al. (1995) also observed that the Nbm component overlapped
with Pam, suggesting that a clear delineation of MLR sources can be made between
early and late components (Gutschalk et al., 1999). In addition, Inui and colleagues
(2006) suggested the existence of a serial model of auditory processing along the
medio-lateral axis of the supratemporal plane consistent with the hierarchical
organization observed in the monkey anatomy (see: Kaas et al., 1999).

At this point we might wonder whether MLR are involved in any sort of cognitive
processing, or whether they just reflect afferent (bottom-up) sensory processing.
With respect to the foregoing introduction, Naatanen and Winkler (1999) pointed
out that formation of stimulus representations by means of regularity encoding
requires of memory storages (or memory traces) available to top-down
operations, that is, a separate process from afferent (bottom-up) activation in the
auditory pathway. Regarding ABR and MLR, the authors stated that afferent or
ascending neuronal circuits in early stages of the auditory pathway have very short
recovery periods, since they must contain all the information of the incoming
stimuli, but “this [afferent activation] pattern cannot be regarded as a feature trace
because it lacks any form of stable existence ... Hence, in this stage of auditory
stimulus processing, information storage does not appear as a separate function.
Rather, this stage can be characterized in terms of processes continuously
transforming the stimulus information.” (Naiatdnen and Winkler, 1999). This
prevailing belief, that postulates that neuronal circuits involved in MLR generation
do not maintain auditory feature traces, has changed under the light of recent
findings. Some of these have already been introduced in previous sections, and

some of which will be introduced below. MLR modulation has been observed
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during sensory gating (Miiller et al., 2001), self-initiation of sounds (Baess et al,,
2009), task-related demands (Woldorff and Hillyard, 1991), and even during
sound segregation (Dyson and Alain, 2004), thus pointing to a complex and
cognitive nature of early auditory processing. Sonnadara and colleagues (2006)
first described the modulation of the Na component of the MLR for location
deviants, as compared to standard click sounds, indicating and early effect of
stimulus rareness. This effect however, could be explained by the mere adaptation
of sensory-specific neurons, rather than by a memory-based comparison process.
In a series of experiments conducted in our laboratory, deviance detection was
also assessed at early time intervals using control conditions such as those
described above. In addition to the traditionally employed oddball block, Grimm et
al. (2011) and Slabu et al. (2010) presented a reversed block where deviant and
standard frequencies were swapped, thus allowing for a deviant minus standard
comparison where both stimuli were physically identical. That prevented MLR
differences to be accounted for by changes in the physical properties of the
stimulus. Stimulus probability was controlled for by comparing deviant sounds to
equal-probability sounds presented in a random sequence, therefore ensuring that
deviance-related effect could not be accounted by the differential state of
refractoriness to deviant and control sounds (Schroger and Wolff, 1996; Jacobsen
and Schroger, 2001). In their respective studies, Grimm and colleagues (2011) and
Slabu et al. (2010) showed “genuine” deviance-related modulations of Nb and Pa
components of the MLR, respectively. Such early memory-based effects found for
pure tones and band-pass filtered noises were later replicated using location
deviants (Grimm et al., 2012), thus upgrading Sonnadara’s et al. (2006) findings.
Even more, Slabu et al. (2012) showed that the human auditory brainstem is able
to encode regularities and detect novel events. The authors observed that the
steady-state FFR, with putative origins in the IC, was reduced to the infrequent
presentation of /ba/ syllables as compared to physically identical stimuli
presented in a random control condition. This and previous results indicate that
deviance-related effects at the level of MLR and brainstem might reflect a better
correlate of SSA than the MMN. Together, all these data provide support for a

multi-stage deviance detection system and suggest that regularity encoding is a
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pervasive feature present all along the auditory pathway (Grimm and Escera,

2012; Escera and Malmierca, 2014; Escera et al., 2014).

REGULARITY ENCODING: A DIRECT APPROACH

Up to now, human studies introduced here investigated regularity encoding in an
indirect manner, that is, by assessing deviance detection (MMN or deviance-related
MLR effects). And under the empirically grounded assumption that deviance
detection reflects a mismatch between a sound input and previously encoded
regularities stored in sensory memory. While direct indices of acoustic regularity
encoding have been found at the single-neuron level, human correlates of
regularity encoding (or memory-trace formation) are far scarcer. Oddball
paradigms might not be specially well-suited to study the encoding of online
regularities, since memory traces created after standard repetitions might reflect
carry-over activity developed during the stimulation session. Instead, in a “roving-
standard paradigm” (Cowan et al, 1993) memory traces are continuously
reestablished after each train, when a new feature starts to repeat. In roving
standard paradigms trains of repeated sounds, with variable number of
repetitions, are presented. Trains differ in their acoustic features, so that all stimuli
in the first position of a train constitute a deviant stimulus, and subsequent
presentations constitute standards that strengthen the memory trace. In other
words, deviant sounds become standards after many repetitions, thus allowing to
study repetition-related changes in the neuronal response to acoustic stimuli.
Different versions of the roving standard paradigm have been employed to study
memory processing in normal population and in psychiatric disorders like
schizophrenia (Cowan et al,, 1993; Baldeweg et al., 2002, 2004, 2006; Haenschel et
al,, 2005; Bendixen et al., 2007; Ylinen and Huotilainen, 2007; Costa-Faidella et al.,
2011a; Cooper et al., 2013). Baldeweg and colleagues (1999) first observed that
ERPs to standard stimuli increased its positivity between 50 and 150 ms in
mastoid electrodes after the first recording block. Subsequent studies, employing a
roving standard design, confirmed such findings and termed the enhancement of
that slow positive drift “repetition positivity” (RP). In EEG, RP is reflected as an
increase of the P50 activity, a decrease of the N1, and an enhancement of the P2

component (~250 ms post stimulus), recorded in frontocentral electrodes under
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both passive and active listening conditions (Haenschel et al., 2005; Baldeweg,
2007). The RP increases with stimulus repetition and empirical evidence suggests
that the enhancement to standard tones accounts for most of the MMN memory
trace observed effects (Haenschel et al., 2005). Such behavior has led to the notion
that RP might reflect a human scalp-recorded correlate of the animal SSA observed
at the single-neuron level (Baldeweg, 2007), a candidate mechanism underlying
sensory memory formation in the auditory cortex (Haenschel et al., 2005) that is
sensitive to sensory encoding deficits (Baldeweg et al., 2004). In addition, the early
modulation at ~50 ms suggests that primary auditory areas might be involved in
its generation (Liégeois-Chauvel et al.,, 1991), and its extended latency over 200 ms
indicates that multiple generators beyond PAC, in parietal and frontal cortices,
might exist as well (Baldeweg, 2006, 2007). However, no direct examination of RP
source generators by means of neuroimaging methods has been conducted to date.
In this regard, the third study of the present PhD thesis aims to clarify the neuronal

sources of regularity encoding.

In conclusion, the aim of the present PhD thesis is to show that auditory regularity
encoding and subsequent deviance detection is structured in a hierarchical fashion
in the human brain. In order to accomplish such a goal, both electrophysiological
and anatomical evidence will be presented arguing for the involvement of different
areas and processing stages devoted to the encoding and detection of acoustic

features.
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AIM OF THE STUDIES

The specific goals of each of the studies included in the present PhD thesis are:

STUDY I

To examine the neuronal generators of frequency deviance detection in the time
range of the MLR and the MMN. First we aimed at corroborating recent evidence
showing that genuine change detection occurs within a very short time after
deviance onset, between 10 and 50 ms. Second, we aimed to show that underlying
neuronal populations giving rise to early and late change detection mechanisms
are located in hierarchically separated brain regions. Specifically, we hypothesized
that deviance-related MLR would be generated in cortical regions near primary
auditory areas, whereas subsequent activation origins of MMNm would be

localized in secondary auditory regions.

STUDY II

We aimed to highlight the different role of early (MLR) and late (MMN) deviance
detection mechanisms in the organization of the auditory scene, that is, whether
these two mechanisms convey different information of a single auditory stimulus.
We examined whether local regularity-violations of simple complexity like
frequency, and global violations of regularities based on the relation between
temporary non-adjacent sounds were processed in distinct temporal and spatial
scales, thus providing support for the notion that the human auditory system is
organized in a hierarchical fashion. Specifically we expected to obtain an MMNm
response to global regularity-violations, and early areas underlying MLR to
respond to violations of local rules only. Anatomically, we expected neuronal
generators underlying global deviations to be located in hierarchically superior

areas than those underlying local regularity violations.

STUDY III
In study III we aimed at unraveling the spatio-temporal dynamics of memory-trace
formation. Our goal was to obtain a neuromagnetic correlate of the “repetition

positivity” index of memory-trace formation and, secondly, reveal the neuronal
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generators of repetition suppression (RS) and repetition enhancement (RE) that
index the encoding of acoustic features at different time intervals. Specifically we
hypothesize that distinct neuronal sources would account for RS and RE effects
and that frontal and parietal regions would be involved in the formation of acoustic

memory-traces.
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GENERAL METHODS

Specific details on the methods employed in the current PhD thesis can be found in
the “methods” section included in each of the studies presented in the following

section. An overview of the general methods will however be described here.

In all studies, recordings were carried out in young healthy adults (mean age
across studies = 28.5 years) with ages ranging from 23 to 35 years. Normal hearing
levels were assessed by means of a pure tone audiometry. Overall, audiometries
were conducted at the beginning of each MEG session and subjects showing
hearing levels below 20 dB were discarded. All subjects provided written consent
prior to their participation in the studies and most of them received a monetary
compensation (excluding laboratory members and friends who volunteered).
Experimental protocols were approved by the ethical committees of the
universities where experiments were conducted (University of Barcelona and
University of Miinster), and were in accordance with the code of ethics stated by
the Declaration of Helsinki.

In all three studies frequency was used as the acoustic feature of interest. That is,
both acoustic regularities and sound deviations were elicited by repetitions or
changes in frequency. The frequency range employed in each study varied, but
frequencies never exceeded 2500 Hz in order to avoid sound distortion.
Specifically, pure sine wave sounds were employed in the three studies. The
duration of pure tones was kept constant at 50 ms, including at least 10 ms rise
and decay slopes in order to avoid abrupt onsets and offsets. Individual sounds
were generated using Matlab or free audio editors like Audacity®. Sounds were
delivered binaurally at comfortable sensation levels. Since no ferromagnetic
components can be introduced into the magnetically shielded room where the
MEG machine is located, sounds were delivered via MEG-compatible plastic tubes.
Delay in sound transmission through the plastic tubes was compensated for by
appropriate shifts in the trigger signal. Presentation rates were kept between 150
and 500 ms SOA in order to find a tradeoff between the amount of stimuli sent and
the signal strength, known to diminish with extremely fast presentation rates.

During experimental tasks subjects were required to stay still and relaxed in order
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to avoid muscle artifacts. In study I, subjects remained in a seated position, while
studies I and Il were conducted with subjects lying on a comfortable stretcher.
Participants were instructed to ignore the auditory stimulation in all cases and
were requested to attend to muted movies with subtitles, therefore ruling out a
strong attentional modulation of the auditory responses elicited by experimental
stimuli. Subjects were not allowed to sleep during the MEG recordings and active
video monitoring was carried out during the whole experimental session. All
experimental tasks lasted for one hour approximately. The experimental
stimulation was controlled using specific software applications like Presentation®
or the Psychophysics toolbox for Matlab.

The MEG machine used for experiments I and Il was a 4D Neuroimaging Magnes
2500WH equipped with 148 biomagnetometers. For experiment II, a CTF OMEGA
system equipped with 275 axial gradiometers was used. The main difference
between these two MEG-systems lie in the distinct flux transformers employed to
detect the weak magnetic field generated in the brain. Flux transformers connected
to superconductor sensors or SQUIDS (Superconducting Quantum Interference
Device) enhance the coupling of magnetic fields. Briefly, biomagnetometers have a
single pick-up coil configuration and are characterized by a higher sensitivity to
distal sources. Axial gradiometers include an extra compensation coil arranged
vertically that decreases sensitivity to distal sources but enhances signal-to-noise
ratio. In order to determine the position of the head inside the MEG, sensor
position coils were attached to the subjects’ head. These coils track head
movements during the recording session and were used to define an individual
coordinate system. Since head movements could hamper an accurate
reconstruction of brain sources, recordings showing head movements bigger than
0.7 cm in any direction were discarded from further analyses. Additionally, the
head-shape of all participants was digitized using a Polhemus® wand, and
magnetic resonance images (MRI) of each participant were acquired to allow an
accurate co-registration of MEG and the individual MRI data. Eye movements and
cardiac activity were registered using a bipolar electrooculogram and an
electrocardiogram, respectively.

In all three experiments, basic data preprocessing was carried out using Matlab

(the MathWorks) and the FieldTrip toolbox (Oostenveld et a., 2011). Overall,
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preprocessing involved data filtering, cardiac and ocular artifact identification and
rejection, epoching, and averaging. Artifact identification and rejection was carried
out using independent component analysis (ICA) and an additional rejection of
epochs exceeding 2.5-3 pT. Prior to the source estimation using inverse solution
techniques, individual MRI were segmented and re-aligned to the MEG individual
coordinate system. Individualized structural data was used to complete the
forward modeling, where brain volumes, or cortical mantles, are used to define a
source space; that is, a parcelation of the anatomical space where activity will be
modeled. During the forward modeling a leadfield matrix is computed for each
small parcel (or dipole) that expresses the sensitivity of the sensor array in the
three-dimensional space. In studies I and II source reconstruction was conducted
in Fieldtrip using a time-domain inverse solution known as linearly constrained
minimum variance (LCMV) beamforming. Beamformers estimate the contribution
of sources in each parcel to the overall signal at the sensors, and yield a distributed
representation of activity in the brain. In study III source reconstruction was
carried out using a cortically constrained minimum-norm approach known as
dynamic statistic parametric mapping (dSPM) implemented in Brainstorm (Tadel
et al, 2011). This approach is based on a distributed source model and tries to
estimate the current at all grid (parcels) locations by fitting the model to de data.
In all studies individual source spaces were transformed into a standardized
template brain, thus allowing for group averaging and statistical comparison.
Statistical comparisons between conditions (e.g., deviant, standard, control) were

carried out using both parametric and non-parametric statistics.
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Two sequential processes of change
detection in hierarchically ordered

areas of the human auditory cortex
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Auditory deviance detection occurs around 150 ms after the
onset of a deviant sound. Recent studies in animals and humans
have described change-related processes occuring during the first
50 ms after sound onset. However, it still remains an open question
whether these early and late processes of deviance detection are
organized hierarchically in the human auditory cortex. We applied a
beamforming source reconstruction approach in order to estimate
brain sources associated with 2 temporally distinct markers of de-
viance detection. Results showed that rare frequency changes elicit
an enhancement of the Nbm component of the middle latency
response (MLR} peaking at 43 ms, in addition to the magnetic mis-
match negativity (MMNm} peaking at 115 ms. Sources of MMNm,
located in the right superior temporal gyrus, were lateral and pos-
terior to the devianceselated MLR activity being generated in the
right primary auditory cortex. Source reconstruction analyses re-
vealed that detection of changes in the acoustic environment is a
process accomplished in 2 different time ranges, by spatially separ-
ated auditory regions. Paralleling animal studies, our findings
suggest that primary and secondary areas are involved in succes-
sive stages of deviance detection and support the existence of a
hierarchical network devoted to auditory change detection.

Keywords: auditory change detection, magnetoencephalography, midde
latency responses, mismatch negativity, source localization

Introduction

The rapid discrimination of novel sounds in complex acoustic
environments enables us to reallocate our attentional re-
sources to rare and potentially relevant events (Escera et al.
1998; Escera and Corral 2007). In humans, the processing of
such rarely occurring sounds is indexed by an automatic
event-related brain potential/event-related field (ERF) peaking
at 150-250 ms: The mismatch negativity (MMN; Niitinen
et al. 2007) or its magnetic counterpart (MMNm). However,
recent findings by our group have shown that violations of an
auditory stimulus feature trace are also reflected at much
earlier latencies in the auditory brain as indexed by amplitude
modulations of the auditory middle latency responses (MLRs:
Na, Pa, Nb, and Pb), in the initial 50 ms after change onset
(Slabu et al. 2010; Althen et al. 2011; Grimm et al. 2011, 2012;
Leung et al. 2012). Specifically, enhancements of Pa (Slabu
et al. 2010), Nb {(Grimm et al. 2011), and Na components of
the MLR (Grimm et al. 2012), in addition to the MMN in long-
latency responses f(LLRs), were elicited as “genuine”
deviance-related responses, that is, controlling for confound-
ing frequency-specific adaptation effects. Such results suggest
that change detection is hierarchically structured in different
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processing stages along the auditory pathway (Grimm and
Escera 2011; Slabu et al. 2012), thus paralleling other proper-
ties of the auditory system such as spectral (Wessinger et al.
2001; Kumar et al. 2007), temporal-scale (Kiebel et al. 2008;
Lemer et al. 2011), or speech processing (Scott and Johnsrude
2003). A hierarchically organized deviance detection network
would be in line with the “predictive coding” hypothesis
(Friston 2005), stating that the brain predicts the nature of
forthcoming events based on hierarchical message passing
among cortical areas (Garrido et al. 2009). Indeed, such
hypothesis has been recently implemented in a neuronal
model accounting for several MMN findings (Wacongne et al.
2012).

Additional evidence in favor of a hierarchical auditory de-
viance detection system comes from animal studies showing
that stimulus-specific adaptation (SSA), that is, the reduction
of the spiking rate to standard stimuli while keeping robust
responses to deviant stimuli (Ulanovsky et al. 2003) is a wide-
spread property of the auditory system, including cortical
(Ulanovsky et al. 2003, 2004; von der Behrens et al. 2009)
and subcortical structures (Pérez-Gonzilez et al. 2005; Mal-
mierca et al. 2009; Antunes et al. 2010).

In humans, source localization studies have vielded genera-
tors of MMN and MMNm confined to bilateral secondary audi-
tory areas like the anterior Heschl’s gyrus (HG) and superior
temporal gyrus (STG; Opitz et al. 2005; Schonwiesner et al.
2007). On the other hand, MLRs are known to follow a medio-
lateral and postero-anterior propagation starting in medial por-
tions of the HG (Liegeois-Chauvel et al. 1994; Pantev et al.
1995; Yvert et al. 2005) with Pa/Pb complex thought to reflect
a processing stream from primary auditory cortex (PAC) to STG
(Howard et al. 2000). To our knowledge, no studies assessing
the anatomical generators of change detection in the time
range of MLR have been conducted yet.

We aim to show that hierarchically distinct areas of the
auditory cortex are involved in early and late auditory change
detection, thus supporting that detection of deviant sounds is
functionally organized in a hierarchical fashion. We hypothesize
that generators of deviance processing in the time range of MLR
will be located in or close to PAC, whereas those accounting for
MMNm will be located in secondary areas such as STG.

Materials and Methods

Subjects
Thirteen healthy, normal-hearing subjects (7 females) aged 22-34
years (27 years, mean age, standard deviation [SD] = 3.7) took part in
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the experiment. Hearing level was assessed binaurally with a pure
tone audiometry for 5 frequencies (250, 500, 1000, 3000, and 8000
Hz) before or just after the task. The experimental protocol was ap-
proved by the Ethical Committee of the University of Barcelona and
was in accordance with the Cede of Ethics of the World Medical
Association (Declaration of Helsinki). Participants gave written in-
formed consent before the experiment.

Stimuli and Procedure

Auditory stimuli consisted of 50-ms pure sine wave sounds (5 ms rise,
20 ms fall) delivered at 60-dB sound pressure level. Sounds were bi-
naurally delivered by an Etymotic ER-30 system (Etymotic Research,
Inc. United States of America) via plastic earpieces. The 18-ms delay
in the transmissicn of sound was compensated for by an appropriate
shift of the trigger signal.

The stimulus-onset asynchrony was randomly jittered between 150
and 350 ms. The experimental design censisted of an eddball block
including 800-Hz frequency deviant tones occurring at a probability
of 0.20- and 1040-Hz repetitive standard tones occurring at a prob-
ability of 0.80. In a reversed eddball block, the roles of deviant and
standard stimuli were switched in order to allow the comparison
between physically identical stimuli. Only standard stimuli from the
reversed block and deviants from the oddball block were used in
further analyses. For the sake of clarity, we will refer to “reversed
standard” as “standard” condition from now on. A control block, com-
parable with the one first introduced by Schriger and Wolff (1996)
was used, in which stimuli of 5 different frequencies (800, 1040,
1280, 1664, and 2040 Hz) were randomly presented, each at a prob-
ability of 0.20. This was dene to preclude refractoriness confounds.
The 3 blocks were split into 6 blocks, which were presented ran-
domly. In sum, a total amount of 1200 stimuli of each condition (devi-
ants from the oddball block, standards from the reversed block, and
controls) were used in the subsequent analyses.

Data Acquisition

During the recording sessicn, subjects were required to lie as still as
pessible on a bed with their head inside the helmet-like device for
approximately 1 h. Participants were instructed to relax, to ignore the
auditory stimulation, and to attend to a silent movie with subtitles. A
whole-head magnetoencephalography (MEG) system (148 biomagnet-
ometers, 4D Neuroimaging Magnes 2500WH, San Diego, CA, United
States of America) recorded the magnetic currents at 1017 Hz
sampling rate. Data were on-line high-pass filtered at 1 Hz and stored
for off-line analysis. A bipelar electrooculogram was recorded te
identify eye movements. Five small sensor position ceils were at-
tached to the forehead and te the periauricular points in order to de-
termine the position of the head and te track any head movement
occurring during the recording. Data sets in which the relative pos-
ition of the head changed by >0.7 cm throughout the recording
session were discarded from further analyses. For each subject, the
headshape including the forehead, the nose, and the location of the
sensor position coils were digitized using a digitizer wand (Polhemus
Fastrak, Pelhemus Inc., Colchester, VI, United States of America).
Additionally, T3-weighted, 3-dimensional (3D) spoiled gradient-echo,
magnetic resonance images (MRIs) of each individual brain were ac-
quired using a 1.5-T Signa CV (General Electric, Milwaukee, W1,
United States of America) to allow superimposition of MEG and MRI
data.

Data Analysis

Data analysis was performed using Matlab 7.10 (The MathWorks) and
FieldTrip (Qostenveld et al. 2011; www.ru.nl/neuroimaging/fieldtrip,
20101006 release). The signal was digitally low-pass filtered at 150
Hz. The strongest components correspending to cardiac and ocular
artifacts were projected out of the MEG signal using independent
component analysis (ICA; “runica” algorithm implemented in Field-
Trip/EEGLAB, http://sccn.ucsd.edu/eeglab/). Eight hundred samples
(1 s length) including data from each condition were used for ICA. On
average, 3.4 components per subject were identified as blinks, sac-
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cades, or cardiac artifacts (maximum of 5 components in subject 7)
on the basis of their scalp topography and continuous activity (Jung
et al. 2000). Additionally, a rejection threshold of 4 pT was applied to
remove high amplitude artifacts. Finally, LLR data were epoched in
400-ms time windows (including 100-ms pre-stimulus baseline) and
low-pass filtered at 30 Hz (2-pass Butterworth filter; filter order of 4).
For MLR analysis, epoch length was 200ms (including 50-ms
pre-stimulus baseline) and a high-pass filter of 15 Hz was applied
(2-pass Butterworth filter; filter order of 4). Artifactfree trials were
averaged separately for each condition (deviant, standard, and
control ).

For the source localization analysis, we first coregistered the MEG
and the anatomical MRI coordinate systems by using a semiautomatic
procedure. Three landmarks (nasion, and the 2 periauricular points)
were localized in each individual MRI and used for a first alignment
with the MEG ceordinate system. We then performed an automatic fit
between the digitized headshape and the scalp surface extracted from
the MRIs based on an iterative procedure. In each iteration, we
applied a modified version of the iterative closest point algorithm
(Besl and Mckay 1992; icp2©: http:/www.csse.uwa.edu.au/~ajmal/
code/icp2.m) to a different initial position of the digitized headshape.
The location of the headshape relative to the scalp surface was
updated, in each iteration, to the one providing the minimum distance
error between them. Based on the segmentation of the brain surface
of each individual’s MRI, we obtained a semirealistic single-shell head
model for each participant. Subsequently, a standard 3D grid (6 mm
spacing, 12773 voxels inside the head) derived from the Montreal
Neurological Institute (MNI) T1 template brain was adapted to each
individual’s brain volume by means of an inverse-normalization pro-
cedure based on a linear affine transformation (SPM2, Wellcome Trust
Center for Neuroimaging, London, United Kingdom; http:/www.fil.
ion.ucl.ac.uk/). The use of the standard MNI grid would thus allow
for group averaging and statistical comparison of results. Leadfields
were computed for each grid vexel on the basis of a quasistatic
approximation of the brain surface as a single shell (Nolte 2003). The
weakest orthegonal component at each voxel of the leadfield matrix
was excluded. Neurenal sources of interest were identified using a
time-domain minimum-variance spatial filter: The linearly constrained
minimum variance beamformer, designed to detect a signal corre-
sponding to a specific location and attenuate signals from all other
locations (Van Veen et al. 1997). A single covariance matrix was com-
puted for each subject from the combined datasets from all 3 con-
ditions (deviant, standard, and centrol), both for MLR (from —50 to
100 ms) and for LLR (from —100 to 200 ms). The covariance matrix
and the leadfield matrix were used to compute common spatial filter
weights with regularization set to 10% of the mean power. By using
commeon filter weights, we ensured that differences in source activity
across conditions were not due to differences between filters. Sub-
sequently, we projected the sensor-level signal of each condition and
trial into each voxel of source space through the commeoen spatial filter
corresponding to a dipole at this location with fixed optimal orien-
tation. Finally, single-trial data were subsequently averaged separately
for each condition. This procedure thus provided an averaged time
course of activity in scurce space for every subject and condition. Te
reduce spatial filter biases toward the center of the head, voxel
activity was normalized using the neural activity index where the esti-
mated power at each grid peint is divided by an estimate of the noise
(Van Veen et al. 1997).

Individual mean amplitude pseudo-Z maps of the ERF components
in each condition were computed by averaging pseudo-Z values
within a time window of 6 and 20 ms arcund the peak latencies of
the MLR (Nam, Pam, Nbm, and Pbm) and LLR (N1m/MMNm) com-
ponents, respectively. Peak latencies for the menticned components
were derived from the root-mean-squared grand-average computation
for deviant, standard, and control stimuli. Evoked auditory activity of
different conditions was statistically compared using nonparametric
cluster-based permutation #tests (Singh et al. 2003; Maris and Oosten-
veld 2007). This allowed us to determine which voxels showed stat-
istically significant activity by comparing the grand-mean pseudo-Z
value of a given voxel to a distribution of permuted pseude-Z values.
Permutation methods have been widely used in studies applying
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bheamforming techniques on event-related data since no explicit para-
metric distribution of the population is required (Herdman et al.
2003, 2007; Chau et al. 2004; Cheyne et al. 2006).

Significant sources of MMNm and deviance-related effects for MLR
were cemputed by pairwise comparisens of ERF pseudo-Z maps
against conditions (deviant vs. standard; deviant vs. control) for all
compoenents of interest in the above-mentioned time intervals (Nam,
Pam, Nbm, and Pbm for MLR; MMNm for LLR) using a nonparametric
cluster-based precedure that effectively corrects for multiple compari-
sons (see Maris and Qostenveld 2007, for details on the method). This
type of test defines the clusters of interest based on the actual distri-
bution of the data and tests the statistical differences between con-
dition waveforms in each particular voxel using a Monte-Carlo
randomization method. Clusters were defined as spatially adjacent
voxels where a dependent samples i-test with respect te the pseudo-Z
values in 2 conditions exceeded an a priori threshold (P<0.001 for
LLR and P<0.01 for MLR). A lower significance level for MLR was
chosen in order to obtain cluster volumes (for MLR and LLR) of com-
parable size. For each cluster, a statistical analysis was calculated by
taking the sum of all individual voxel fstatistics within a cluster. The
Type I error rate for the complete set of 12773 voxels was centrolled
by evaluating the cluster-level test statistic under the randomization
null distribution of the maximum cluster-level test statistic. Specifi-
cally, the null distribution was obtained by randomly permuting the
data between the 2 experimental conditions within each participant
5000 times.

Similarly, we estimated the sources of the transient N1m fields in
the temporal lobe in order to identify those cortical regions showing
distinctive activity to identical stimuli embedded in the different con-
ditions (deviant, standard, and control). Pairwise comparisons of the
baseline maps against the N1m maps were carried out. Baseline maps
were obtained by averaging pseudo-Z values in each condition
between —100 and 0 ms. N1m pseudo-Z maps were obtained by aver-
aging each condition between 105 and 140 ms. By defining a broad
interval, we included the N1m compenent in each condition. Clusters
were defined as spatially adjacent voxels where dependent samples
ttest with respect to the pseudo-Z values in the 2 time intervals ex-
ceeded an a priori threshold (P<0.0002 for deviant, P<0.0002 for
control, and P<0.005 for standard). The null distribution was ob-
tained by randomly permuting the data between the baseline and the
N1m response within each participant 5000 times.

Determinaticn of acress-subject differences in the lecalization of
deviance-related auditory areas between MLR and LLR was performed
by pairwise comparisons of the location of those individual voxels
showing the largest pseudo-Z values, “peak-voxels,” in the subtracted
activation maps. Individual pseudo-Z maps for MMNm and MLR com-
ponents were computed by averaging the pseudo-Z values within a
time window of 6 and 20 ms around the individual peak latencies of
the MLR (Nam, Pam, Nbm, and Pbm) and LLR (N1oyMMNm) com-
ponents, respectively. Peak-voxel coordinates in the 3 axes (x, 3, and
z) were exclusively extracted from previously computed clusters in
order to ensure that all locations were inside an area showing statisti-
cally significant deviance-related effects. Results were considered sig-
nificant when Student’s ftests yielded P-values (2-tailed) <0.05.
Likewise, localization differences of N1m peak-voxels for the 3 exper-
imental conditions were estimated across subjects. Peak-voxel coordi-
nates in the 3 axes (x, y, and z) were extracted solely from previously
computed clusters showing a significant effect for N1m. For each axis,
a repeated-measures analysis of variance (ANOVA) including the
factor condition (deviant, standard, and control) was calculated.
Results were considered significant when P<0.05 using a 2-tailed
analysis. Bonferroni correction was used for multiple pairwise
contrasts.

Results

We delivered low-probability sounds interspersed in a context
of frequently repeated tones to show that auditory change
detection can be traced by both LLR and MLR. The
event-related beamforming approach allowed us to estimate
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the contribution of different neural generators involved in de-
viance detection. Figure 1 shows the ERF and topographies of
the grand-averaged magnetic fields corresponding to LLR and
MILR for the 3 different conditions. N1m component peaked
at 115 and 118 ms after sound onset in the deviant and
control condition, respectively. The N1m field in the standard
condition showed a clear adaptation as a result of repetitive
stimulation. Unexpectedly, N1m in response to control tones
clicited a higher magnetic response than deviant tones.
Middle latency evoked fields were approximately 3 times
smaller in amplitude when compared with LLR fields. On
average, Nam component peaked at 23 ms; Pam peaked at 32
ms; Nbm peaked at 43 ms; and Pbm peaked at 55 ms. As
shown in Figure 1, the field distribution of hoth MLR (Nbm)
and LLR (N1m) responses showed a clear dipolar distribution
over sensors located in the Sylvian fissure.

For LLR, deviant versus standard comparison resulted in
one custer where pseudo-Z values were significantly higher
for deviant when compared with standard tones (P<0.001,
corrected for multiple comparisons) in the latency range of
N1m/MMNm. Figure 2 shows the grand-mean source estimate
of deviant versus standard (MMNm) activity exceeding the
statistical threshold in the long-latency range. This cluster was
clearly located in the right temporal lobe, specifically, in both
medial and lateral portions of STG, HG, and middle temporal
gyrus. The peak-voxel in the thresholded grand-mean source
estimate of MMNm was located between the right middle tem-
poral gyrus (MTG) and the right STG. This area, posterior to
Heschl's sulcus, is usually defined as planum temporale (PT;
MNI coordinates: 54, —18, —2). No clusters over left auditory
cortex areas exceeded the imposed statistical threshold for
MMNm. As can be inferred from the virtual channel waveform
obtained from the peak-voxel in Figure 3, MMNm peaked in
the grand-average waveform at 115 ms. Deviant versus control
comparisons, intended to provide a clearer picture of net
memory-hased comparison processes than the “classic MMN”,
resulted in no statistically significant voxels. Tones in the
control condition elicited stronger activity than deviant tones;
however, this difference in activity did not reach statistical
significance.

In the middle latency time range, the same procedure was
repeated for the main MLR components. Deviant versus stan-
dard comparisons for the Nam, Pam, and Pbm components
showed no active voxels exceeding the mentioned a priori
threshold. Only deviant versus standard pairwise comparison
for the Nbm component resulted in a significant cluster of
activity (P < 0.01). As shown in Figure 4, this cluster was loca-
lized over the right temporal lobe, specifically, in areas includ-
ing HG, a small aspect of the medial STG, and extending
anteriorly to the insula. The peak-voxel in the thresholded
grand-mean source estimate of Nbm (deviant vs. standard)
was located in the anterior part of the medial HG, next to the
long insular gyri (MNI coordinates: 42, —18, 4). Figure 5
shows the virmial channel obtained from the peak-voxel in
Nbm (deviant vs. standard) peaking at 43 ms. Cluster-hased
t-test for paired differences between deviant and control tones
vielded no statistically significant clusters for any of the com-
ponents. Unlike LLR, Nbm deviant condition elicited numeri-
cally larger activity than control tones; however, the
difference did not reach statistical significance.

To further investigate location differences in the generators
of MMNm and Nbm differential activities across subjects,
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Figure 1. (Top) Grand-averaged ERFs from MLR (left} and LLR [right). Fifty-three sensors from each hemisphere are displayed. Midline sensors have been excluded. (Bottom)
Magnetic field distribution for MLR (Nbm component) and LLR (N1m component) in the deviant condition. The 53 sensors used for the waveform computation are depicted.

individual peak-voxels from the deviant minus standard sub- enhancement, individual peaks of maximal activity were only
traction waveforms were extracted. To ensure that chosen extracted from those areas showing statistically significant
peak-voxels’ activity represented a significant deviance effects in the grand-averaged activity maps. Accordingly,
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Figure 2. Thresholded grand-mean pseudo-Z activity for MMNm (Deviant minus reverse standard) after nonparametric cluster-based analysis. Significant voxels (P < 0.001,
corrected] are projected to the surface of a normalized MRI. The blue diamond (shown on slice 2) indicates grand-mean peak-voxel for MMNm (Deviant minus reverse standard).

Pseudo-Z values represent the ratio of signal-to-noise power of the evoked response.

MMNm and Nbm (deviant-standard) individual peak-voxel
coordinates (x, y, and z) were pairwise compared among our
sample of participants. Figure 6 shows the location of the
individual peak-voxels for LLR (MMNm) and MLR (Nbm)
located inside a cluster reflecting significant deviance detec-
tion activity. Results derived from repeated measures f-test
showed that there was a significant difference in the y-axis
(antero-posterior; t=3.288, P=0.006) between the peak-
voxels for MMNm (mean=—-16.77, SD=7.17) and Nbm differ-
ential activity (mean=-5.54, SD=11.26). In the x-axis
(medio-lateral; t=-2.334, P=0.038), Nbm difference peak-
voxel positions (mean=46.92, SD=11.3) were located more
medial than MMNm peak-voxels (mean=56.3, SD=11.84).
No statistically significant differences were found in the z-axis
(inferio-superior).

As a priori-defined region of interest (ROI) for each latency
range could bias localization results, we decided to repeat the
procedure but using only one cluster or ROI for both MLR
and LLR subtracted responses. This cluster contained all poss-
ible voxels that appeared as statistically significant in both
LLR and MLR cluster-based analyses. We found that a differ-
ence between MMNm (mean=53.31, SD=11.84) and Nbm
(mean=46.62, SD=11.72) peak-voxels existed in the x-axis
(t=-2.51, P=0.027). Also, for the y-axis, MMNm peak-voxels
(mean =-16.77, SD=7.17) were posterior to deviance-related
Nbm peak-voxels (mean=-7.54, SD=12.65; =243,
P=0.032).

Additional analyses on the localization of the NIm re-
sponse to the different conditions provided means to argue in
favor for a genuine involvement of change detection. N1m in
response to deviant and control tones resulted in one cluster
on the right hemisphere where pseudo-Z values were signifi-
cantly higher for NIm when compared with baseline levels
(P<0.002, corrected for multiple comparisons). For N1m to
standard tones, the same procedure yielded 2 clusters located
bilaterally on the supratemporal planes (P<0.005, corrected
for multiple comparisons). Results are displayed in Figure 7.
These statistically significant clusters were subsequently used
as spatial constrains to compute statistics across individual
peak-voxels. One-way ANOVAs for each of the 3 axes (x, y,
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Figure 3. Grand-mean wirtual channel waveform for the 3 conditions in the
long-latency range: Deviant (red), reversed standard (blue), control (black). The virtual
channel corresponds to peak-voxel (voxel with maximal activity) for MMNm (Deviant
minus reverse standard) in the pseudo-Z activity map, shown in Figure 2. Time zero
indicates tone onset. Absolute values are given.

and z) revealed statistically significant differences between
conditions. In the x-axis (F ;>=8.03, P<0.003), pair-wise
comparisons showed that deviant-related N1m sources were
located lateral to standard-related NIm sources (t=3.597;
P <0.012). Deviant—control contrast did not yield a statistically
significant difference when Bonferroni correction was applied
(t=2.61; P<0.07). In the py-axis (y-axis: F;,»=18.670,
P<0.001), both deviant and control conditions showed
more anterior N1m source locations than the standard
condition (t=4.98, P<0.002; t=4.726, P<0.002). Finally, in
the z-axis (Fy ;5 =21.956, P<0.001), deviant and control con-
ditions yielded N1m source locations being more superior
than the standard condition (t=6.236, P<0.001; t=5.162,
P<0.002).

In sum, both grand-average mean locations and intersub-
ject peak-voxel results showed that the deviance-related en-
hancement of activity reflected in the Nbm component was
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Figure 4. Thresholded grand-mean pseudo-Z activity for Nbm (Deviant minus reverse standard) after nonparametric cluster-based analysis. Significant voxels {P < 0.01,
corrected) are projected to the surface of a normalized MRI. The blue diamond (shown on slice 5) indicates grand-mean peak-voxel for Nbm (Deviant minus reverse standard).

Pseudo-Z values represent the ratio of signal-to-noise power of the evoked response.
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Figure 5. Grand-mean virtual channel waveform for the 3 conditions in the middle
latency range: Deviant (red), reversed standard (blue), control (black). The virtual
channel corresponds to the peak-voxel (voxel with maximal activity) for the Nbm
(Deviant minus reverse standard) in the pseudo-Z activity map, shown in Figure 4.
Time zero indicates tone onset. Absolute values are given,

generated by sources located medially and anteriorly to the
ones of the deviance-related activity in the MMNm time range.
In addition, analyses of transient responses in the long-latency
range revealed spatially distinct source generators involved in
the N1m response to the 3 different stimulus conditions.

Discussion

Results from this study have shown that areas involved in
auditory deviance detection in the human brain exist in 2 sep-
arated spatial and temporal domains. Regions showing larger
activity for deviant events in the time range of MLR were
located in the right hemisphere, anterior and medial to those
of the MMNm, and overlapping anterior aspects of HG, tem-
poroinsular areas, and antero-medial portions of the right
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STG. Consistent with recent electroencephalography (EEG)
findings (Grimm et al. 2011, Leung et al. 2012), unexpected
pure tones elicited larger Nbm responses than physically iden-
tical tones occurring in a repetitive fashion. Source estimates
for deviance-related Nbm overlapped the anterior rim of HG,
including its medial and central aspects, a region equivalent
to the cytoarchitechtonically koniocortical Tel area (Brod-
mann area 41). Tel.0 subdivisions have been described in cy-
toarchitechtonic and probabilistic maps of the human
auditory cortex as the PAC (Morosan et al. 2001; Rademacher
et al. 2001). The grand-averaged peak-voxel was located
medially in a site overlapping the medial aspect of HG. These
results are in line with previous electrophysiological studies
pointing at different regions along the medio-lateral and pos-
terior—anterior axes of HG as the neuronal generators of the
Pa/Pb components of the MLR. Intracranial recording studies
(Liegeois-Chauvel et al. 1991, 1994) localized generators of
auditory MLR between 30 and 50 ms in medial and central
parts of HG, respectively. These findings were further con-
firmed by means of MEG recordings, showing an origin of
MLR at 20 ms in medial HG (Scherg et al. 1989; Scherg and
von Cramon 1990; Litkenhoner et al. 2003). Similarly, MEG
studies (Yoshiura et al. 1995; Gutschalk et al. 1999; Inui et al.
2006) showed 2 different sources accounting for the early and
late part of the MLR, located in the medial and lateral parts of
HG, respectively. Their findings, suggestive of a serial acti-
vation, are consistent with anatomical findings in monkeys
showing strong connections between core and adjacent belt
regions (Merzenich and Brugge 1973; Galaburda and Pandya
1983). Source generators of transient Nbm component
(peaking around 40 ms after sound onset) have been located
over lateral areas of the STG (Yvert et al. 2001; Inui et al.
2006). Source localization discrepancies might stem from
differences in the time intervals chosen to delineate
event-related activity in this latency, different reconstruction
techniques, and experimental design. Still, the localization of
the deviance-related activity found here is highly consistent
with localization of MLR components shown by the above-
mentioned MEG studies and intracranial recordings
(Liegeois-Chauvel et al. 2001). To our knowledge, this is the
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first time that the sources of deviance-related MLR have been
localized in a region overlapping medial and lateral HG.
Source estimates of MMNm (deviant minus standard)
spanned right hemisphere regions of STG, MTG, superior
temporal sulcus (STS), and posterior portions of HG. Our
results are in agreement with the bulk of MMN localization
studies, where, independently of the technique or stimulation
employed, STG is the most consistent finding (Opitz et al.
1999, 2002; Tervaniemi et al. 2000, 2006; Doeller et al. 2003;
Schall et al. 2003; Rinne et al. 2005; Schénwiesner et al. 2007;
but see Maess et al. 2007). Specifically, the grand-average
peak-voxel for MMNm was localized in STG, bordering

Individual peak voxels

= 25 * X 8MMNm
SD

Figure 6. Locations of MMNm and Nbm (Deviant minus reverse standard) peak-
voxels for the one-cluster analysis. Empty circles and stars indicate individual subjects
[n =13}, filled circles and stars represent mean locations across all subjects. The blue
cross represents standard deviation. Axis values indicate millimeters (MNI coordinates).
The cube covers a reduced area of the right temporal lobe.

[l Deviant (P< 0.002)
[l Control (p< 0.002)
[l standard (p < 0.005)
Deviant and control overlapping area

posteriorly with HG. Source estimates as a whole overlapped
cyto- and receptoarchitectonic Te2.2 and Te3 subdivisions of
the auditory cortex (corresponding to BA 42 and BA 22;
Morosan et al. 2005), thought to correspond to secondary
auditory areas. Also, activity overlapping HG was found, con-
sistent with previous findings (Opitz et al. 2005; Maess et al.
2007; Schonwiesner et al. 2007). Schonwiesner et al. (2007)
reported activation in STG and in both medial and lateral HG,
suggesting contributions of PAC areas to deviance detection.
Similarly, Opitz et al. (2005) disentangled the existence of a
cognitive mechanism (deviant vs. control) in secondary areas,
and a sensory mechanism (standard vs. control) generated in
a primary auditory area of HG. The right lateralization of the
MMNm observed in our study is consistent with previous non-
linguistic studies showing larger MMN amplitude in the right
hemisphere, irrespective of the stimulated ear (Scherg et al.
1989; Giard et al. 1990; Paavilainen et al. 1991; Grimm et al.
2006). Similarly, sources of Nbm were lateralized to the right
hemisphere. This might point to the fact that the MLR
change-related enhancement is an upstream index of contex-
tual deviance processing preceding MMNm. Nevertheless, a
complementary explanation based either on the greater spec-
tral variation sensitivity of the right hemisphere for pure-tone
processing (Liegeois-Chauvel et al. 2001; Zatorre and Belin
2001; Jamison et al. 2006) or methodological differences
cannot be ruled out.

The arrangement of the distinct auditory regions found
here is comparable with the structures described in previous
studies using intracranial recording in humans (Howard et al.
2000; Brugge et al. 2003), showing a functional differentiation
between the mesial-HG and the postero-lateral STG. In func-
tional magnetic resonance imaging, a source location of the
MMN posterior to the source of the P50 component has been
shown (Mathiak et al. 2002). In accordance, our results
suggest that generators of MMNm are partially located in sec-
ondary areas, whereas deviance-related Nbm arises from
primary auditory areas (Borgmann et al. 2001).

Our source localization results extend the notion of a multi-
stage organization of deviance detection (Boutros et al. 1995;

N1m sources

Figure 7. Thresholded grand-mean pseudo-Z activity maps (105-140 ms] for deviant (P < 0.002; in red), contral (P < 0.002; in green), and standard (P < 0.005; in blue) N1m
(N1m minus baseline} after nonparametric cluster-based analysis. Overlapping voxels between deviant and control N1m source estimates are also displayed (in yellow).
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Sonnadara et al. 2006; Slabu et al. 2010, 2012; Althen et al.
2011; Grimm and Escera 2011; Grimm et al. 2011, 2012;
Leung et al. 2012) by showing differences in the anatomical
domain. Cur results suggest that the existence of a sequential
and redundant transition of change-related activity occurs
between ~40 and ~100 ms, spreading from anterior areas of
HG to lateral and posterior areas of the auditory cortex. It is a
widely held view that redundant information in the brain is
efficiently reduced as stimuli are successively processed in
different stations (Barlow 1961; Friston 2005). Deviance de-
tection, as shown in the present study, fits well with the idea
of hierarchically organized areas devoted to increasing levels
of auditory regularity and acoustic violation processing
(Grimm and Escera 2011). Only further studies using more
complex levels of acoustic regularities will allow for disentan-
gling a differentiation hetween the functional role of early
and late change detection. Modulations of early auditory
activity during oddball situations have been broadly inter-
preted as early indexes of deviance detection (Boutros et al.
1995; Sonnadara et al. 2006; Slabu et al. 2010, 2012).
However, according to the lack of results delineating pure
memory-hased deviance detection processes, alternative
interpretations might be taken into account. MLR amplitude
enhancements could be indexing stimulus change per se, irre-
spective of the previously encoded regularity. Under this
view, the early mechanism indexed by modulations of Nbm
in primary areas would act as a stimulus detector signaling to
higher order mechanisms devoted to memory-based change
detection, the MMNm. This interpretation is in line with a
study by Schénwiesner et al. {2007) which observed the
sources of the MMN to duration changes located in lateral and
medial portions of HG, PT, and along the STG and STS,
whereas only STG and PT showed a deviance magnitude
modulation. Based on that finding, the authors suggest that
changes are initially detected in primary auditory areas,
whereas STG and PT might be enrolled in a detailed analysis
of acoustic changes. Similarly, Leung et al. (2012) suggested
that, with the exception of frequency, deviance detection at
carly latencies is feature unspecific, whereas MMN indexed
feature specific changes. Altogether, interpretations based on
the different functional role of MMN and deviance-related
MLR support the notion of deviance detection as a hierarchi-
cally organized network in the human brain Although the
idea of an early noncomparator mechanism processing stimu-
lis change per se is feasible, previous results showing en-
hanced responses to frequency deviants when compared with
control sounds would not support this view (Slabu et al
2010; Grimm et al. 2011; 2012). Similarly, the numerically
largest deviant response found in the MLR time range of the
present study argues in favor of a sequential activation of a
change detection network.

Even though a direct functional relationship between
change detection in the MLR and MMN time range cannot be
drawn from the present study, the existence of 2 brain mech-
anisms of change detection operating at different spatial and
temporal scales leads to the hypothesis that deviance proces-
sing might be framed under the same hierarchic model de-
scribed for the auditory cortex of the macaque monkey (Kaas
and Hackett 1998; Rauschecker 1998; Kaas et al. 1999).
Single-cell and multiunit recordings in animals studying SSA
have described an ubiquitous presence of neurons respond-
ing to deviant events along the auditory pathway, from
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anatomically low levels such as the inferior colliculi (Malmier-
ca et al. 2009), the auditory thalamus (Antunes et al. 2010),
and extending up to the PAC (Ulanovsky et al. 2003, 2004;
von der Behrens et al. 2009). Although S5A has been re-
garded as the single-neuron correlate of the MMNm (Nelken
and Ulanovsky 2007), remarkable differences contradict the
assumption that the former directly accounts for the latter
{von der Behrens et al. 2009). Instead, the most parsimonious
explanation is that SSA in the PAC is reflecting a process “up-
stream” of MMN generation, that is to say, PAC first detects
changes that subsequently would elicit MMN in higher areas.
Since the sources of the deviance-elicited Nbm component
described here (peaking at about 40 ms from stimulus onset)
were estimated in, or near, the vicinity of PAC, our findings
are not only suggestive of an upstream deviance detection
mechanism, but provide anatomical evidence to support the
hypothesis that deviance-related MLR may be the human
analog of single-cell firing and local-field potential patterns
found in PAC of animals (Ulanovsky et al. 2003, 2004; von der
Behrens et al. 2009). This notion is further supported by the
fact that both scalp-recorded MLR and single-neuron spikes
share a common firing time interval, responding to deviant
stimuli at about 20 ms from stimulus onset {Pérez-Gonzalez
et al. 2005; von der Behrens et al. 2009).

Differences between deviant minus control conditions
vielded no significant effects, neither for MLR, nor for LLR. In
this regard, it should be argued that we were not able to
delineate pure memory-based deviance detection processes
from contributions of a differential state of refractoriness (Ja-
cobsen et al. 2003). Despite the differential brain response to
deviant tones and their homologous control tones is a well
established finding in the EEG literature pointing to the
memory comparison nature of the MMN (Schréger and Wolff
1996; Jacobsen et al. 2003; Slabu et al. 2010; Grimm et al.
2011, 2012), it is also acknowledged that the genuine com-
parison underestimates the MMN due to a higher refractory
state of neurons responding to deviants compared with con-
trols (Schréger 2007). The unobserved genuine MMNm effect
could be related to the tendency of the control condition to
“overcontrol”, vielding less adaptation to control tones when
compared with deviants (Kujala et al. 2007; Schroger 2007,
Taaseh et al. 2011). It could alsc be related to the extremely
fast presentation rate vielding amplitude-diminished transient
responses (May and Tiitinen 2010). In agreement with the
notion that the traditional MMN comparison vields a combi-
nation of memory comparison-based and memory
comparison-unrelated deviance-related effects (Jacohsen and
Schroger 2001; Taaseh et al. 2011), our analyses on the
sources of N1m showed a clear distinction between the local-
ization of pseudo-Z maps for the different conditions. Cur
results suggest that neural generators for infrequent tones de-
viating in frequency were located in different positions of
each axis when compared with repeating tones. The differ-
ence between neural generators for N1m to deviant and stan-
dards in the anteriorposterior axis is consistent with
previous MEG studies arguing for the involvement of separate
change-specific neural populations underlying MMNm (Hari
et al. 1992; Tiitinen et al. 1993; Korzyukov et al. 1999). The
different location of N1m in response to deviant tones when
compared with standard tones supports the existence of sep-
arate change-specific neural populations giving rise to the
MMN/MMNm (Korzyukov et al. 1999; Niidtinen et al. 2005).
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The lack of controlled results poses interpretative limitations
regarding the genuine nature of memory-based deviance de-
tection reported here, since hypothesis based on combined
contributions of adaptation and memory comparison cannot
be ruled out. In the time range of the MLR, lack of deviant
versus control effects might point to the existence of a stimu-
lus detection mechanism that is not related to memory com-
parison, as suggested previously. In any case, evidence points
to the areas underlying the aforementioned components
being acting in a sequential fashion during auditory deviance
detection.

To our knowledge, this is the first study that applied spatial
filter source reconstruction to both early and late
deviance-related responses. Results in the present study nicely
delineated the sources of auditory deviance detection on right
hemispheric auditory areas. The use of spatial filters to esti-
mate auditory activity has been, from a theoretical and com-
putational point of view, limited by the fact that high
correlations between sources deteriorate the performance of
beamformers by introducing distortion in time courses,
spatial blurring of sources, and reduction in reconstructed
source intensities (Van Veen et al. 1997; Sckihara et al. 2002).
Yet, it has been shown that standard beamformers are able to
adequately reconstruct the magnitude of simulated corre-
lations up to a relatively high level of source correlation
(2 =0.7-0.8) and low signalto-noise ratios (Sekihara et al.
2002). Belardinelli et al. (2012) drew the same condusion by
assessing the impact of correlation on real data. Authors
showed that phantom generated parallel dipoles in the 2
hemispheres (as might be the case in our data) separated by
3 cm were just slightly distorted in location and still recogniz-
able when correlation levels reached 0.55, but clearly more
blurred, with a high correlation of 0.95. The use of common
filters and non-averaged data for the covariance matrix com-
putation makes high correlation between hemispheres less
likely to occur in our data (Brookes et al. 2010).

In summary, we provide evidence for 2 temporally and
spatially separated neuronal sources indexing auditory de-
viance detection in the human auditory cortex. Our findings
strongly support the presence of a neuronal assembly in the
PAC located medially and anteriorly to the source generators
of MMN. The existence of hierarchically different areas re-
sponding to auditory deviances is highly suggestive of a large
distributed cortical network devoted to the processing of rare
and unexpected auditory events.
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Abstract: Our auditory system is able to encode acoustic regularity of growing levels of complexity to
model and predict incoming events. Recent evidence suggests that early indices of deviance detection in
the time range of the middle-latency responses (MLR) precede the mismatch negativity (MMN), a well-
established error response associated with deviance detection. While studies suggest that only the MMN,
but not early deviance-related MLR, underlie complex regularity levels, it is not clear whether these two
mechanisms interplay during scene analysis by encoding nested levels of acoustic regularity, and whether
neuranal sources underlying local and global deviations are hierarchically organized. We registered magne-
toencephalographic evoked fields to rapidly presented four-tone local sequences containing a frequency
change. Temporally integrated local events, in tum, defined global regularities, which were infrequently
violated by a tone repetition. A global magnetic mismatch negativity (MMNm) was obtained at 140-220 ms
when breaking the global regularity, but no deviance-related effects were shown in early latencies. Con-
versely, Nbm (45-55 ms) and Pbm (60-75 ms} deflections of the MLR, and an earlier MMNm response at
120-160 ms, responded to local violations. Distinct neuronal generators in the auditory cortex underlay the
processing of local and global regularity violations, suggesting that nested levels of complexity of auditory
object representations are represented in separated cortical areas. Our results suggest that the different
processing stages and anatornical areas involved in the encoding of auditory representations, and the sub-
sequent detection of its violations, are hierarchically organized in the human auditory cortex. Hum Brain
Mapp 00:000-000, 2014, © 2014 Wiley Periodicals, Inc.
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INTRODUCTION

Sounds do not occur in isolation but are generally inte-
grated into more complex pattemns, as occurs in speech, ani-
mal vocalizations, or even in common sounds like our alarm
ringtone. In such cases, the temporal integration of the
ongoing sensory input plays an important role of organizing
the acoustic background and, thus, guiding our perception
[Bregman, 1990; Winkler et al., 2009]. Modeling our auditory
scene in search for regularities is essential not only to organ-
ize our perceptual background into meaningful percepts but
also to predict future sensory events [Friston, 2005; Winkler
et al.,, 2009]. Hence, regularity-violation signals like the mis-
match negativity (MMN), an auditory evoked potential to
unexpected stimuli [Nddtinen et al, 1978], serve as an
appropriate tool to investigate the mechanism underlying
perceptual organization and predictive processing in the
human brain [Bendixen et al., 2012]. The MMN, generated in
supratemporal areas between 100 and 250 ms after stimulus
onset [Naatinen et al., 2007], indexes sudden changes in pre-
viously encoded regularities and is an indirect marker of the
auditory memory-trace formation [Haenschel et al,, 2005].

Remarkably, recent human studies have revealed the
existence of earlier indices of deviance detection and regu-
larity encoding preceding the MMN. Slabu et al. [2010]
and Grimm et al. [2011] showed that different deflections
of the middle-latency response (MLR), peaking between 10
and 50 ms after stimulus onset, were significantly
enhanced in response to simple deviations as compared to
control stimuli, suggesting that dynamic modeling of the
acoustic regularity rather than adaptation underlies devi-
ance detection well before MMN. In parallel, a large group
of animal findings support the existence of very early indi-
ces of deviance detection in the mammal brain [Avala
et al., 2013; Taaseh et al., 2011]. Single-unit and multiunit
recordings, as well as local field potentials, showed that
particular auditory neurons display stimulus-specific
adaptation (S5A), an attenuated response to repetitive
stimuli, just 20 ms after sound onset [Malmierca et al.,
2009; Ulanovsky et al., 2003]. Although 55A has been con-
sidered a possible single-neuron correlate of the MMN
[Nelken and Ulanovsky, 2007], differences in the underly-
ing phammacological properties [Farley et al, 2010], the dif-
ferent anatomical generators involved [Malmierca et al.
2009], and their time scale, make MLR a better correlate of
the animal SSA. Yaron et al. [2012] showed that neurons
in the primary auditory cortex of the cat displayed a
reduced firing when stimuli were presented in regular
sequences, in contrast to typically random oddball sequen-
ces. Results showed that neural responses were sensitive
to the structure of sound sequences; however, the decrease
in neural discharge was present both in repeated and devi-
ated stimuli, leaving open the question of whether early
levels of the auditory pathway can encode complex or
pattern-like regularities, and detect subsequent deviations.
In humans, Cornella et al [2012] showed that simple
sound features like location are rapidly encoded at the

level of MLR, and subsequently in the time range of the
long-latency responses (LLR) by the MMN [Grimm et al,
2012; Sonnadara et al., 2006]. Notably, rare frequency repe-
titions in a sound alternation sequence were only detected
at the level of MMN but not in earlier latencies. Similarly,
results by Althen et al. [2013] showed that simple sound
regularities (ie, frequency) were processed earlier than
complex regularities (i.e., frequency-location combina-
tions). Together, the above mentioned findings suggest
that regularity encoding is a ubiquitous property of the
mammal auditory system that may be organized in
ascending levels of complexity [Escera and Malmierca,
2014; Grimm and Escera, 2012]. However, two important
points are still unresolved: First, previous human studies
did not allow for testing whether deviance-related MLR
and MMN mechanisms interplay when processing nested
levels of regularity of growing complexity [Althen et al,
2013; Cornella et al., 2012], as occur in most real-life acous-
tic events. Second, it is not clear whether these mecha-
nisms are supported by anatomically distinct areas and
whether these sources show a hierarchical arrangement.

Previous studies have shown distinct MMN generators
for simple rules as compared to more complex types of
regularity. Magnetic mismatch negativity (MMNm) sour-
ces to deviations in feature conjunctions (ie., pitch-loca-
tion) have been located in more anterior portions of the
auditory cortex when compared to sources derived from
simple frequency changes [Takegata et al, 2000]. Similar
results were obtained for abstract, but still local, changes
in frequency direction [Korzyukov et al,, 2003]. Alho et al.
[1996] showed that equivalent current dipoles in response
to changes in a serial tone pattern were located 1 cm medi-
ally as compared to sources of the MMNm elicited by sim-
ple frequency changes. Although accurate localization of
the MMNm to complex changes might differ across stud-
ies depending on the stimuli used, the complexity of the
regularity at play, or the source localization techniques
used, overall findings suggest that the neural circuits
underlying deviance detection vary as a function of the
perceptual context [Alain et al. 1999a]. On this line, Suss-
man et al. [1998] showed that the MMN was abolished for
predictable occurrences of a frequency change when tones
in a sequence were presented at a fast pace. Their results
suggest that sound organization changed from a local
single-repeating tone rule to a global tone-repeating pat-
tern. Despite that previous studies have elucidated the
neuronal sources of both deviance-related MLR and
MMNm [Recasens et al., 2014], as well as the generators
underlying local and global deviations [Bekinschtein et al.,
2009; Wacongne et al,, 2011], this is, to our knowledge, the
first attempt to localize multiple neuronal generators
underlying local and global deviations in very early laten-
cies during an unattended condition task.

In this magnetoencephalographic (MEG) study, we used
similar sound structures to Yaron et al. [2012] and Suss-
man et al. [1998] with the difference that pattern
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deviations {an unexpected tone repetition) were included
in addition to local-rule deviations (a frequency change)
[see alsa: Bekinschtein et al., 2009; Herholz et al, 2009,
2011; Wacongne et al., 2011]; therefore, putting the stress
on both local (based on relations between temporary adja-
cent stimuli) and global (based on the relation between
temporary nonadjacent sounds) types of regularity. We
aimed to highlight the different roles of the early and late
mechanisms in the organization of the auditory scene by
showing that the neuronal generators underlying the rep-
resentation of local and global invariance are mapped in
distinct areas of the human brain and in distinct time
scales, thus providing support for the notion that the
human auditory system is organized in a hierarchical fash-
ion. We expected to obtain an MMNm response to global
regularity violations, thus indexing pattern-object repre-
sentation, and early areas underlying MLR to respond to
violations of local rules only; thus showing that beyond
the acoustic feature at play, different auditory mechanisms
assist the representation of local and global acoustic regu-
larities. At the anatomical level, we hypothesized that mul-
tiple sources in the vicinity of the primary auditory cortex
allocated the neuronal generators of local deviance detec-
tion as obtained in different time ranges [Recasens et al,
2014]. Moreover, we predicted that a clear anatomical sep-
aration would exist between sources underlying local and
global acoustic regularity processing. We expected neuro-
nal generators underlying global deviations to be located
in hierarchically superior areas than those underlying local
regularity violations.

MATERIALS AND METHODS
Participants

Fifteen healthy subjects (eight female, age: 27.4 +3,
mean + 5D} participated in the experiment. All subjects
had normal hearing as evaluated by clinical audiometry at
the beginning of each MEG session for each ear. All sub-
jects provided written consent prior to their participation
in the study and received monetary compensation for it
The experimental protocol was approved by the ethics
committee of the Medical Faculty of the University of
Munster and the study was conducted according to the
Declaration of Helsinki.

Stimuli and Procedure

Stimuli consisted of 50-ms pure tones (10 ms rise and
decay time} delivered binaurally at 60 dB SL (Sensation
level) via 9¢ cm long MEG-comipatible plastic tubes (Ety-
motic Research). Two close sinusoidal tones, 988 Hz (“A”
tone} or 880 Hz (“"B” tone), were presented isochronously
at 200 ms SOA (stimulus-onset-asynchrony) within repeat-
ing patterns of either four tones randomly occurring at a
probability of 0.8 (AAAB: Standard patterns) or five tones

j1=988 Hz
| =880Hz

Oddball block ||| ‘IDEV: 20%
||||||||||||||II<

STD: 80% —p §STD: 75%

”” i | DEV: 25%

Reversed block

STD: 75%
. 0,
HTEHIFEHTTH— P rsro:1ome — |355:25%
Global rule Local rule
Figure I.

Experimental design. Oddball and reversed blocks were com-
posed of four-tone repeating sequences (200 ms SOA). Frequen-
cies, and the role of deviant and standard, were interchanged in
reversed blocks (left). Global rules (middle) were composed by
sequences containing three repetitions and one pure tone devia-
tion when standard (STD), and four repetitions and one pure
tone deviation when deviants {DEV). The global deviation was
defined by the fourth 988 Hz pure tone. Sequences in the
reversed block contained standard global rules only (rSTD).
Local rules (right) were defined by the pure tones within global
sequences (standards only). Three standard repetitions (STD)
defined the local rule, violated by a frequency change (DEV).

occurring at a probability of 0.2 (AAAaB: Deviant pat-
terns). The interval between global sequences was also
kept at 200 ms, thus, leading to a continuously ongoing
tone presentation. A fast presentation rate was used to
facilitate automatic grouping of nested local objects under
global patterns [Sussman et al., 1998; Sussman and Gume-
nyuk, 2005]. Additionally, a reversed block consisting of
frequency-reversed standard patterns (BBBA)} was pre-
sented to contrast against physically identical tones (Fig.
1). This prevented frequency-specific effects to mask real
change-dependent effects, particularly for MLR. The global
condition was assessed by comparing the activity from the
rare fourth a-tone against the previous A-tone. We
assessed the local condition by comparing the activity
from local deviants, within standard patterns only, against
physically identical standard tones preceding the fre-
quency change. Thus, two local conditions, one per each
frequency, were obtained (A vs. reversed-A; and B wvs.
reversed-B). In total, 660 rare repetitions of the a-tone
(global deviants), 1992 B-tones (local deviants) in the odd-
ball block, and 1105 A-tones in the reversed block
(reversed local deviants) were delivered. Local deviants
appearing after a global deviant were excluded from the
analysis. The presentation of the experimental sequence
was split in four pseudorandomized runs (consisting of
three oddball blocks and one reversed block). Stimuli were
presented using Presentation (Neurobehavioral Systems).

Data Acquisition and Analysis

Evoked magnetic fields were recorded with a 275-sensor
whole-head system (OMEGA 2005, CTF Systems) in a mag-
netically shielded room. Data were acquired continuously
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during each run with a sampling rate of 1200 Hz. Subjects
were seated upright and were asked to relax, ignore acous-
tic stimulation and focus on a muted self-selected movie
with no subtitles. The subject’s alertness and compliance
were verified by video monitoring. Recording lasted for 1 h
approximately and subjects were not allowed to move their
head between runs. No subjects were discarded due to
head movement across runs (maximum head displacement
throughout the session did not exceed 0.7 em along the
inferior—superior axis).

Analyses were carried out using the FieldTrip toolbox
[Qostenveld et al, 2011] under Matlab 2012 {The Math-
Works Inc.). For LLR analysis, datasets were epoched in
intervals of 400 ms (100 ms baseline). Epoch intervals of
150 ms (50 ms baseline) were cut for MLR analysis. An off-
line band-pass filter (2-pass Butterworth, filter order of 4)
was applied from 1 to 30 Hz for LLR, and from 15 to 150
Hz for MLR. Additionally, a DEFT filter with 600 ms of sam-
ple padding was used to clean the data from the 50 Hz
component and its harmonics. Epochs were baseline cor-
rected using the whole baseline interval. On a separate
analysis, the strongest components corresponding to cardiac
and ocular artifacts were identified and rejected from the
above mentioned dataset by means of independent compo-
nent analysis, using the runica algorithm [Makeig et al,
1997]. To carry out independent component analysis, 100
samples (1 s length) from each run were downsampled and
filtered between 1 and 150 Hz. A mean of 3.3 independent
components per subject were rejected manually by visual
inspection on the basis of their scalp topography and con-
tinuous activity [Jung et al, 2000]. Subsequent epochs con-
taining channels having a signal amplitude range larger
than 2.5 pT were considered artifact-contaminated and
excluded from the averaging. To correct for intraindividual
head position in the MEG sensor array across runs, artifact-
free data were interpolated to a common sensor array tem-
plate using a minimum-norm projection method [Kndsche,
2002], and subsequently concatenated across runs. Remain-
ing artifact-free epochs were averaged separately for each
condition (global, local, and local-reversed). All subsequent
analyses were performed separately for LLR and MLR.

Differences between deviant and standard events in
each condition and latency were assessed nonparametri-
cally using cluster-based permuatation f-tests [for more
details on the method see: Maris and Qostenveld, 2007].
This test controls for type [ error rate in situations involv-
ing multiple comparisons (in our case, due to many com-
parisons of time-point by sensor). Moreover, this method
requires no a priori hypotheses about the time intervals
and distribution of the expected differences. Thus, we
used this test in the sensor-space to determine, in an
unbiased way, the presence of effects and the time win-
dows where brain responses statistically differed between
stimuli in each condition. Time windows showing signifi-
cant effects were, then, used to reconstruct the activity in
the source-space.

A planar gradient transformation of the axial
gradiometer-recorded data were calculated by taking, for
each sensor, the average of the absolute values of the first
spatial derivatives in two orthogonal directions [Bastiaan-
sen and Knosche, 2000]. Planar transformation simplified
the interpretation of sensor-level results as it places a sin-
gle field extrema right above the source [Hamalainen
et al,, 1993]. Nonparametric statistical testing was applied
on the transformed data to statistically compare deviant
and standard stimuli in all possible conditions and laten-
cies. Cluster-based permutation #-tests considered two
dimensions, thus we assessed the existence of significant
clusters of differential activity along the temporal (time-
bin clusters) and spatial dimension (sensor clusters). For
LLR, deviant and standard amplitude differences were
assessed between 40 and 300 ms in steps of 20 ms. For
MLR, a time window between 20 and 100 ms with steps
of 5 ms was evaluated. A minimum of three neighboring
significant sensors was required to form a significant clus-
ter. Distance at which channels were considered neighbors
was set in such a way that each channel had an average
of 7.4 neighbors. Deviant and standard stimuli from the
local and the local-reversed conditions were collapsed
together prior to statistical analysis. A total amount of
1000 random permutations of the observed data were
drawn and the critical alpha level for dependent-samples
t-test {two-tailed, corrected) comparisons was set to 0.05.
Only those conditions showing statistically significant dif-
ferences in the sensor-space between deviant and standard
stimuli in each time range were subsequently analyzed in
source-space.

To obtain a more detailed localization, sources of
evoked brain activity for standards and deviants were
modeled using a time-domain spatial filter, the linearly
constrained minimum variance (LCMV) beamformer [Van
Veen et al, 1997]. Based on the segmentation of the brain
surface of each individual’s MRI, we obtained a semireal-
istic single-shell head model for each participant. Each
brain volume had 5 mm resolution (23869 voxels inside
the head). The leadfield matrix was computed for each
grid voxel on the basis of a quasistatic approximation of
the brain surface as a single shell [Nolte, 2003]. The weak-
est orthogonal component at each voxel of the leadfield
matrix was excluded. To model the sources underlying
each condition, we first computed commmon filter weights
for LLR and MLR based on a balanced combination of
deviant and standard responses in each condition {non-
transformed data), thus ensuring that differences in source
activity were not related to spatial filter differences.
Therefore, the covariance matrix was computed on the
average of 3000 trials derived from that combination.
Power regularization was set to 1% of the mean power to
maximize the sensitivity of the beamformer to focal sour-
ces. Subsequently, we projected nontransformed sensor-
level data in each condition through the common spatial
weights. The LCMYV beamformer was independently
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applied only on those statistically significant time inter-
vals derived from the sensor-space analysis: the local
MMNm (120-160 ms), global MMNm (160-200 ms), local
Nbm (45-55), and local Fbm (60-75). Resulting source-
space deviant and standard trials were averaged sepa-
rately. Finally, source strengths were normalized using
the neural activity index (NAI), where the estimated
power at each grid point is divided by an estimate of the
noise. Individual Pseudo-Z or NAI values were overlaid
on the corresponding anatomical MRIL Anatomical and
functional data were spatially normalized using SPMS
(Statistical Parametric Mapping; http://www fil.ion.ucl.ac.
uk/spm) to the MNI (Montreal Neurological Institute)
template. Detailed determination of localization differen-
ces between the four deviance-related responses of inter-
est (global MMNm, local MMNm, local Nbm, and local
Pbim) was performed by means of analysis of variance
(ANOVA) including the factor condition and hemisphere,
independently for each of the three axes (X, Y, and Z).
Individual single voxels showing the largest pseudo-Z
values were retrieved from the beamformer source recon-
structions thresholded at half-maximum. Additionally and
as a measure of reliability, we repeated the same analysis
using the 50 highest individual peak voxels (Top50)
instead of the individual best voxel. Medial-lateral values
were transformed into absolute values to assess hemi-
spheric differences. For all statistical analyses, results
were considered significant when P <0.05. All post hoc
comparisons were carried out using the Bonferroni correc-
tion for multiple comparisons. The Greenhouse-Geisser
(G-G) correction was applied if the assumption of sphe-
ricity was violated. Effect sizes were reported for analyses
of variance (partial eta squared, n;) and post hoc compari-
sons {Cohen’s d).

RESULTS

No statistical differences at any sensor were found
between the local and the local-reversed difference wave-
forms (deviant minus standard: A vs. A =B vs. B), neither
for LLR nor for MLR. Therefore, both conditions were
merged and analyzed as a unique condition. In the LLR
time range, local deviant and standard sounds at 120-140
ms elicited maximum activity on lateral and central scalp
sensors (Fig. 2A, left and middle). Figure 2B, showing the
time course of the root mean square (RMS) for deviant,
standard, and their difference waveform, illustrates that
local deviations elicited a statistically significant response
between 120 and 160 ms after change onset (P <0.05)
when compared to local standards. Even though activity
was higher on right hemisphere sensors, significant clus-
ters of sensors emerged on both hemispheres (Fig. 2A,
right}. A smaller cluster of channels showing greater activ-
ity for deviant sounds as compared to standards emerged
on right frontal areas between 240 and 260 ms. No clusters
were found where standard stimuli elicited higher activity

than deviant stimuli. In the LLR time range, infrequent
repetitions of the standard tone, representing a global vio-
lation, elicited strong bilateral responses on lateral and
central sensors between 160 and 180 ms (Fig. 3A, left and
middle). Despite that maximum response activity for devi-
ant and standard stimuli occurred between 160 and 180
ms, clusters of sensors showing significant (P < 0.05) global
MMNm effects spanned from 140 to 220 ms after sound
onset (Fig. 3B). Significant clusters were located bilaterally
(Fig. 3A, right). No clusters were found where standard
stimuli elicited higher activity than deviant stimuli. Addi-
tional clusters showing an enhanced activity (P < 0.05) for
deviant stimuli were found between 240 and 280 ms, prob-
ably representing an enhanced response to local changes
occurring after the rare global deviant within a deviant
pattern. The same conditions were assessed throughout
the MLR time range to identify whether early mechanisms
of regularity encoding and change detection were func-
tionally comparable to later mechanisms. Auditory tones
elicited strong neuromagnetic activity over the scalp dur-
ing the time intervals corresponding to the peaks of the
typical MRL deflections: Nam (24.3 ms), Pam (32.6 ms),
Nbm (46.4), and Pbm {62.5). For the local condition, statis-
tically significant ditferences between deviant and stand-
ard tones emerged during the time course of the Nbm and
Pbm waveforms, between 45 and 55 ms, and 60 and 75 ms
after change onset, respectively (Fig. 4B). Both deviant and
standard stimuli in the Nbm and Pbm time intervals
showed maximum activity distributed bilaterally over lat-
eral and central sensors (Fig. 4A, left and middle col-
umns). For the Nbm component, clusters showing a
significant differential activity (P < 0.05) appeared over left
hemisphere sensors only (Fig. 4A, upper right). During the
time interval of the Pbm component, significant clusters
(P < 0.05) emerged on both hemispheres, (Fig. 4A, lower
right}. No clusters were found where standard stimuli eli-
cited higher activity than deviant stimuli. Additional sig-
nificant clusters (P < 0.05) emerged between 85 ms after
change onset till the end of the epoch, probably reflecting
an enhanced response to local deviants, as found in the
LLR time range. For the global condition, auditory stimuli
elicited strong evoked activity over the same time intervals
as for local condition (Fig. 5A, left and middle columns);
however, no significant differences were found between
deviant and standard tones during the time course of
MLR (Fig. 5A right column, and 5B).

Beamformer differential activity between local deviant
and standard tones in the LLR time range (between 120
and 160 ms) yielded main sources of the local MMNm
over anterior supratemporal cortices bilaterally (Fig. 6, first
row). The peak voxel, showing the highest pseudo-Z
value, on the right hemisphere was located on the anterior
part of the superior temporal gyrus (STG, 64 —16 6),
whereas a weaker peak activity on the left hemisphere
overlapped areas of the middle temporal gyrus (MTG,
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Figure 2.

Sensor-space activity for the local condition during LLR time
range. A: The grand average of the topography of magnetic
fields (planar transformed) between |20 and 140 ms after sound
onset for standard (Sta), deviant (Dev), and their difference
(Dev — Sta). Two bilateral clusters of sensors showed a signifi-
cant increase in response to local frequency deviations
(P < 0.05). B: Grand-averaged RMS waveforms (all sensors, not

—60 —10 —6). Beamformer results for global deviants
minus standard tones (between 160 and 200 ms) localized
the generators of the global MMNm on posterior portions
of the supratemporal cortex bilaterally (Fig. 6, second
row). The peak voxel was located on posterior regions of
the right STG (70 —34 16), and a weaker peak voxel on the
left hemisphere fell on the posterior tip of STG (—64 —34
20). Using the same approach, we also investigated the
location of neuronal sources underlying local regularity
violations in the MLR time range. Sources of local deviants
minus standard tones during the time interval of the Nbm
MLR component (between 45 and 55 ms) were located
bilaterally on supratemporal cortices. Consistent with
sensor-level results (Fig. 4A), the left hemisphere showed
stronger Pseudo-Z values than the right hemisphere (Fig.
6, third row). Peak voxels were located on the right ante-
rior STG {66 —20 10) and the left post-central gyrus, just
above the anterior tip of the left STG (—64 —20 14). During
the time interval of the Pbm component (between 60 and
75 ms), beamformer results for the difference wave yielded

planar transformed) for deviant (red line), standard (blue line),
and its difference RMS time course (black line). Black pertions
within the horizontal bar representing statistically significant
time intervals (P<0.05; in steps of 20 ms) show enhanced
responses to deviant tones between 120 and 160 ms after the
onset of the local deviation.

bilateral activation on supratemporal regions, with the
right hemisphere showing stronger pseudo-Z values (Fig.
6, fourth row). Peak voxels were located on the right (64
—10 4) and left (—66 —24 10) STG.

A more detailed analysis of the spatial differences
between neuronal sources was carried out by examining
the distribution, in each coordinate axis, of the individual
peak voxels in each condition (Fig. 7). In these analyses,
right hemisphere peak voxels from Subject 2 were
excluded from all conditions on the basis that peak voxels
in the ¥Y-axis, for LLR conditions, were 1.5 standard devia-
tions above the mean. The same type of analysis was
repeated using the top 50 highest individual peak voxels
in each condition to assess spatial differences in more
detail. ANOVA of individual’'s highest peak voxels
tevealed a main effect of the condition in the Y-axis, indi-
cating that individual peak voxels in the anterior-poste-
rior axis differed between conditions (F(3,39)=16.29,
P 0.0001, ng =0.56). As no differences were found
between hemispheres, data from the two hemispheres
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Figure 3.

Sensor-space activity for the global condition during LLR time
range. A: The grand average of the topography of magnetic
fields (planar transformed) between 160 and 180 ms after sound
onset for standard (Sta), deviant (Dev), and their difference
(Dev — Sta). Two bilateral clusters of sensors showed a signifi-
cant increase in response te global frequency repetitions
(P < 0.05). B: Grand-averaged RMS waveforms (all sensors, not

were collapsed for post hoc comparisons. Pairwise analy-
ses showed that global MMNm peak voxels were located
more posterior than the local MMNm (£(28)= —6.01,
P<0.0001, 4=169), Nbm (+28)=-337, P<0.05
d=0.77), and Pbm (f(28)=-475, P<0.001, 4=1.28).
Local MMNm peak voxels were located significantly more
anterior than those for the Nbm (#(28)=4.13, P < 0.005,
d=1.08). The same procedure was repeated using the
average coordinates from the best 50 individual peak vox-
els in each condition. This analysis showed an interaction
between the factors condition and hemisphere (F(3,
39)y=556, P<0.01, My =0.3). Separate analyses in each
hemisphere showed that conditions differed significantly
in the left hemisphere only (F(3,42) = 2812, P < 0.0001 (G-
G), "ﬂg =0.67). Post hoc contrasts showed, for the left
hemisphere, the same results reported using one single
peak voxel, with the addition that local MMNm showed a
more anterior location than Pbm (t(14) = 5.35, P< 0.001,
d=1.98). In the Z-axis, an interaction between the factors

planar transformed) for deviant (red line), standard (blue line},
and its difference RMS time course (black line). Black pertions
within the horizontal bar representing statistically significant
time intervals (P< 0.05; in steps of 20 ms) show enhanced
responses to deviant tones between |40 and 220 ms after the
onset of the global violation.

condition and hemisphere was found (F(3,39)=3.36,
P < (105, 'ﬂ; =0.21). Separate analyses in each hemisphere
showed that conditions differed significantly in the left
(F(3,42)=11.96, P <0.0001, 'rﬁ =046) and right hemi-
spheres (F(3,39) =5.15, P < 0.005, W, = 0.28). Pairwise post
hoc comparisons showed that the local MMNm was
located significantly more inferior than global MMNm
(t(14) =549, P<0.0001, 4=1357), Nbm ({(14)=43,
P <0005, d=0.93), and Pbm peak voxels in the left hemi-
sphere (#14)=3.99, P <0.01, 4 =0.89). In the right hemi-
sphere, only peak voxels in the global MMNm condition
ditfered significantly from those in the Pbm condition
(H(13)=3.48, P<0.05, 4=0289). Identical results were
found in the Z-axis when using the average of the Top5C
individual peak voxels in each condition. Finally, no stat-
istically significant differences were found in the X-axis
when taking the best single peak voxel. However, Top50
analysis revealed a condition effect (F(3, 39)=4.73,
P <001, “ﬂ; =027), and post hoc analysis, using collapsed
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Figure 4.

Sensor-space activity for the local condition during MLR time
range. A: The grand average of the topography of magnetic
fields (planar transformed) between 45 and 50 ms (upper row),
and between 65 and 70 ms (lower row) after sound onset for
standard (Sta), deviant (Dev), and their difference (Dev — Sta).
One cluster of sensors on left hemisphere for the Nbm compo-
nent (upper row) and two bilateral clusters of sensors for the
Pbm component (lower row) showed a significant increase in

data from the two hemispheres, showed statistically sig-
nificant differences between Nbm and local MMNm peak
voxels, the latter being more medial (#(28)=3.09, P <0.05,
d=0.72). In short, statistically significant local effects were
found in the time intervals of the Nbm, Pbm, and
MMNm, when comparing deviant and standard stimuli.
No global effects were found in the time range of the
MLR, and only a late MMNm response indexed global

response to local frequency deviations (P« 0.05). B: Grand-
averaged RMS waveforms (all sensors, not planar transformed)
for deviant (red line), standard (blue line), and its difference
RMS time course (black line). Black portions within the horizon-
tal bar representing statistically significant time intervals
(P < 0.05; in steps of 5 ms) show enhanced responses to deviant
tones between 45 and 55 ms, and between 60 and 75 ms after
the onset of the local violation.

regularity violations. Source analysis of deviant minus
standard tones for the aforementioned conditions revealed
a significant spatial separation between neuronal sources
underlying local and global regularity encoding mecha-
nisms. Analyses revealed consistent differences in peak
voxels’ distribution along the inferior-superior and ante-
rior—posterior axes. In addition, Top50 voxel analyses
revealed that differences across conditions in the anterior—
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Figure 5.

Sensor-space activity for the global condition during MLR time
range. A: The grand average of the topography of magnetic
fields (planar transformed) between 45 and 50 ms (upper row),
and between 65 and 70 ms (lower row) after sound onset for
standard (Sta), deviant (Dev), and their difference (Dev — Sta).
Neo cluster of sensors for any MLR deflections showed a signifi-
cant increase in response to global frequency repetitions (n.s.).

posterior axis were carried by the left hemisphere mainly,
and showed additional differences in the medial-lateral
axis between MLR and LLR conditions.

DISCUSSION

Our results show that global regularity violations are
indexed by a late MMNm (~160 ms) in the LLR time
range, but not at earlier latencies during the time course of

B: Grand-averaged RMS waveforms (all sensors, not planar
transformed) for deviant (red line), standard (blue line), and its
difference RMS time course (black line). Horizontal bar repre-
senting statistically significant time intervals (in steps of 5 ms)
show the lack of significant differences between global deviant
and standard tones.

the MLRs. Likewise, we show that the processing of local
rule violations is carried out in several time scales, in the
LLR (~120 ms) and MLR (Nbm: ~45 ms, and Pbm: ~65
ms) time ranges. Source localization results describe a
clear anatomical separation between neuronal sources allo-
cating local and global types of regularity. Posterior areas
in perisylvian region showed enhanced responses to global
violations only, while anterior areas located near primary
auditory cortices were only activated by local changes.
Our results show that multiple anatomical regions in the
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Figure 6.

Group-averaged source localization of the contrasts (deviant
minus standard) for the four different conditions. The power
(noise normalized pseudo-Z values) of the source representa-
tions is thresholded at half-maximum and overlaid onto the MNI
standard brain. All conditions showed bilateral activation with

auditory cortex sustain parallel sensitivities to different
levels of acoustic regularity. We suggest that both early
and late mechanisms of change detection are concurrently
engaged during the processing of nested levels of sound
organization, and their neural generators are located in
separate auditory areas.

Enhanced responses to frequency changes occurred for
MLR and LLR, indicating that the local regularity defined
by the three repeated tones of each microsequence was
extracted recursively in two consecutive and clearly sepa-
rated time intervals. In accordance with these results, pre-
vious studies found MMNm responses to local violations
in the LLR time range using a similar “global-local” exper-
imental design [Bekinschtein et al., 2009; Herholz et al,
2009; Wacongne et al, 2011]. Sussman et al. [Sussman
et al.,, 1998; Sussman and Gumenyuk, 2005] showed that a
short SOA, as the one used here, abolished the MMN to
local deviations when stimuli were presented in regular
microsequences, suggesting that patterns were processed
as a global entity. Disparate results between those studies
and ours could be accounted for by the presence of inter-
spersed global deviants acting as a contextual modifica-

main activity overlapping auditery regions. Only the global con-
dition (second row), in the LLR time range, showed peak voxels
localized in posterior regions of the supratemporal cortex. Z
MNI coordinates (inferior—superior) are given at the lowest row
on the corresponding slice.

tion, and reactivating the dormant local regularity [Ritter
et al., 1998; Sussman and Winkler, 2001]. The 200 ms SOA
used in this study, lying right at the temporal edge for
automatic grouping to occur [Sussman and Gumenyuk,
2005], might explain why a local MMNm still emerged in
the reversed block where no global deviations were pre-
sented. In earlier time intervals, Nbm and Pbm waveforms
of the MLR reflected deviance-related enhancements pre-
ceding MMNm. In consonance with our data, previous
studies showed that spectral deviations elicit amplitude
modulations in the Nbm component of the MLR [Alho
et al.,, 2012; Althen et al,, 2013; Grimmun et al., 2011; Pusch-
mann et al., 2013; Recasens et al.,, 2014]. Similarly, effects
on the Pbm/P50m component have been previously inter-
preted as an indicator of gating-in, that is, a dishabituation
to significant stimuli occurring after redundant stimulation
[Boutros and Belger, 1999; Paraskevopoulos et al., 2012].
The early modulation of MLR in the local condition can be
paralleled to animal findings showing very fast SSA to the
repeated presentation of a particular frequency, and the
subsequent increment in the response to deviant stimuli
[Malmierca et al., 2009; Ulanovsky et al,, 2003].
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Figure 7.

Individual peak voxel locations for the four different conditions
(deviant minus standard) superimposed on a template brain
(Montreal Neurological Institute, MNI) tilted 16° down to assist
the visualization of peak voxels on the supratemporal planes.

With regard to the global condition, our results are in
line with previous research showing mismatch-like
responses to infrequent sound repetitions [Alain et al,
1994, 1999b; Boh et al, 2011; Chait et al., 2008; Herholz
et al., 2009, 2011; Horvath et al., 2001; Tervaniemi et al.,,
2001]. Previous attempts to probe complex regularity proc-
essing in the MLR and LLR range designed complex regu-
larities based on feature combinations [Althen et al.,, 2013]
or simple patterns, whose regularity was defined by the
interrelationship of adjacent tones [Cornella et al., 2012].
Here, we tested complex regularity processing and early
deviance detection using nested and more realistic acoustic
events. The global MMNm indicates the presence of tem-
porally integrated stimulus representations, which could
correspond to the subjective pattern percept [Nadtinen
and Winkler, 1999]. Recent studies using similar global-
local paradigms and active listening tasks have investi-
gated the conscious processing of global regularities
[Bekinschtein et al., 2009; Wacongne et al., 2011] discover-
ing that a P3b, but not MMN, was elicited during global
violations. Dissimilarities in the responses indexing global
changes (global MMN or P3b) between Bekinschtein et al.
[2009] and other studies including ours [see also: Herholz
et al., 2009, 2011; Horvath et al., 2001] might be accounted
for by the different task demands. In this line, our results
support that active or conscious listening is not a prerequi-
site for the automatic encoding of global regularities and
that different brain mechanisms might be involved in the
automatic processing of global regularity violations. It is
worth noting that a sustained field between about 50 and
130 ms, with a dipolar field equivalent to the P50/P1 EEG
response, characterized the time course of the standards
and repetition violations, but not that of the frequency
deviants. Such differences in spatial distribution, which

Peak voxels are projected on one sagittal slice (lateral panels),
thus omitting the X-axis; and on a tilted axial slice (central
panel), thus omitting the Z-axis coordinate. Dotted lines on sag-
ittal views indicate the height of the axial slice.

are probably explained by the fast and regular presenta-
tion rate, could reflect the distinct neuronal generators
involved in the processing of local and global deviations
[Litkenhoner, 2003]. The absence of earlier activity preced-
ing the global MMNm is in line with previous findings
showing that sound transitions from a regular sequence to
a constant pure-tone elicited a peak at 160 ms after transi-
tion but no earlier activity in the P50 time range, suggest-
ing that early mechanisms of deviance detection may be
limited by the kinds of regularity they can compute [Chait
et al, 2008]. Based on the lack of global deviance-related
effects in the time range of the MLR, we suggest that very
early deviance detection mechanisms work, at least for fre-
quency [Leung et al, 2012], at the feature level [Alho
et al,, 2012; Althen et al., 2011; Grimm et al.,, 2012; Leung
et al,, 2013], and reflect an early stage prior to feature com-
bination, sequential grouping, or the extraction of regular-
ities based on the interrelationship between sounds. In
sum, our study refine previous findings by Cornella et al.
[2012] and Althen et al. [2013] and provide additional evi-
dence showing that deviance detection is hierarchically
organized consistently with the level of complexity in
which the auditory input can be organized. In other
words, the detection of simple regularities is already
accomplished at early stages of the auditory hierarchy, in
the time range of the MLR, whereas complex levels of reg-
ularity are encoded in higher levels along the novelty sys-
tem’s hierarchy [Escera and Malmierca, 2014].

Source reconstruction revealed neuronal generators that
were consistent with sensor-level data, pointing to the
overall robustness of beamforming results. As expected,
sources of MMNm and deviance-related MLR deflections
to local deviations were located on anterior areas of STG
and lateral aspects of HG (Heschl's gyrus) bilaterally
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[Doeller et al, 2003; Inui et al., 2006; Opitz et al.,, 1999;
Schonwiesner et al., 2007; Yvert et al., 2001]. Consistent
with sensor-level data and previous findings, MMNm was
larger on the right hemisphere [Paavilainen et al, 1991;
Recasens et al.,, 2014]. Similarly, left- and right-ward later-
alization of deviance-related effects in the Nbm and Phm
components, respectively, was in agreement with sensor-
level data. The individual peak-voxel distribution for the
different local conditions (deviance-related MLR and
MMN) revealed a spatial separation along the sylvian fis-
sures between very early deviance-related Nbm sources
and MMNm sources to local changes. That difference was
even clearer on the left hemisphere, where MMNm neuro-
nal sources were located more inferior than deviance-
related MLR sources. Qur results replicate previous local-
ization results obtained by Recasens et al. [2014] showing
a mediolateral and anterior—posterior separation between
MLR and MMNm sources. The lack of differences in the
mediolateral axis might be accounted for by the different
sensitivity of axial gradiometers to deep sources as com-
pared to magnetometers [Hamalainen et al,, 1993]. Ante-
rior MMNm sources, as compared to Nlm generators,
have been reported by classic MMN studies using small
frequency separations. Jaaskelainen et al. [2004] showed
that such source configuration could be explained by the
relatively different adaptation sensitivity of anterior and
posterior N1m sources. Using similar paradigms, focal
activation in or near primary auditory cortex has been pre-
viously reported for local MMN [Bekinschtein et al., 2009;
Wacongne et al, 2011]. Uhrig et al. [2014] registered fMRI
in the monkey brain also revealing a much more distrib-
uted cortical network for local novelties that included sub-
cortical nuclei and primary auditory cortices. In
agreement, our findings suggest that multiple loci near
HG support the processing of local events in successive
time intervals. Sources underlying violations of the global
regularity were located in posterior STG, or planum tem-
porale (PT), more posterior than neuronal activity underly-
ing all remaining local conditions. Our data agree with
previous findings suggesting that physical dimensions-like
frequency and more complex regularities are encoded in
distinct auditory areas [Alain et al, 1999a; Alho et al,
1996; Levanen et al., 1996]. Previous studies revealed the
involvement of a global workspace network during the
processing of global rule violations that included auditory,
prefrontal, parietal, and cingulate regions [Bekinschtein
et al, 2009; Wacongne et al., 2011]. Even though strong
parallelisms with our source reconstruction results should
be avoided since P3b was elicited in these studies, Uhrig
et al. [2014] showed the involvement of posterior auditory
regions, the temporo-parietal area, in the preprocessing of
global violations. This posterior localization for pattern
processing, understood as sequences of sounds unfolding
on a multidimensional space [Bregman, 1990], can be
related to neuroimaging findings showing auditory and
motor interactions during rhythm processing [Chen et al,,

2009]. PT is frequently reported during auditory spatial
tasks as part of the dual-stream model [Alain et al.,, 2001;
Rauschecker and Tian, 2000], which has been criticized as
over-simplistic [Belin and Zatorre, 2000; Hall, 2003], and
recently re-examined as an auditory-action related area
[for a review see: Arnott and Alain, 2011]. Thus, posterior
STG activation might reflect the spectrotemporal analysis
of complex sounds sequences [Zatorre et al., 2002] or the
breaking of previously encoded auditory-motor represen-
tation of the global sequence [Chen et al., 2009; Karabanov
et al., 2009]. Under the dual-stream framework, findings
showing sources underlying intelligible speech processing
located in anterior portions of the superior temporal sulcus
[Evans et al., in press; Scott et al., 2000] could be explained
in terms of a ventral pathway involved in mapping sound
into meaning, and a dorsal pathway involved in mapping
sound into an articulatory-based representation [Arnott
and Alain, 2011; Hickok and Poeppel, 2007]. In line, Grif-
fiths and Warren [2002] suggested that PT contains mecha-
nisms for parsing the different types of auditory
information included in complex sounds, which work in a
template-matching fashion [Naatanen et al., 2005; Winkler
et al., 2009]. In sum, source localization results are in
agreement with a putative role of posterior STG in the
encoding of discrete local units into an ordered and
extended global auditory signal [Warren et al., 2005]. Our
results suggest that while different anterior regions partici-
pate in the encoding of features at the local level, posterior
and hierarchically superior regions may be engaged in the
encoding of more complex or global patterns. Despite con-
verging evidence shows the existence of MMN generators
in the frontal lobe [Doeller et al., 2003; Schonwiesner et al.,
2007], no frontal areas were observed in this study. Previ-
ous studies described the involvement of frontal regions
when using listening tasks and by recording EEG or intra-
cranial activity during global-local paradigms [Bekinsch-
tein et al, 2009; Chennu et al, 2013]. However, MEG
findings, or the lack of them, suggest that the frontal
MMNm component is either located deeper in the brain or
is radially oriented and, hence, almost silent to MEG sen-
sors [Hamalainen et al., 1993; Rinne et al., 2000]. More
sophisticated source analyses (e.g., using regions of inter-
est) or design parameters might allow future studies to
reveal frontal generators using MEG.

A long debate exists about whether MMN can be
explained solely on the differential states of refractoriness
of neurons specifically responding to given stinwalus attrib-
utes that characterize the standard sound [May and Tiiti-
nen, 2010], or denotes a predictive coding mechanism
supported by genuine memory-based comparisons
between a deviant input and the previously encoded regu-
larity [Tacobsen and Schroger, 2001; Naatanen et al., 2005;
Winkler et al., 2009]. Although both alternatives are not
mutually exclusive, several conditions controlling for stim-
ulus probability have been designed to differentiate

* 12 o

70



¢ Enceding of Lecal and Global Regularities ¢

adaptation from genuine memory-based effects in the
MMN response [Jacobsen and Schroger, 2001; Jacobsen
et al,, 2003; Ruhnau et al., 2012; Schroger and Wolff, 199].
Given that this study did not implement such a condition,
it may be argued that one cannot be sure whether
“sensory” or “cognitive” deviance detection mechanisms
[Opitz et al., 2005] are participating in the local effects of
both MLR and LLR. However, our previous research using
controlled designs showed that genuine deviance detection
is preserved in both LLR and MLR time ranges for rare
changes in frequency or location [Grimum et al., 2011, 2012;
Slabu et al, 2010, 2012]. Also Wacongne et al. [2011]
showed that novelty responses to local violations remain
present when the final sound is omitted, an effect that can-
not be explained under the adaptation hypothesis. Never-
theless, an alternative interpretation of our local effects is
that amplitude enhancements indexed stimulus change
per se, irrespective of the previously encoded regularity,
and hence, acted as a simple stimulus detector signaling to
higher-order mechanisms [Recasens et al, 2014]. Similar
interpretations have been offered by previous studies sug-
gesting that early deflections index a sensory change detec-
tion mechanism based on differential states of refractoriness
during a “minimal integration window,” and later MMN
responses reflect the construction of a new memory-trace
based regularity [Chait et al, 2007, 2008]. Similarly,
Schonwiesner et al. [2007] found that only high-order
regions in the temporal cortex were sensitive to the magni-
tude of deviation whereas hierarchically lower areas were
not, suggesting that medial portions of the HG are devoted
to a nonmemory-based mechanism of change detection.
Regarding the global effects, an interpretation based on the
different refractory states for deviant and standard
responses could not be applied. Whereas a higher degree of
adaptation was expected for the global deviant, the rare
four-tone repetition, an enhanced response was obtained
indicating that global regularities were extracted and its
deviations detected in spite of the expected greater degree
of adaptation. In sum, local violations presented here are
likely reflecting a combination of genuine memory-based
and refractoriness effects, whereas global rules are probably
extracted by means of more complex memory-based proc-
esses. Nevertheless, beyond the underlying neurophysiolog-
ical mechanism that triggers deviance detection, the
hierarchical notion we support is in agreement with the
ideas of Schonwiesner et al. [2007] proposing different roles
for hierarchically distinct areas involved in the MMN gen-
eration process, namely the detection of changes in global
as opposed to local regularities. Cur suggestion that early
and late regularity encoding and deviance detection mecha-
nisms work in a parallel fashion is based on the fact that
hierarchically inferior regions of the auditory cortex sustain
local rules (frequency invariance), and respond to local

deviations; Concurrently with the presentation of the same
stimulus, higher-order regions do not show enhanced
responses, as local deviations represent an integral part of
the global regularity template. In line with Bregman's
[1990] view of multiple preattentive processes that analyze
the input in parallel, our source reconstruction results sup-
port the notion that a late MMNm to global changes,
located in posterior areas of the auditory cortex, underlies
an unconscious mechanism that organizes regularity inputs
into meaningful objects, while representation of necessary
local features is concurrently maintained in hierarchically
lower levels.

CONCLUSIONS

This study proposes that temporally and spatially distinct
deviance detection mechanisms underlie growing levels of
regularity encoding in the human auditory system, which in
turn, support parallel levels of acoustic organization. Using
sequences composed of interrelated sounds, with local devi-
ants nested into global patterns, we showed that only late
mechanisms of deviance detection reflect the spectrotempo-
ral integration of single events into a global organization.
Noteworthy, anterior areas near primary auditory cortex,
and posterior regions in PT, interplay to maintain local and
global sensory representations, thus showing that different
regularity levels are encoded in parallel within hierarchically
organized regions of the human auditory cortex.
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Abstract

The formation of echoic memory traces has traditionally

been inferred from the enhanced responses to its
deviations. The mismatch negativity (MMN), an auditory
event-related potential (ERP) elicited between 100 and
250 ms after sound deviation is an indirect index of
regularity encoding that reflects a memory-based
comparison process. Recently, repetition positivity (RP)
has been described as a candidate ERP correlate of
direct memory trace formation. RP consists of repetition
suppression and enhancement effects occurring in
different auditory components between 50 and 250 ms
after sound onset. However, the neuronal generators
engaged in the encoding of repeated stimulus features
little interest. This study intends to

have received

investigate the neuronal sources underlying the
formation and strengthening of new memory traces by
employing a roving-standard paradigm, where trains of
different frequencies and different lengths are presented
randomly. Source generators of repetition enhanced (RE)
and suppressed (RS) activity were modeled using
magnetoencephalography (MEG) in healthy subjects. Our
results show that, in line with RP findings, N1m (~95-150
ms) activity is suppressed with stimulus repetition. In
addition, we observed the emergence of a sustained field
(~230-270 ms) that showed RE. Source analysis revealed
neuronal generators of RS and RE located in both
auditory and non-auditory areas, like the medial parietal
cortex and frontal areas. The different timing and location
of neural generators involved in RS and RE points to the
existence of functionally separated mechanisms devoted
to acoustic memory-trace formation in different auditory

processing stages of the human brain.

Introduction

The rapid formation of echoic memory-traces is an essential
property of the auditory system. It prepares us to adequately
respond to potentially relevant changes in our acoustic
environment and anticipate future events. One of the most
widely-studied phenomena in cognitive neuroscience is
repetition suppression (RS), a decrease in the neural
response elicited by the repetition of a specific stimulus
(Desimone, 1996). Suppression, or adaptation, has been
observed in different sensory modalities, species, and in
both

neuroimaging and electrophysiological techniques (for a

different spatial and temporal scales, using
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review see: Grill-Spector et al., 2006). RS is proposed to
reflect the sharpening of the neural responses during stimulus
encoding at different processing stages, and an increase of
the precision with which future sensory events can be
predicted (Friston, 2005). It is suggested as the mechanism
underlying perceptual priming, implicit memory, and sensory
memory-trace formation (James et al., 2000; Schacter et al.,
2004; Haenschel et al., 2005). On the other hand, repetition
enhancement (RE), an increase in the neural response that is
also associated to stimulus recognition, learning, and
prediction, has received much less attention (Segaert et al.,
2013), especially in the auditory domain.

In the auditory system, individual neuron correlates of RS are
provided by animal studies showing stimulus-specific
adaptation (SSA), a decrease in neuronal spike firing in
response to the frequent presentation of particular sound
features, in cortical (Ulanovsky et al., 2003) and subcortical
auditory nuclei (Perez-Gonzalez et al., 2005; Antunes et al.,
2010; Antunes and Malmierca, 2011; Ayala and Malmierca,
2013; Duque and Malmierca, 2014). SSA may contribute to
sensory memory formation at different processing stages, and
at different time scales (Ulanovsky et al., 2004). A growing
number of human studies using event-related potentials
(ERP) show compatible evidence of increasing suppression of
neuronal activity during memory trace formation (Baldeweg et
al., 2004; Haenschel et al., 2005; Costa-Faidella et al., 2011,
Cooper et al., 2013; but see: Bendixen et al., 2007; Ylinen
and Huotilainen, 2007).

The bulk of human studies examined sensory encoding
indirectly, by means of the mismatch negativity (MMN), a
negative electroencephalographic (EEG) component elicited
between 100 and 250 ms that is obtained by subtracting the
ERP to a repetitive standard from the response to an
infrequent deviant sound in an oddball paradigm (Naatanen et
al., 1978). The MMN indexes deviance detection when an
incoming stimulus is incongruent with the memory
representation of the preceding stimuli (Naaténen et al.,
2007). In line with animal findings, recent studies have shown
that deviance detection, and hence regularity encoding, can
occur very early in the time range of the middle-latency (MLR:
20 - 50 ms) and auditory brainstem (ABR: 5 - 20 ms)
responses, and in hierarchically lower areas of the auditory
pathway than previously expected (Slabu et al., 2010; Grimm
et al., 2011, 2012; Recasens et al., 2014a), thus suggesting
that regularity encoding and subsequent deviance detection
might be functionally organized in a hierarchical fashion
(Cornella et al.,, 2012; Althen et al., 2013; Escera and
Malmierca, 2014; Escera et al.,, 2014; Recasens et al,

2014b).



A more direct investigation of stimulus encoding during
stimulus repetition can be achieved by using a “roving
standard paradigm”, where memory-traces are forced to reset
after each train of repeated features is presented (Cowan et
al., 1993). Baldeweg and colleagues (1999, 2004) first
identified a positive deflection at fronto-central sensors in the
ERP of standard sounds that increased with increasing
number of repetitions. This modulation termed repetition
positivity (RP) spans between 50 and 250 ms post-stimulus
and greatly contributes to the “MMN memory trace effect”
(Naatanen, 1992; Javitt et al., 1998), that is, the increase of
the MMN amplitude as a function of the preceding number of
standards (Baldeweg et al., 2004; Haenschel et al., 2005;
Costa-Faidella et al., 2011a; Cooper et al., 2013). The rapid
modulation to repeated features, as well as the different
adaptation sensitivity over multiple time-scales (Ulanovsky et
al., 2004; Costa-Faidella et al., 2011b), suggests that RP
might be a better human correlate of the animal SSA than
MMN. However, it is worth noting that RP represents both an
increase of P50 and P2, and a decrease of N1 components of
the auditory ERP, thus it is likely to involve both RS and RE in
different time-intervals. In addition, the resistance towards
neural fatigue shown at P50 and P2 components, and the
different
2011a)

suggests that RP originates from a combined modulation of

stable scalp distribution occurring across

experimental conditions (Costa-Faidella et al.,
the ERPs involved at different time-intervals, rather than from
a separate overlaying slow ERP component (Haenschel et al.,
2005; Costa-Faidella et al., 2011a). Therefore, it can be
assumed that different generators might exist encoding
different levels of acoustic regularity in different stages of the
processing hierarchy (Haenschel et al., 2005; Baldeweg,
2006, 2007; Cooper 2013).

assessment of the human generators of RP has not been

et al, However a direct
carried out thus far.

In the auditory domain, repetition enhancement at the time
range of the N1 has been established for the presentation of
paired tones at very short inter-stimulus intervals (ISl), below
250-350 ms (Loveless et al., 1989; Wang et al., 2008;
Heinemann et al., 2010). At longer ISI, enhancement effects
are reflected at later time-intervals as a sustained negativity
component, between 150 and 500 ms after stimulus onset in
paired tone sequences (Heinemann et al., 2011). Naaténen
and Rinne (2002), and Ylinen and Huotilainen (2007) using a
roving standard paradigm, observed a later sustained
negativity that was larger for repeated sounds. However, in
the latter study the late enhancement only tended to increase
as a function of stimulus repetitions, leaving open the
question of whether late RE might reflect a mechanism of
memory-trace formation analogous to RS in the auditory

cortex.
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In the present study we aimed at unraveling the spatio-
temporal dynamics of memory-trace formation by assessing
the anatomical areas underlying RS and RE during stimulus
repetition using magnetoencephalography (MEG). To our
knowledge, this is the first attempt to localize the neural
substrates of human auditory stimulus repetition at different
time intervals. This might help understanding whether RP is
generated in one specific brain area or whether it is a non-
unitary phenomena accounted for by the modulation of
hierarchically organized processing stages devoted to the
encoding of different levels of acoustic regularity.
Furthermore, it has been hypothesized that frontal and
parietal connections with auditory cortices might be involved
during repetition suppression (Baldeweg, 2006), an idea
supported by “predictive coding” accounts (Friston, 2005;
Garrido et al.,, 2008) as part of the top-down adjustment
occurring during perceptual learning. So far, the involvement
of non-auditory neuronal sources in the generation of
repetition effects like the RP has been scarcely studied and
only indirect evidence is provided from EEG studies
(Haenschel et al., 2005; Cooper et al., 2013) and anatomical
findings (Romanski et al., 1999). Here, we expected to find a
modulation of different anatomical generators activated at
different time intervals, supportive of a non-unitary
phenomenon reflecting the encoding of different aspects of
the acoustic information at different stages. In addition to RS,
we expected to clarify the involvement of RE as indexing
memory-trace formation. Finally, we hypothesized that non-
auditory areas would participate in the encoding of stimulus-
specific memory traces, thus extending the notion that
acoustic memory-trace formation is driven by plastic changes

that extend beyond the auditory cortex.

Materials and Methods

Subjects/participants

Thirteen healthy, normal-hearing subjects (12 females, 12
right-handed) aged 23-35 years (mean age = 28 years;
standard deviation = 3.3) took part in the experiment. Hearing
level was assessed binaurally with a pure tone audiometry for
5 frequencies (250, 500, 1000, 3000, and 8000 Hz) before the
task. All participants had hearing levels within the normal
range. The experimental protocol was approved by the Ethical
Committee of the University of Barcelona and was in
accordance with the Code of Ethics of the World Medical
Association (Declaration of Helsinki). Participants gave written

informed consent before the experiment.



Stimuli and Procedure

Auditory stimuli consisted of 50-ms pure sine wave sounds (5
ms rise/fall), generated with Audacity software (version 1.3;
http://audacity.sourceforge.net/). Tones were delivered
binaurally at ~85 dB SPL using an Etymotic ER-30 system
(Etymotic Research, Inc. United States of America) via plastic
tubes and foam earpieces. The 18-ms delay in the
transmission of sound was compensated for by an
appropriate shift of the trigger signal. The experimental
stimulation was controlled using Psychophysics Toolbox
(Brainard, 1997). We used a modified version of the “roving
standard” frequency paradigm (Cowan et al., 1993), also
described in Baldeweg et al. (2004) and Costa-Faidella et al.
(2011a). Trains of three, twelve, and 24 equal tones were
randomly delivered at a constant stimulus-onset-asynchrony
(SOA) of 500 ms, with no inter-train pauses (Figure 1). In
total, 198 trains of three, twelve, and 24 tone repetitions were
delivered, which resulted in threefold stimuli from 1% to 3"
positions, and twofold stimuli from 4™ to 12" positions.
Overall, the recording lasted for one hour and was split into 2
runs. Subjects were required to relax and lie as still as
possible on a bed with their head inside the helmet-like device
during the whole recording session. Participants were
instructed to ignore the auditory stimulation, and to attend to a
silent movie with subtitles. No subjects were discarded due to

excessive head movement (> 0.7 cm).
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Figure 1: lllustration of the roving standard frequency paradigm used
in the present study. Trains of three, twelve, and twenty-four equal
tones were randomly delivered at 500 ms SOA. Tone frequency varied
randomly across trains with the only restriction that one particular
frequency could not re-appear until four different frequencies had
appeared before. Nine different frequencies, ranging from 300 to 1870
Hz, with a frequency ratio between adjacent frequencies of 0.23 were
used (Af = (f2 - 1) /(2 x f1) % Ulanovsky et al. 2003). Stimuli in the
first position of each train acted as low-probability events, or deviants
(black hexagon). Subsequent presentations of the same tone,
standards (white hexagon), were chosen in different position to assess
repetition effects.

Data acquisition
A whole-head magnetoencephalography (MEG) system (148
biomagnetometers, 4D Neuroimaging Magnes 2500WH, San

Diego, CA, United States of America) recorded the magnetic
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currents at 678.17 Hz sampling rate. Data were on-line high-
pass filtered at 1 Hz and stored for off-line analysis. A bipolar
electrooculogram was recorded to identify eye movements.
Five position coils were attached to the forehead and to the
periauricular points in order to determine the position of the
head and to track any head movement occurring during the
recording. For each subject, the headshape including the
forehead, the nose, and the location of the sensor position
coils were digitized using a digitizer wand (Polhemus Fastrak,
Polhemus Inc., Colchester, VT, United States of America).
Additionally, (3D),
resonance images (MRIs) of each individual brain were

T1-weighted, 3-dimensional magnetic

acquired to allow superimposition of MEG and MRI data.

Preprocessing
Pre-processing of sensor-level data was performed using
FieldTrip (Oostenveld et al., 2011; http://fieldtrip.fcdonders.nl,
20130909 Matlab v7.14 (The
MathWorks). Twenty minutes of continuous recording were
apply

(ICA)

implemented in Fieldtrip. An automatic approach based on

release) running under

used to independent component  analysis

decomposition using the “runica” algorithm as
amplitude and phase statistics of the decomposed MEG
signal was used to identify the strongest components
corresponding to biological artifacts (Dammers et al., 2008).
On average, 6.5 components per subject were identified.
Continuous MEG data was filtered from 1 to 30 Hz (two-pass
Butterworth filter) and artifactual independent components
were removed after manual inspection of its scalp topography
and continuous activity. Epochs of 600 ms, starting 100 ms
before stimulus onset and baseline corrected from -100 to O
ms, were extracted. Epochs exceeding amplitudes of 3 pT
were discarded from subsequent analyses. On average, 35.6
out of 198 trials were rejected per subject and condition.

For the analysis of repetition effects individual trials were
averaged according to their position in the trains. Therefore,
trials presented in the same position but belonging to trains of
different length were averaged together. Only stimuli in
positions 3™ to 24" were analyzed to assess repetition
effects. The first tone in each train (deviant) and the second
tone (first repetition) were excluded from the analyses of
repetition effects, in order to avoid residual effects from the
preceding deviant, or “after deviant” effects (Sams et al.,
1984; Nousak et al., 1996; Roeber et al., 2003). As previously
mentioned, across-position averaging yielded three times as
many stimuli from 1% to 3" positions, and twice as many
stimuli from 4™ to 12" positions compared to the number of
stimuli from 13" to 24" positions. In order to keep signal-to-
noise ratios balance, and to avoid power problems inherent
with a 24-level factor design, we grouped the different

positions into 6 “repetition groups”: 3™ to 4", 5" to 6", 7" to



9", 10" to 12", 13" to 18", and 19" to 24™. In a separate
analysis we assessed whether responses to deviant sounds
increased as a function of the preceding number of standards.
Therefore, deviants after three, twelve, and twenty-four
repetitions were averaged separately. In all cases,
frequencies were collapses together.

We computed the global field power (GFP) of the grand
averaged data and defined four intervals of interest (10l)
based on the peak latencies of the main ERP components
(P50m, N1m, and the Sustained Field [SF]). Mean peak
latency for P50m was at 51 ms at both hemispheres (SD = 3
ms). N1m peak latency occurred at 113 ms (SD = 13 ms) in
the right hemisphere and 128 ms (SD = 14 ms) in the left
hemisphere. The peak latency of the sustained field (SF), with
a scalp distribution analogous to a negative EEG component,
occurred at 254 ms (SD = 22 ms) and 244 ms (SD = 17 ms)
in the right and left hemispheres, respectively. Given that the
peak latency of the N1m grand average showed a clear
difference between hemispheres, the interval of interest was
split in two for the N1m time range. Intervals of interest (I0Ol)
were finally defined as windows between 45-55 ms for P50m,
95-115 ms for the early N1m, 130-150 for the late N1m, and
230-270 for the SF. In addition, a larger 10l between 100—
140 ms was defined to assess deviant effects.

Source estimation

To estimate brain sources we used an anatomically
constrained MEG approach that poses an anatomical
constrain to the estimated sources by assuming that each
individual's recorded brain activity lies in the cortical mantle
(Dale et al., 2000). First, precise co-registration of MEG and
structural MRI data was accomplished using a semiautomatic
procedure. Landmark (nasion, and the 2 periauricular points)
information was used for a first alignment of the MEG and
MRI coordinate systems. The digitized head shape and the
scalp surface of each individual were then used to reduce the
minimum distance error between them in an iterative process.
Cortical surfaces were created for each individual subject by
automatically segmenting the T1-weighted MRIs into gray and
white matter and defining the border between gray and white
matter as the cortical surface. Subsequent tessellation and
inflation of the folded surface patterns was carried out using
1999; Fischl 1999a;

http://surfer.nmr.mgh.harvard.edu/). Each individual inflated

Freesurfer (Dale et al, et al,
cortical surface was subsampled to ~7500 dipole locations
per hemisphere, equivalent to ~5 mm spacing, as the solution
space for the estimated current generators. The forward
model was completed in Brainstorm (Tadel et al., 2011) using
an overlapping-sphere analytical model. The activation at

each latency and dipole (constrained orientation) was
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estimated using a noise-sensitivity normalized linear inverse
solution known as dynamic statistic parametrical mapping
(dSPM). Since dipole strength power is divided by the
predicted noise in dSPM (Dale et al., 2000), we obtained
normalized dipole strengths with a t-distribution that

approaches a unit normal distribution (i.e., z-scores).
Therefore, dSPM at a particular latency and location is a
display of the statistical test between activity evoked by a
condition and the baseline period, and can thus be interpreted
as signal-to-noise ratio maps (for a similar procedure, see:
Marinkovic et al., 2003, 2011; Travis et al., 2011). Results
from each individual were aligned by morphing each
participant’s brain to an average template using a spherical
morphing procedure that allowed for accurate inter-subject
averaging (Fischl et al., 1999b), and a Gaussian smoothing
kernel of 10 mm full-width half-maximum (FWHM) was
applied. Significance levels reported on the average dSPM
maps were derived by taking the square root of the F-
distributed mean activity with 13 degrees of freedom in the
numerator (1 constrained dipole at each location x 13
subjects), and 1632 in the denominator, derived from the
number of time points used to calculate the noise covariance.
Therefore, significant thresholds for all conditions were set
between p < 0.05 corresponding to a dSPM value of 2.81,
and p < 10™* corresponding to a dSPM value of 11.23 (Figure

2).

Whole-brain analysis

Individual dSPM maps computed for the averaged “grouped
repetitions” (3 to 4", 5™ to 6™, 7" to 9™, 10" to 12", 13" to
18", and 19" to 24™) were exported to SPM8 (Wellcome Trust
Center for Neuroimaging, London, United Kingdom;
http://www.fil.ion.ucl.ac.uk) for a whole-brain analysis. Mean
activity within the 4 predefined IOls was computed and
repetition effects were assessed using a one-way repeated
measures analysis of variance (ANOVA). This analysis
followed a conventional General Linear Modeling (GLM)
approach, and allowed us to examine which brain regions
were significantly modulated by stimulus position. In order to
test our initial hypothesis that both RS and RE would occur at
different time intervals we carried out planned contrasts
between grouped repetitions 3 to 4" (Initial), 10" to 12"
(Middle), and 19" to 24™ (Late). Activation was considered
significant at a conservative voxelwise threshold of p < 0.05
(family-wise error [FWE]-corrected). Following the same
criteria, the effect of the preceding number of repetitions on
the deviant was tested. Planned contrasts were carried out
between deviants preceded by three, twelve, and 24

repetitions. T-tests were applied for all planned contrasts.
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Figure 2: Representation of group activity in the sensor and source level. (A) Grand averaged event-related fields (ERF) and dSPM
activity to stimuli presented in each position group analyzed. Responses to the first and second presentation of a tone in the train are
illustrated together with the grouped positions that were used for the analysis: 3° to 4", 5" to 6", 7" to 9", 10" to 12", 13" to 18", and
19" to 24" (rows). Colored bars and boxed in the ERF indicate the time intervals of interest (I0l) used in the analysis: 45-55 ms, 95-115
ms, 130-140 ms, and 230-270 ms. Gray bars indicate that activity from deviant and first repetition was not used in repetition effects
analysis. Source-level group activity is illustrated at the center or the 10, and also at 350 ms for the deviant stimulus. dSPM activity was
thresholded from p < 0.05 (full red) to p = 1072 (full yellow). (B) Grand averaged activity of the deviant sounds (above) presented after a
train of 3 (light grey), 12 (mid grey), and 24 (dark grey) stimuli. The global field power (GFP) of all channels is illustrated. (Below) dSPM
activity at 115 ms after sound onset for the deviant types. Threshold are the same as in (A)
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ROl analysis

We additionally analyzed cortical activation in each
subject using anatomically pre-defined regions of interest
(ROI). This approach has the advantage of allowing the
detection of weak brain activity that could be missed
using whole-head approaches that require strong
statistical thresholding. The same set of ROIs was used
for all subjects, blind to the individual activation, by an
automatic spherical morphing procedure (Fischl et al.,
1999b). Due to the relatively low spatial resolution of
MEG

definition of the ROIs in the present study was guided

imaging, we used relatively large ROIs. The
both by the pre-existent literature on the anatomical
sources of the MMN known to indirectly reflect sensory-
memory, and the results obtained from the whole-brain
analysis. We selected those anatomical regions from the
2006) that
overlapped areas showing a significant modulation by

Desikan-Killiany atlas (Desikan et al.,

stimulus position and, these areas were in accordance
with previously reported sources in the literature.

In supratemporal regions, ROIs were defined according to
the notion that most MMN studies localize the sources of
MMN in the superior temporal gyrus (STG) and the
vicinity of the Heschl's gyrus (Jd&askeldinen et al., 2004;
Opitz et al., 2005; Schoénwiesner et al., 2007; Recasens
2014a, 2014b).

localization of effects that was observed at different

et al, Given the antero-posterior
intervals in the whole-head analyses, and in accordance
with previous literature showing a functional separation of
anterior and posterior STG regions (Jaaskelainen et al.,
2004; Recasens et al.,, 2014b), we decided to split the
STG into two equally sized portions (~28 cm?), thus giving
rise to a posterior STG ROI, and an anterior STG ROI. A
separate ROI covering the HG (~5 cm?), bilaterally, was
defined according to the Desikan-Killiany atlas location. A
frontal ROI (~50 cm?) was selected on the basis that
frontal generators are expected to underlie memory-trace
formation (Baldeweg et al., 2004; Haenschel et al., 2005;
Baldeweg, 2006, 2007; Cooper et al., 2013), and frontal
MMN generators have consistently been reported in
previous studies (Giard et al., 1990; Rinne et al., 2000;
Yago et al., 2001). The specific location of the frontal ROI
was defined by merging the pars opercularis and pars
triangularis, according to the Desikan-Killiany atlas
location. Finally, a large ROI (~51 cm?) was defined on
medial parietal regions, overlapping the precuneus,
bilaterally. Previous studies report parietal activation as
part of a broad network devoted to deviance detection
(Alain et al., 2001; Molholm et al., 2005; Laufer et al.,
2009; Boutros et al., 2011). Figure 4 shows an illustration

of the selected ROls.
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A source-waveform for each ROI and condition was
obtained by deriving the mean activity of all the vertices
within each ROI. For each ROI waveform, in each
hemisphere, we retrieved the individual peak amplitudes
within the predefined IOIs and performed repeated-
measures ANOVA with factors REPETITION (6 repetition
groups) and HEMISPHERE (left and right) in each ROI
and time-interval. In addition, we carried out planned
contrasts on repetition groups (initial, middle, late) to
assess whether RS or RE was present in the different
ROIs and time-intervals. Repetition effects and planned
contrasts were considered significant at p < 0.05 after
Bonferroni correction. Greenhouse-Geisser correction
(GG) was applied when the sphericity assumption was
violated. Repetition effects are reported if planned
contrasts show significant effects of either suppression or
enhancement. The increase of the deviant as a function
of the preceding number of repetitions was assessed
using the same criteria in a repeated-measures ANOVA
with factors PRECEDING NUMBER OF REPETITIONS
(deviants after 3, 12,
HEMISPHERE (left, right). Bonferroni correction was

applied to all planned contrasts.

and 24 presentations) and

Results

Dynamic Statistical Parametric Maps (dSPM)

Source localization using dSPM revealed the neuronal
generators underlying auditory evoked activity at different
time intervals (Figure 2A). At the P50m interval, around
50 ms after stimulus onset, activity was greater in the
right hemisphere. Neuronal generators were located in
the posterior part of the STG, bordering the posterior rim
of the HG. This pattern was consistent across repetitions.
Two clear subcomponents with a typically EEG-negative
dipolar pattern emerged during the time interval of the
N1m, between 95 and 140 ms after sound onset (see
figure 2A, left column). At 105 ms activation overlapped
the posterior part of the STG, MTG, and the HG,
bilaterally. During the late interval of the N1m around 140
ms activation emerged more anteriorly, overlapping the
HG, the MTG, and the anterior STG. This propagation
towards more anterior regions in the supratemporal plane
right

Additionally, activation was found in non-auditory regions

was more pronounced in the hemisphere.
like the precuneus, the anterior insula, and prefrontal
regions especially during the onset of the deviant sound.
A clear P2m component around 250 ms after sound onset
appeared only for the first and second sound presentation

in the repetition trains. On the other hand, a late SF



appeared only after three stimulus presentations,
spanning from 230 ms to 400 ms approximately.
Activation during the SF interval was maximal after 24
repetitions and was located in middle and anterior
portions of the supratemporal plane, overlapping the HG
and the anterior part of the STG, especially in the right
hemisphere. Additional activation was found in frontal

areas and the medial wall of the posterior parietal cortex.

Whole-brain: Repetition effects

Using SPM8, a one-way analysis of variance was carried
out to examine repetition effects in the whole-brain.
Details from repetition analyses and planned contrasts
analyses at the different 10ls examined are detailed in
table 1. In short, no planned contrasts indicating either RS
or RE were found during the P50m time interval. During
the early N1m interval (Figure 3, upper row), overall
suppression from initial to late repetitions occurred in the
left (Prwe < 0.001; peak MNI: -3 -47 58) and right (Prwe =
0.018; peak MNI: 4 -49 56) precuneus. In temporal areas,
a large cluster showed a significant effect of suppression
in the right rolandic operculum (Prwe = 0.008; peak MNI:
54 -10 15), and regions of the right HG, STG, and MTG
(Pewe = 0.016; peak MNI: 44 -22 9). In the left
hemisphere, suppression  with
occurred in the MTG (Prwe = 0.002; peak MNI: -55 -37 3).

maximal repetitions
A clear RS from middle to late repetitions was only
observed in the right (Prwe = 0.029; peak MNI: 4 -67 40)
and left precuneus (Pewe = 0.020; peak MNI: 0 -59 38).
Similarly, during the late N1m interval only a cluster
centered in the left precuneus showed significant RS from
initial to middle repetitions (Prwe = 0.018; peak MNI: -3 -
51 46).

Clear RE effects were shown at the late SF interval
(Figure 3, middle row). A main right-hemispheric cluster
extending anteriorly towards the anterior part of the
rolandic operculum overlapped the HG (Prwe < 0.001;
peak MNI: 48 -16 7), the STG (Prwe = 0.002; peak MNI:
60 -25 11), and portions of the right insula anterior to the
HG (Prwe = 0.003; peak MNI: 46 -6 5). The same regions
showed RE for the initial versus middle, and middle
versus late repetitions. In the left hemisphere, a smaller
clusters located in the STG (Prwe = 0.023; k = 10; peak
MNI: -61 -22 5) showed RE when comparing initial
against late repetitions. Figure 3 (bottom row) shows the
overlap between RS at the early N1m interval and RE at
the SF interval.

In a separate analysis we assessed the localization of
memory-trace effects on the deviant response. Neither
overall repetition effects nor planned contrasts revealed
conservative

statistically ~significant effects at the
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threshold level of Pgye < 0.05. By lowering the voxel
threshold at P < 0.001 (uncorrected) the comparison
between deviant activity after 24, and 3 repetitions
revealed a large cluster located between the right HG and
the rolandic operculum (cluster-Pewe = 0.021; k = 539;
peak MNI: 46 -18 15) where deviant activity after 24
repetitions was greater than deviant activity after 3
repetitions. Though no voxels within the cluster reached
FWE-corrected values, a cluster of this size would hardly

occur by chance.

ROI analysis: Repetition effects

In order to confirm the reliability of RS and RE effects in
different time intervals and brain areas, statistical testing
was performed on the cortically extracted source-
waveforms from each of the 5 bilateral ROIS. In the same
way as for the whole-brain analysis, repetition effects
were analyzed and planned contrasts were performed
between initial (3 to 4"), middle (10" to 12™), and late
(19th to 4"‘) repetitions in order to assess the direction of
the effects (RS or RE). Results are depicted in figure 4.
For bilateral ROIs delineated in the posterior STG (pSTG)
at the P50m time interval (45 — 55 ms) an effect of
hemisphere was found (F (1, 12) = 13.53; p = 0.003)
pointing to a greater activation on the right hemisphere. At
the early N1m interval (95 — 115 ms) activity was also
higher in the right hemisphere (F (1, 12) = 5.38; p
0.039). An effect of repetition was observed (F (5, 60)
14.99; p < 0.001) and planned contrasts revealed

suppression between initial and late (p = 0.001), and
middle and late (p = 0.009) repetitions. At the later N1m
interval (130 — 150 ms) repetition effects (F (5, 60) = 5.99;
p = 0.009, GG) revealed suppression from middle to late
repetitions (p = 0.048). In the time interval of the SF (230
— 270 ms) hemisphere effects (F (1, 12) = 14.78; p =
0.002) showed a greater activation in the right
hemisphere, but planned contrasts revealed no effect of
suppression or enhancement. In the ROIs located in the
anterior STG (aSTG), an effect of stimulus repetition was
observed for the early N1m interval (F (5, 60) = 12.57; p <
0.001), where initial repetitions showed higher activity
0.009) and 0.003)

presentations. At the late N1m interval repetition effects

than middle (p = late (p =
(F (5, 60) = 7.97; p < 0.001) revealed suppression from
initial to late repetitions (p = 0.039). Contrarily, at the later
interval of the SF repetition effects (F (5, 60) = 9.84; p <
0.001, GG) revealed an effect of enhancement from initial
to middle (p = 0.002), and from initial to late (p = 0.002)
presentations. The ROI delineated in the HG revealed
stronger activation in the right hemisphere during the
P50m interval (F (1, 12) = 31.61; p < 0.001).
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Figure 3: Whole-brain analysis: axial sections depicting significant activity (p < 0.05, FWE corrected) for the three contrast of interest.

Colored areas indicate repetition suppression (RS) at the early N1m interval (upper row), and repetition enhancement (RE) in the SF

interval (middle row). Intial vs. Late (red), Initial vs. Middle (blue), Middle vs. Late (green) contrasts are illustrated when statistically

significant activity occurred. The overlapping between the Initial vs. Late contrast activity, showing RS in the early N1m (cyan), and RE

during the SF interval (yellow), is depicted in the bottom row.

An interaction between hemisphere and repetition
occurred at the early N1m interval (F (5, 60) = 3.28; p =
0.037, GG). Repetition effects showed up in the left
hemisphere (F (5, 60) = 6.35; p = 0.001, GG), where
repetition suppression occurred between initial and late (p
= 0.011), and between middle and late (p = 0.015)
repetitions. The same effects were reported in the right
hemisphere (F (5, 60) = 12.82; p < 0.001, GG), where RS
occurred between initial and late (p = 0.006), and
between middle and late (p = 0.004) repetitions. At the SF
interval activity was stronger in the right hemisphere (F (1,
12) = 752, p = 0.018). An
hemisphere and repetition (F (5, 60) = 2.77; p = 0.026)
revealed repetition effects in the left (F (5, 60) = 3.78; p =
0.025, GG) and right hemispheres (F (5, 60) = 6.79; p =
0.002, GG).
enhancement in the left hemisphere between initial and
late (p = 0.024), and between middle and late (p = 0.038)

interaction between

Planned contrasts revealed repetition

repetitions. Similarly, RE occurred between initial and
middle (p = 0.012), and between initial and late (p =
0.022) repetitions in the right hemisphere.

In the frontal ROI (Front), repetition effects occurred in the
late N1m interval (F (5, 60) = 3.69 p=0.006) where
suppression occurred between initial and late repetitions
(p = 0.018), and in the later SF interval (F (5, 60) = 6.98; p
= 0.002, GG), where enhancement occurred between all
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possible contrasts: initial and middle (p = 0.018), initial
and late (p = 0.002), and middle and late (p = 0.025).

Finally, in the ROI delineated in the precuneus, an effect
of hemisphere was found for the P50m (F (1, 12) = 5.67;
p = 0.035), early N1m (F (1, 12) = 6.58; p = 0.025), late
N1m (F (1, 12) = 4.91; p = 0.047), and SF (F (1, 12) =
6.02; p =

hemisphere in all

0.03). Activity was greater in the right
intervals. Repetition and planned
contrast effects were found in the early N1m (F (5, 60) =
9.51; p < 0.001), and SF (F (5, 60) = 6.76; p < 0.001)
intervals. At the N1m time range, RS occurred between
initial and late (p = 0.001), and between middle and late
(p = 0.02) repetitions. At the SF interval, RE occurred
between initial and middle (p = 0.026), and between initial
and late (p = 0.021) repetitions.

The ROI analysis carried out on the different deviant
stimuli revealed hemisphere effects in the HG (F (1, 12) =
6.13; p = 0.029) and precuneus (F (1, 12) = 5.08; p =
0.044). In both regions activity was significantly higher in
the right hemisphere. An effect of the preceding number
of standards was found only in the HG ROI (F (2, 24) =
3.64; p = 0.042). However, planned contrasts between
the three different deviant types failed to reveal a
decrease as a function of

significant increase or

preceding repetitions.
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Figure 4: ROI analysis. Center: ROIs represented in an inflated template cortical surface (medial view above, lateral view below).

Surround: group averaged time courses for the estimated dSPM activity. Position-averaged activity for the Initial (light grey), Middle (mid

grey), and Late (black) repetitions is represented in arbitrary noise-normalized units. Asterisks indicate statistically significant differences

(p < 0.05, Bonferroni corrected) between the contrasts of interest: Initial vs. Late (red), Initial vs. Middle (blue), Middle vs. Late (green).

Discussion

This study aimed to unravel the spatio-temporal dynamics
underlying auditory memory-trace formation in the human
brain. Results presented here describe repetition
suppression (RS) and repetition enhancement (RE) as
two complementary mechanisms of regularity encoding,
occurring at different time scales and spatial locations.
Our results indicate that N1m is suppressed during
repetitive stimulation. RS at the N1m interval was found in
supratemporal regions including the HG, STG, and the
MTG. Notably, non-auditory regions like the precuneus,
bilaterally, showed strong RS during a long time interval
comprised between 95 and 150 ms after sound onset.
The novel finding of the present study is, however, the
source localization of repetition-based enhancement that
was found at a much later time interval, between 230 and
270 ms. An increasing sustained field was evoked by
stimulus repetition approximately around 200 ms after
stimulus onset and lasted until 300 ms after onset. Like
the suppressing N1m, the neuronal generators of this SF
involved the right HG, the STG, the MTG, and extended
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over anterior regions of the insula and the rolandic
operculum. The precuneus also showed RE at this later
latency. ROI analyses confirmed that frontal regions in the
pars opercularis and pars triangularis, or inferior frontal
gyrus (IFG), were involved during RE between 230 and
270 ms. RS occurred in frontal areas during the later part
of the N1m only, but not during the early interval around
100 ms. During the SF, no RE was found in the posterior
part of the STG, suggesting that RS during the N1m
interval and RE during the SF interval might have different
neural generators, with early N1m sources located more
posteriorly than SF generators. Overall, our findings
suggest that both RS and RE, at different time- and
spatial-scales, underlie the strengthening and formation of
auditory memory traces. In fact, here we provide first
evidence that a late sustained field is generated in both
auditory and non-auditory regions, and reflects the
encoding of acoustic invariances during high numbers of

repetitions.



Table 1: Whole-brain analysis: MNI coordinates, p-values, and t/F scores for brain regions exhibiting statistically significant values (peak-

p < 0.05 [FWE-corrected], k > 5) in the different intervals and contrasts investigated.

Peak
MNI coordinates
N vox. Cluster p Peak p Peak . .
) (FWE) (FWE) E/t X Y Z Cortical region (AAL)
P50
(45 - 55 ms)
Repetition effects 6 0.027 4.66 38 -14 11 R. Insula
Nlam
(95 - 115 ms)
Repetition effects 61 0.001 12.31 42 -29 32 R. Supramarginal gyrus
54 0.004 10.78 -11 -67 38 L. Precuneus
11 0.009 10.04 -3 -47 48 L. Precuneus
21 0.026 9.14 -11 -49 52 L. Precuneus
124 0.004 10.68 0 -63 38 Precuneus bilat.
10 0.038 4.56 -19 -69 24 L. Sup. Occipital gyrus
131 0.005 10.53 56 -10 15 R .Rolandic Op.; HG; STG
Initial vs. Middle 32 0.009 0.004 5.56 -47 -69 26 L. Angular gyrus
Initial vs. Late 588 <0.000 <0.000 6.23 0 -59 38 Precuneus bilat.
85 0.002 0.001 5.91 -11 -67 38 L. Precuneus
32 0.009 0.004 5.58 -67 -51 -15 L. Inferior temporal gyrus
100 0.001 0.008 5.39 54 -10 -15 R. Rolandic Op.; HG; STG
89 0.002 0.009 5.34 -55 -37 3 L. MTG
13 0.02 0.024 5.04 -71 -27 3 L. MTG
Middle vs. Late 33 0.009 0.02 5.11 0 -59 38 Precuneus bilat.
N1lbm
(130 — 150 ms)
Repetition effects 16 0.005 10.55 58 -18 15 R. MTG
Initial vs. Middle 10 0.023 0.018 5.14 -3 -51 46 L. precuneus
SF
(230 — 270 ms)
Repetition effects 74 0.002 11.28 48 -14 7 R. HG; STG; Rolandic op.
30 0.006 10.49 36 -6 15 R. Insula
18 0.02 9.37 62 -29 -5 R. MTG
6 0.034 8.91 46 -4 7 R. ant Rolandic op.
Initial vs. Middle 515 <0.000 < 0.000 -7.06 48 -14 7 R. HG; Ins; STG
75 0.003 0.006 -5.47 58 -29 -5 R. MTG
6 0.029 0.017 -5.16 0 -65 40 Precuneus bilat.
Initial vs. Late 570 < 0.000 < 0.000 -7.15 48 -16 7 R. HG; STG; Ins
233 < 0.000 0.001 -6.13 58 -31 -5 R. MTG
10 0.023 0.023 -5.06 -61 -22 5 L. STG
Deviant
(100 — 140 ms)
After 24 vs. After 3 539 0.021 n.s. 4.56 46 -18 15 R. Rolandic op.; HG
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Neuronal generators

The source estimates we obtained for the different stimulus
repetitions revealed that P50m generators are located in the
STG, and show a rightward lateralization. The STG origin of
the early P50m response, in vicinity of the HG, is supported
by previous studies using both intracranial (Liegeois-Chauvel
et al.,, 1994; Yvert et al., 2005) and electrophysiological
recordings (Huotilainen et al., 1998; Yvert et al., 2001; Huang
et al., 2003). A rightward lateralization of the P50m responses
is likewise supported by previous studies reporting lower
signal-to-noise ratios in the left hemisphere (Korzyukov et al.,
2007).

reveal significant differences between tone repetitions at

Planned contrasts on the P50m interval failed to

different positions. However, frontal and anterior STG regions
in our ROI analysis, and a small cluster located in between
the right insula and the HG in our whole-brain analysis,
revealed significant overall effects of repetition. In fact,
previous research indicates that frontal generators contribute
to the P50m response (Weisser et al., 2001), and that
neuronal activity contributing to amplitude reduction or
enhancement with stimulus repetition, a phenomenon known
as “sensory gating”, is localized in the frontal lobe (Korzyukov
et al.,, 2007; Josef Golubic et al., 2014). While generators
located in supratemporal planes are oriented tangentially,
frontal sources with a radial orientation might be less suitable
for source localization using MEG, which may explain why no
clear effects of repetition were found in frontal areas.

The N1m peak activity at the early interval was located in
posterior regions of the STG and HG bilaterally. Our results
are in agreement with the intracranial localization of Yvert et
al. (2005), showing that N1m sources involved almost the
same areas as those active during the P50m interval. Even
though

supratemporal regions in our dSPM maps, repetition effects

the greatest N1m activity was localized in
showed the strongest suppression in the posteromedial
portion of the parietal lobe, the bilateral precuneus. In the
context of the MMN, parietal activation has been regarded as
a sign of increased attentional switching towards salient
deviations (Dittmann-Balgar et al., 2001; Molholm et al., 2005;
Laufer et al., 2009). In the present study, however, we
observed a suppression of parietal activation with stimulus
repetition that precedes deviance detection. In consonance
with results presented by Boutros et al. (2011) parietal
regions might represent a mechanism involved in both
information encoding and the subsequent detection of
relevant changes. As reflected in the dSPM activations, SF
activation involved more anterior regions of the supratemporal
plane as compared to early N1m sources. This spatial pattern
was mimicked in the repetition effects analysis. Whole-brain
analysis revealed a temporal activation for the different

repetition contrasts that spanned towards anterior regions of
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the right insula, below prefrontal areas, and anterior regions
of the MTG. These results were confirmed by an effect of
repetition enhancement in frontal and anterior STG regions,
as observed in ROI analysis. Even though no previous
studies have elucidated the neuronal generators underlying
the sustained negativity, differences in terms of neural coding
and spatial localization, as compared to N1m, might reflect
the existence of separate mechanism devoted to stimulus
encoding. Though speculative, differences in neuronal
generators might suggest that the two processes are
organized hierarchically, with different levels of information
being processed serially at different time intervals. Such an
organization is supported by previous studies suggesting a
hierarchical organization of the deviance detection system,
where more complex and integrated types of regularities are
encoded in secondary auditory regions and in later time
intervals (Cornella et al., 2012; Althen et al., 2013; Escera et
al., 2014; Recasens et al., 2014b). Future research should
specifically address whether RS and RE at different intervals
reflect different information processing stages, or in other

words, the encoding of different levels of acoustic information.

A neuromagnetic correlate of repetition positivity?

The ability of the brain to encode regularities has traditionally
been studied using the MMN potential evoked in oddball
paradigms. The MMN is suggested to reflect an automatic
process of deviance detection between an incoming stimulus
and the regularities previously encoded in form of sensory
memory-representation (Naatéanen et al., 2005). Even though
MMN generation seems to be dependent on stimulus
oddball

standard feature do not allow explicit assessment of the

regularity encoding, designs using one single

mechanisms underlying regularity extraction, particularly
those concerning the “standard” events. In the recent years
few studies have precisely examined the role of stimulus
repetition in the context of auditory memory-trace formation in
the human brain. Using a roving standard presentation similar
to ours, Baldeweg and colleagues (Baldeweg et al., 2004,
2006) showed that tone repetition modulates a large portion
of the ERP at fronto-central scalp electrodes between 50 and
250 ms post-stimulus. This modulation, termed repetition
positivity (RP), was observed as a positive polarity wave
overlapping the P50-N1-P2 auditory evoked components.
Further studies strengthened the idea that RP might reflect a
direct index of sensory-memory formation (Baldeweg, 2006,
2007), as it is influenced both by attentional demands during
active discrimination tasks (Haenschel et al., 2005), and the
temporal predictability of the events during passive listening
(Costa-Faidella et al., 2011a). It appears, however, that the
modulation typically reflected in the RP to roving trains of

standards does not hold for more complex sounds like known



vowels (Ylinen and Huotilainen, 2007), or more complex
sequences where frequency repetitions are embedded in a
sequence of duration-varying sounds (Bendixen et al., 2007).
In the present study, a RP pattern was observed only
partially. Repetition-related modulation was not found at the
early time range of the P50m, between 45 and 55 ms post-
stimulus onset. An enhancement at that latency would have
been expected since the experimental paradigm and the long
number of repetitions used was similar to previous studies
2005; Costa-Faidella et al., 2011a).

Methodological differences like the use of MEG, less sensitive

(Haenschel et al.,

to deep generators than EEG, and the subsequent decrement
of statistical power, might account for the lack of early
repetition-related modulations. On the other hand, a magnetic
counterpart of the P2 was only observed for the first and
second presentation in the trains, around 225 ms after
stimulus onset. After the second sound presentation, the
typical P2m scalp distribution had completely disappeared,
and after three stimulus presentations scalp distribution at
225 ms resembled a typically EEG-negative component,
probably reflecting the emergence of the later SF. In this
regard, Shahin et al. (2007) observed that both radial and
tangential sources, located in both primary and non-primary
auditory regions respectively, contribute to the magnetic P2m
component. The very fast adaptation, occurring after one or
two presentations observed here might suggest that primary
auditory areas contributing to the P2m component are highly
sensitive to stimulus repetition and show a high degree of
refractoriness. Contrarily, EEG might be more sensitive to
generators located radially in secondary areas around the
sulci, where repetition enhancement is typically observed
during stimulus repetition (Baldeweg et al., 1999; Atienza et
al., 2002; Costa-Faidella et al., 2011b).

In accordance with the expected RP effects, the N1m showed
a clear decrement with increasing number of repetitions. A
large body of literature has previously reported N1 adaptation
with stimulus repetition during oddball presentations (Hari et
al., 1982; Naatanen and Picton, 1987; Naatanen, 1992; Budd
et al., 1998). Such strong finding has led to the alternative
interpretation that non-specific N1 adaptation can in fact
account for the whole of sensory memory-based effects of the
MMN (Jaéskeldinen et al., 2004; May and Tiitinen, 2010), or
partially concur with them (Garrido et al., 2009). Suppression
of the N1m component is a relatively stable effect observed in
most roving standard studies and constitutes an essential part
of the RP effects (Baldeweg et al., 2004, 2006; Haenschel et
al., 2005; Costa-Faidella et al., 2011a; Cooper et al., 2013;
but see: Bendixen et al., 2007; Ylinen and Huotilainen, 2007).
Here, comparable effects were described at the anatomical
level. Noteworthy, we showed RS in auditory and non-

auditory regions during the N1m time range. Similarly,
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Boutros et al. (2011) reported a strong N1 suppression of

frontal, parietal and cingulate areas that exceeded
suppression found in typically auditory areas. In most cases,
RS was stronger on the right hemisphere. In line with this
previous research, results presented here indicate a strong
suppression of the bilateral precuneus, located in the medial
wall of the parietal cortex, and to a lesser degree in typical
auditory regions like the HG, STG, and MTG during the early
N1m interval. Both ROI and whole-brain analyses consistently
showed that the precuneus was capable to track sound
repetition after many presentations, as evidenced by the
middle vs. late contrast. This might suggest that while rapid
adaptation after few stimuli occurred in secondary auditory
areas, non-auditory regions -and the HG as revealed in the
ROI analysis- developed a slower long-term adaptation during
the early N1m time range. Such notion would be in line with
previous findings showing that auditory HG responses exhibit
adaptation on multiple timescales in animals (Ulanovsky et
al., 2004) and humans (Costa-Faidella et al., 2011b; Eliades
et al, 2014). In addition, some empirical support for the
separation we made of the N1m component in two different
subcomponents was found. In the right hemisphere, dSPM
estimates revealed a peak of activation in anterior areas of
the STG during late N1m interval, whereas the early N1m
interval had its loci located in the posterior STG. Jaaskeléinen
and collegues (2004) reported a similar pattern for N1m to
novel sounds and suggested that anterior N1m sources might
be more narrowly tuned to sound frequency, and thus, reflect
a lesser degree of adaptation. Similarly, our results show few
RS effects in the late N1m time range as compared to the
posterior and early N1m subcomponent.

As mentioned above, repetition enhancement of the P2m
component, typically found in RP studies, was not observed
here. Instead, an enhancing sustained field (SF) with stimulus
repetition was found. The earliest indication of a correlate of
such a sustained field was reported by Naatanen and Rinne
(2002). The authors found a late negative response between
150 and 280 ms after sound onset that was elicited by
stimulus repetition within a sequence of otherwise
randomized sounds. In addition, Bendixen et al. (2007)
reported an increasing negativity with repetition in the 240 —
350 ms interval, which was interpreted as a decreasing P3a
to standards. Ylinen and Houtilainen (2007) showed that a
sustained potential between 250 and 400 ms increased for
familiar vowels as compared to unfamiliar sounds. This
sustained negativity tended to increase with larger number of
repetitions. In this particular study, the reduced number of
repetitions used probably hampered the elicitation of RP-like
events like an N1 suppression, and statistically significant RE
of the sustained component. Notably, our whole-brain and

ROI analyses indicated a more anterior distribution of



neuronal generators underlying RE of the SF, suggesting a
spatial dissociation between RE and RS as indexes of
memory-trace formation. In auditory regions like the HG, and
the anterior STG, RE showed gradual effects. Notably, no RE
was found in more posterior regions of the STG, were
activation was greater for N1m. The frontal ROl exhibited a
fast adaptation during initial to middle repetitions in the time
range of the late N1m. Contrarily, the increase of the SF
occurred more progressively with stimulus repetition, thus
suggesting the involvement of frontal areas in memory-
formation processes. Similarly, Bendixen et al. (2007) showed
that such an effect of RE was mirrored by decreases in
reaction

time, therefore suggesting that RE gradually

strengthened memory-based rules, and that stimulus
encoding conferred benefits in behavioral terms. Heinemann
et al. (2010) showed an enhancement of a late sustained
response with negative polarity (150 — 350 ms) to repetitions
of frequency-modulated sounds in a paired-stimulus
paradigm. Surprisingly, the same effect was absent for
unmodulated tones. The authors argued that RE resulted
from the interaction between a large frequency separation
and the short interstimulus-interval (ISI: 200 ms) used,
leading to facilitatory effects, as usually observed for the N1m
(Wang et al., 2008). Given the longer ISI employed in the
current study, and the larger number of stimulus repetitions, it
is hard to accommodate such an interpretation to our findings,
which support a memory representation process. Therefore,
we suggested an alternative interpretation. To date, RE of a
late sustained component has been found in quite predictable
scenarios, where the number of repeating trains or repetitions
were fixed (see: Naatanen and Rinne, 2002; Ylinen and
Huotilainen, 2007), and thus, its regularities could be pre-
attentively organized and anticipated even without overt
attention directed to sensory inputs (Naaténen et al., 2001). In
this line, a functional interpretation of RE in terms of temporal
predictability could be argued. Jaramillo and Zador (2011)
observed enhanced responses in primary auditory regions of
the rat in response to expected temporal cues. Resembling
(2007), enhanced

neuronal responses to valid expectation were correlated with

results obtained by Bendixen et al.

decreases in reaction time. The present study, however, did
not specifically test if RE was modulated by the temporal
predictability of the deviant sounds or the transitional
probabilities in the sound sequence. Therefore, strong
conclusions regarding the functional role of the increasing SF
cannot be drawn, and future studies might help to elucidate a
putative dissociation between memory-based and predictive

mechanisms.
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Effects on deviant stimuli

As noted above a widely accepted interpretation of the MMN
states that it reflects the violation of a previously encoded
memory trace, as exemplified by the MMN increase with
preceding number of standards (Imada et al., 1993; for a
review see: Naatanen et al.,, 2005). In this regard, roving-
standard paradigms are optimal for studying memory-trace
formation since they can exclude the effect of preceding
regularites when assessing memory effects that are
and allow the

dependent on the number of stimuli,

assessment of repetition effects on both deviant and
standards. Overall, an MMN increase with repetitions has
been found at frontal or mastoid electrodes in several RP
studies (Baldeweg et al., 2004, 2006; Haenschel et al., 2005;
Cooper et al.,, 2013), arguing in favor for a progressive
1992).

However, results from all three studies, and findings by

strengthening of the memory trace (N&atanen,

Costa-Faidella and colleagues (2011a), suggest that MMN
increase with repetitions is mainly caused by a stronger N1
stimulus-specific adaptation of the response to repetitive
standard stimulation, as compared to smaller increases for
the deviant tones. Our results are in strict agreement with the
above-mentioned studies. At the time interval of the N1m,
overlapping that of the MMN, we found a significant amplitude
decrease with repetition, thus mimicking RP findings. On the
other hand, repetition effects on deviant responses were
smaller. Whole-brain analysis revealed a big cluster showing
sub-threshold effects when comparing deviant responses
after 3 and 24 repetitions. Similarly, ROI analysis showed an
effect of repetition in the right HG and precuneus. Given that
the predictability of the deviant occurrence might be high
when using roving presentation designs with a small number
of train lengths, one could assume strong expectations to
hamper deviant increase as a function of the preceding
repetitions (Chennu et al., 2013). Overall, our data suggests
that memory-trace encoding is mainly mediated by stimulus-
specific adaptation to repetitive stimulation, in consonance
2003), but

enhancement of deviant stimuli suggests that a memory-

with animal findings (Ulanovsky et al.

based comparison process cannot be discarded.

Conclusions
Our spatio-temporal analysis shows that two separate
mechanisms are involved during auditory memory-trace
formation, as reflected by the repetition-related modulation
effects observed to stimuli presented in a roving-standard
paradigm. First, repetition suppression occurs at 95 - 140 ms
after repetition onset in a widely distributed network involving
temporal and parietal brain regions. This finding is in

agreement with the suppression of the N1 component during



the time course of the “repetition positivity”, previously
reported. Even though enhancement of the earlier P50 and
later P2 components of the ERP was not observed in our
data, we describe a second mechanism that might be
engaged during regularity encoding. A late repetition
enhancement effect between 230 and 270 ms indexed as a
sustained field was localized in more anterior temporo-insular
regions, and overlapping frontal and parietal cortices. Our
findings show that different regions, both auditory and non-
auditory, participate from auditory memory-trace formation at
different time scales. Thus, suggesting that predictive signals
might be passed through hierarchically organized regions,

according to predictive coding notions.
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SUMMARY OF RESULTS AND DISCUSSION

In the present PhD thesis three MEG experiments were conducted in order to
explore the underlying neuronal generators of acoustic regularity encoding and
deviance detection in the auditory system of healthy humans. We recorded ERFs to
repetitive and deviant stimuli presented in “oddball” and “roving-stimulus”
sequences, and estimated the brain sources by means of inverse solution
procedures using MEG.

In the first study we aimed to find separated anatomical areas underlying
deviance-related MLR and MMNm sources. Deviance-related effects were obtained
by subtracting the ERF to infrequent deviant tones from the activity evoked by
repeated standard tones presented in a frequency oddball paradigm at two
different time intervals, the Nbm (~43 ms) and MMNm (~115 ms). Neuronal
generators of deviance-related Nbm enhancement were located in more anterior
and medial sites than those of the MMNm.

In the second study we assessed whether simple (local) and complex (global)
levels of acoustic regularity were encoded at the early time range of the MLR or at
later processing stages, as reflected by the MMNm. In addition, we estimated brain
generators at both latencies in order to find anatomical evidence of a functional
separation between deviance detection at MLR and MMNm time ranges. Our
results indicate that local frequency changes elicited MLR modulations in
components Nbm (~50 ms) and Pbm (~65 ms), in addition to a frequency-MMN
(~140 ms). Global sequence violations elicited by improbable tone repetitions
evoked a late MMN (~180 ms). Sources of the global MMN were localized in
posterior and secondary regions of the STG. Enhanced activity to local changes,
instead, was localized near primary auditory areas at different latencies.

In the third study we aimed to find neuromagnetic correlates of acoustic regularity
encoding at the anatomical level. By employing a roving-standard paradigm,
neuronal populations underlying repetitive frequency tones at different positions
were estimated. We observed that repetition suppression at the N1m time range
(95-150 ms), and repetition enhancement in the time interval of a sustained field
(SF: 230-270 ms) underlied memory-trace formation. Source reconstruction

revealed that suppression spanned through posterior regions of the auditory
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cortex and the precuneus. Enhanced responses at later time intervals overlapped
anterior areas of the auditory cortex, spanning towards more frontal regions.

In studies I and II, deviance-related effects were assessed (deviant minus standard
activity). In study III, the modulation of deviant and standard activity with
repetition was tested, but no direct assessment of deviance-related effects was
conducted. We did not specifically analyze MLR components in study III either.
MEG was used as recording technique and source estimation of event-related fields
was carried out in all three studies. That said, a discussion of the results from the
present PhD thesis will be presented here under the light of previous and related

findings.

EARLY DEVIANCE DETECTION IN THE MLR RANGE

As mentioned in the introduction, deviance detection has been investigated by
means of the MMN ERP. Recent human studies (Grimm and Escera, 2012; Escera et
al., 2014) and parallel findings in animals (Pérez-Gonzalez and Malmierca, 2014)
showed that correlates of deviance detection exist in earlier time intervals than the
MMN. Findings presented in Studies I and II corroborate this notion. In both
studies, frequency violations elicited enhanced activity at different time intervals,
the MLR and MMNm time ranges. In study I we designed a frequency oddball
paradigm with very similar characteristics to that employed by Grimm and
colleagues (2011) using EEG. Pure tones were presented at fast stimulus-onset-
asynchrony (SOA) and rare frequency deviations (probability = 0.2) elicited an
MMNm response around 115 ms, in addition to an amplitude enhancement of the
Nb component of the MLR at about 40 ms post deviant onset, when compared to
standard stimuli. MMN elicitation by infrequent frequency changes is the best-
established finding in the MMN literature (Sams et al., 1985; Paavilainen et al,,
1993; Jacobsen and Schroger, 2001). With regard to MLR effects, several studies
suggest that the Nb deviance-related enhancement is a consistent finding when
employing pure tone deviations (Grimm et al,, 2011; Alho et al,, 2012; Leung et al,,
2012; Althen et al,, 2013). Alho et al. (2012) reported an Nb enhancement for both
pure tones and missing-fundamental tones in an oddball design. Their findings
rule-out the possibility that early activity enhancement reflected the processing of

harmonic-related information, but rather indicate that Nb is related to pitch
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processing in the primary auditory cortex (PAC). Leung and colleagues (2012)
used a multi-feature paradigm with four types of deviation: frequency, duration,
intensity, and interaural time differences. In the MLR time range, only frequency
changes elicited an Nb amplitude increase, suggesting that Nb response might be
related to frequency-specific neural activity throughout the ascending auditory
pathway. Their findings, in addition, suggest that very early memory traces can be
created despite of certain levels of variability in the repetitive stimulation. So far,
such notion had been observed only in later time intervals (Gomes et al., 1995).
Further evidence pointing to a link between Nb and pre-attentive pitch processing
is provided by Puschmann and colleagues (2013), who showed that both detected
and undetected band-pass filtered noise changes embedded in complex auditory
scenes elicited an Nb enhancement. In spite of the fact that converging evidence
shows that amplitude modulations of the Nb component of the MLR is related to
pitch processing, Slabu and colleagues (2010) reported an enhancement of the Pa
component, at about 30 ms post deviant onset, for changes in band-pass filtered
noises. Similarly, Cornella et al. (2013) observed an early amplitude modulation of
the Pa component of the MLR when presenting frequency-modulated tones in an
oddball paradigm. The authors observed that the Pa component was larger for
standard as compared to deviant sweeps. Notably, the direction of the effects was
the opposite of what had been expected according to previous findings (a deviant
increase), and it was suggested that deviations from the encoded memory trace
might require higher-order mechanisms in the case of complex stimuli (Cornella et
al,, 2013). Similarly, results presented in the study II of the present thesis, show a
clear modulation of the Pb/P50 component, in addition to an Nb enhancement, to
highly predictable frequency changes. Amplitude modulation of the P50
component has been reported previously as indexing sensory “gating”, that is, a
dishabituation (“gating-in”) to salient rare stimuli, or habituation (“gating-out) to
redundant stimulation (Boutros and Belger, 1999; Paraskevopoulos et al., 2012).

While early deviance-related effects seem to emerge in the time range of the Nb
component for frequency or pitch changes (except for: Slabu et al., 2010; Cornella
et al.,, 2013), changes in other simple acoustic features like location seem to be
processed preferentially in distinct intervals of the MLR. That is the case of sound

location changes. Sonnadara et al. (2006) reported an early enhanced negativity at
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25 ms (Na component of the MLR) after occasional changes in perceived sound
location that was accompanied by a later MMN. Such first indication of deviance-
related processing in the MLR interval was confirmed in a subsequent study where
clicks in free-field stimulation were presented in either the left or right hemifields
during oddball (rare 30°-shifts in location) conditions (Grimm et al., 2012). Again,
Cornella et al. (2012) showed enhanced Na responses to occasional feature
changes in interaural time difference of stimuli presented through headphones.
Enhanced responses in the transition from the Na-Pa components have been
observed for intensity deviants too, suggesting that common brain sources might
be involved in intensity and location information encoding (Althen et al., 2011).
Finally, temporal regularity violations elicited by infrequent decrements in the
SOA led to enhanced Pa and Nb responses (Leung et al., 2013). Overall, results
presented above suggest that MLR components showing deviance-related effects
for different features reflect the activity of neural populations encoding specific
acoustic features. That is, deviance-related Nb effects might reflect spectral
information processing (Alho et al., 2012; Escera et al, 2014). However, this
suggestion is only empirically supported in the case of frequency, for which early
feature-specific responses have been obtained (Leung et al., 2012). To sum up,
studies I and II strengthen the idea that deviance detection, and hence regularity
encoding, is a basic principle of the human auditory processing acting on multiple

levels (for a recent review see: Escera and Malmierca, 2014).

BRAIN SOURCES OF MLR AND DEVIANCE-RELATED MLR

Evidence for early deviance detection provided by EEG studies is based on the fast
timing of MLR modulation before the MMN interval. Studies discussed so far did
not directly investigate whether change detection in the MLR range is elicited in
hierarchically inferior auditory structures than those of the MMN. Nevertheless, a
large body of evidence indicates that transient MLR (not deviance-related) has its
origins in both subcortical and cortical structures, spanning from primary to
secondary regions (Deiber et al., 1988; Liégeois-Chauvel et al., 1994). Specifically,
the Nam component (~20 ms) is suggested to reflect thalamo-cortical activity
(Deiber et al., 1988), with origins in both subcortical (Kraus and McGee, 1988), and

cortical generators in the postero-medial HG, as revealed using intracranial
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recordings (Yvert et al., 2005). The transition between Na and Pa (~30 ms) has
been regarded as the first activity generated in the primary cortex (Liitkenhoner et
al, 2003). Actually, Pantev and colleagues (1995) reported that Pam component
mirrored the tonotopic organization of N1m. Surprisingly, oddball studies indicate
that location and intensity deviations are processed in those particular time ranges
(20-30 ms), instead of frequency deviations, as would be expected according to the
tonotopic organization of the PAC (Saenz and Langers, 2014). Also Leung and
colleagues (2013) showed that temporal violations were processed at the level of
the Pa and Nb responses. Pa modulations have been observed using complex
sounds like pitched noises (Slabu et al, 2010) or frequency modulated tones
(Cornella et al.,, 2013), which is difficult to accommodate with the notion that
spectrally complex sounds are processed beyond core regions in the PAC
(Wessinger et al., 2001). Relevant with regard to studies I and II, later components
like Nb (~40 ms) and Pb/P50 (~60 ms) might have their origins in more lateral
aspects of the HG (Liégeois-Chauvel et al., 1994; Godey et al., 2001) or even lateral
portions of the STG (Yvert et al.,, 2001; Inui et al., 2006). Overall, the assumption
stated in EEG studies that MLR modulations support an origin in or near the PAC
and that deviance-related MLR reflect a hierarchically lower stage of processing is
supported by above-mentioned findings. This might be particularly true given that
generators of subsequent auditory activity like the N1 have been descrived in
secondary areas like the planum temporale (PT), in intracranial (Liégeois-Chauvel
et al,, 1994) and MEG studies (Pantev et al.,, 1995).

Still, anatomical evidence showing hierarchically inferior source generators of
deviance-related MLR is crucial to conclude that ultra-fast responses represent a
different mechanism than the well-studied MMN. Studies I and II clearly addressed
this topic for the first time by estimating the location of neuronal populations
involved in early deviance detection. In those studies MEG data was acquired. MEG
provides excellent temporal resolution capable of tracking ultra-fast activity
occurring in the human brain, and allows for a reasonably high spatial resolution,
given the high number of sensors and the incorruptibility of magnetic fields when
crossing tissues above the cortex (Vrba and Robinson, 2001; Hari and Salmelin,
2012). Even though a detailed review of the characteristics, advantages and

disadvantages of MEG is beyond the scope of the present thesis (for a detailed
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introduction to MEG, readers are suggested to read: Hamaldinen et al, 1993;
Hansen et al., 2010), important caveats need to be made regarding the spatial
accuracy of source estimation in MEG. First, magnetic fields generated by cortical
populations are extremely small, typically ranging between 50 and 500 fT
(Hamaldinen et al.,, 1993). The activity of a large number of neurons, similarly
oriented, needs to be synchronous in order to be detected by MEG sensors. “To
reach a MEG signal with the magnitude of 10 nAm it is necessary that 50,000
pyramidal neurons are synchronously active” (Hansen et al., 2010). Second: Given
that MEG signal is recorded from the scalp, an infinite number of possible source
configurations can exist. This is known as “inverse problem”. Therefore, source
reconstruction is subject to computational models of the biophysical sources. That
is, accurate source estimation depends on the models’ assumptions, which may
introduce constrains to achieve a source configuration able to explain the recorded
signals. Third: magnetic fields decrease with distance to a higher degree than
electric signals. Thus, small activity generated in deep areas of the brain like the
thalamus or the brainstem will hardly be detected. That might explain why the
detectability of the early Nam component of the MLR has yielded conflicting
results (Makela et al., 1994; Kuriki et al., 1995; Borgmann et al.,, 2001; Godey et al.,
2001; Yvert et al., 2001). In view of the noted caveats, source estimates from
studies I and II should now be discussed. The main finding from study I revealed
that early deviance-related Nbm and MMNm sources were spatially separated. It is
also relevant that in both time intervals neuronal generators were estimated in the
right hemisphere. The right lateralization of MMN sources is a well-established
finding (Paavilainen et al.,, 1991; Grimm et al., 2006), especially when it comes to
frequency or pitch deviations (Doeller et al, 2003; Molholm et al., 2005). This
lateralization of pitch MMN is consistent with the notion that the right hemisphere
is engaged in tonal information processing, whereas the left hemisphere processes
temporal information (Zatorre and Belin, 2001), and speaks in favor of a feature
dependence of MMN generators. Similarly in the Nbm time range, Leung and
colleagues (2012) observed more prominent Nbm responses to frequency deviants
in the right hemisphere, again arguing in favor for a feature-dependent processing
at the level of MLR. Similar hemispheric asymmetries were observed in study II in

response to local frequency violations. However, in the MMNm interval a bilateral
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activation was observed, and deviance-related Nbm activity was stronger on the
left hemisphere, though no statistical differences existed between hemispheres. In
this regard, results from study III show that suppression of the N1m component to
repeated tone presentations is greater in the right hemisphere (see HG ROI), in line
with previous findings (Boutros et al, 2011). Such finding suggests that right
hemisphere’s preference for spectral information is already developed in the
regularity-encoding phase, prior to deviance detection, and in very early cortical
stations.

Study I showed that deviance-related effects in the MLR time range were localized
in anterior and medial regions of the auditory cortex, as compared to source
generators of MMNm. Nbm deviance-related generators were located in the
anterior and medial portion of the HG, and the strongest signal appeared in the
medial aspect of the HG. Similarly in study II, enhanced activity to local violations
in the time range of MLR was localized in the vicinity of HG, bilaterally. HG, or
transverse gyrus, in humans is a rough marker of the tonotopically organized PAC.
Even though anatomical differences between the human and the monkey temporal
plane do not allow for a precise correlation between well-defined areas in animals,
and human structures with high inter-individual variability (Hackett et al., 2001),
analogous regions of the monkey’s PAC have been identified along the medio-
lateral axis of the human HG by means of cytoarchitectonic analysis (Morosan et
al,, 2001). Postero-medial regions of the HG are thought to represent the core of
the PAC, which is surrounded by belt and parabelt regions, like the antero-lateral
HG, the planum polare, the planum temporale (PT), and lateral surface of the STG
(Hackett, 2011). Therefore, findings from study I suggest that anatomical sources
of deviance detection at the Nbm interval correspond to PAC (Brodmann area 41),
specifically to Tel cytoarchitectonical subdivisions (Morosan et al., 2001). On the
other hand, MMNm sources were located in right hemispheric regions of the STG,
the middle temporal gyrus, and in the superior temporal sulcus, in line with
previous findings (Opitz et al,, 1999, 2002; Tervaniemi et al., 2000, 2006; Doeller et
al, 2003; Schall et al., 2003; Rinne et al, 2005; Schonwiesner et al, 2007).
Architectonic maps in humans have identified these regions as Te2.2 and Te3
subdivisions of the auditory cortex (Brodmann area 42 and 22) (Morosan et al,,

2005), thought to correspond to secondary auditory areas. To the authors
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knowledge, this is the first evidence showing that two mechanisms of deviance
detection exist in anatomically distinct regions of the auditory cortex, and establish
a link between human deviance detection and single-neuron stimulus specific
adaptation in animals occurring at the level of PAC (Ulanovsky et al., 2003, 2004).
Regarding MLR and MMN spatial separation, source localization of deviance-
related MLR effects and MMNm to frequency changes in study Il yielded somewhat
different locations as compared to study I. MMNm generators to local frequency
changes were obtained in a more anterior and slightly more medial location than
Nbm sources. In the left hemisphere, frequency MMNm sources were located more
anterior than Pbm, and more inferior than Nbm and Pbm sources. Such differences
might be explained for by differences in the stimulus sequence employed. In study
IT SOA was faster, local deviant probability was higher, and the occurrence of
frequency violations was fixed and thus highly predictable. Though parsimonious,
one explanation for the discrepancy in the results could be that MMNm was driven
by differential refractoriness states, thus leading to more anterior MMNm
generators (Jadskeldinen et al., 2004) in study II. In line with the results observed
in study I, global changes in study II revealed a much more posterior source of
MMNm as compared to deviance-related MLR sources. As will be discussed below,
global MMNm could not be accounted by adaptation effects. To summarize briefly,
our findings are consistent with the notion that two separated brain regions in the
cortex underlie change detection at two distinct time intervals. While MMNm
generators lie in secondary regions mainly, earlier deviance-related processes

occur at the level of the PAC, a hierarchically inferior region of the auditory cortex.

FUNCTIONAL ROLE OF EARLY AND LATE DEVIANCE DETECTION MECHANISMS

One of the aims of the current PhD thesis was to examine whether early and late
deviance detection mechanisms reflect recurrent or functionally different
processes. Given the spatiotemporal separation previously described for early and
late deviance detection mechanisms, we advocate for the latter. Beyond
cytoarchitechtonical differences, Howard and colleagues (2000) observed that
intracranially recorded auditory evoked responses in the HG and the posterior STG
differed in their sensitivities to stimulation rate. Further evidence confirmed that

the HG and postero-lateral superior temporal areas are highly interconnected

104



(Brugge etal., 2003, 2008), and established a functional separation between mesial
core regions in HG, the posterior STG, and the antero-lateral portion of the HG
(Liégeois-Chauvel et al, 1991; Brugge et al, 2008, 2009). Such findings,
corroborate previous anatomical evidence suggesting that the auditory cortex
contains multiple and interconnected regions to provide hierarchical processing of
acoustic information (Wessinger et al, 2001; Hackett, 2011). In a similar line,
Schonwiesner and colleagues (2007) suggested different functional roles for
mismatch responses obtained at the mesial HG, lateral HG, the STG, and prefrontal
areas. Study II aimed to show that the hierarchically earlier deviance-detection
mechanism in the vicinity of the PAC is functionally different from the one indexed
by the later MMNm. We designed a sophisticated version of the oddball paradigm
where simple local frequency deviations were embedded in fixed sound sequences.
Global violations in the form of additional tone repetitions occurred infrequently in
the sound sequences, thus violating higher-order pattern-like regularities.
Corroborating previous findings from our research group, complex or global
changes elicited and MMNm response, but no deviance-related MLR modulations
(Cornella et al., 2012; Althen et al., 2013). Althen et al. (2013) used feature
combinations as complex stimuli, and Cornella et al. (2012) employed infrequent
tone repetitions in a tone-alternating sequence. In none of the cases complex
deviations elicited MLR modulations, thus suggesting that hypercomplex and
pattern invariance in not yet encoded at the level of the MLR (Escera et al,, 2014).
Instead, simple changes in location (Cornella et al., 2012) and frequency (Althen et
al, 2013) elicited both an MMN response and an early MLR modulation in
components Na and Nb, respectively. Using similar global-local sequences, MMN to
simple pitch violations accompanied by global MMN has been observed previously
under passive conditions (Horvath et al., 2001; Herholz et al., 2009, 2011). When
introducing active task demands, MMN to local changes is elicited in the STG and
PAC, whereas global violations are indexed by a P3b response distributed over a
large brain-network (Bekinschtein et al,, 2009; Wacongne et al., 2011). Though
these latter results suggest that conscious awareness is necessary to detect high-
order regularities, our data is consistent with previous findings showing that
pattern changes can be detected pre-attentively without overt attention (Horvath

et al,, 2001; Herholz et al,, 2009, 2011; Cornella et al., 2012; Althen et al., 2013).
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Our data showed that source generators of local deviations are located in anterior
regions of the auditory cortex, overlapping both primary and secondary areas
(Bekinschtein et al., 2009). Recent fMRI findings suggested that a more distributed
cortical network underlied the detection of frequency violations in the monkey
brain (Uhrig et al., 2014). Such network involved subcortical structures, which
might be related to the deviance-related MLR modulations observed in study II.
With regard to the source localization of the global MMNm, our data agree with
previous findings suggesting that physical dimensions-like frequency and more
complex regularities are encoded in distinct auditory areas (Alho et al., 1996;
Levdnen et al., 1996; Alain et al., 1999). More precisely, global MMNm sources
were generated in the PT, an area within the STG lying posterior to the HG. The PT
represents a high-order processing stage in the auditory hierarchy (Zheng, 2009)
that has been related to sensoriomotor processes like rhythm (Chen et al., 2009),
and speech production (Hickok and Poeppel, 2007; Pa and Hickok, 2008; Zheng et
al, 2013). In line, Griffiths and Warren (2002) suggested that PT contains
mechanisms for parsing the different types of auditory information included in
complex sounds, which work in a template-matching fashion (Naatdnen et al,,
2005; Winkler et al., 2009). Overall, findings from study II suggest that acoustic
regularities of different complexity are processed by separated spatiotemporal
brain mechanisms. These results indicate that different auditory features of a
single stimulus percept might be concurrently maintained by hierarchically

different structures at different time intervals.

COGNITIVE AND SENSORY MECHANISMS OF DEVIANCE DETECTION

As presented in the introduction, a long debate exists around the issue of MMN
reflecting memory-related activity (Naatanen et al,, 2005, 2011; May and Tiitinen,
2010). This debate is not irrelevant to early deviance detection mechanisms.
Whether early novelty detection involves memory-related neuronal activity or, in
contrast, is accounted for by the differential states of refractoriness of afferent
neural populations is key to understand the functional role of widespread and
hierarchically organized deviance detection in the auditory system. In order to rule
out adaptation effects occurring in oddball paradigms control conditions have

been designed where random stimuli are presented with equal probability
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(Schroger and Wolff, 1996; Jacobsen and Schroger, 2001; Jacobsen et al.,, 2003).
Using such conditions, physically identical control and deviant tones with the same
probability are compared, thus canceling out effects caused by the mere rareness
of the deviant tone, and keeping memory-based effects caused by the presentation
of infrequent stimuli in an otherwise constant presentation. In addition, studies
investigating early deviance detection (for a review see: Grimm and Escera, 2012)
employ a “reversed” condition that allows for the comparison between physically
identical deviant and standard tones, in substitution for the traditional “deviance
minus standard” comparison conducted in most MMN studies. That alleviates
possible confounding effects caused by the comparison of two levels of the same
features (e.g., 1000 - 1223 Hz), known to exert a strong influence on MLR and ABR
(for example see: Althen et al, 2011). Both types of control condition were
introduced in study I, and only a reversed condition was included in study II for
the comparison of local effects. In study I, we observed that Nb activity was higher
for deviant tones as compared to control stimuli; however that difference did not
reach statistical significance. Using a very similar design, Grimm et al. (2011) did
find a significant difference between deviant and control tones, thus arguing in
favor for memory-related processing in very early latencies. Similar “genuine”
effects at the level of MLR were reported by Slabu et al. (2010) and Grimm et al.
(2012). In fact, recent evidence indicates that the human auditory brainstem is
capable to encode acoustic regularities and detect acoustic changes based on
memory-related processes rather than on sensory-based adaptation (Slabu et al,,
2012). Slabu and colleagues (2012) recorded FFR from syllables presented in an
oddball fashion and observed that the second and fourth harmonics of syllables
presented in the role of deviant were smaller as compared to standard and control
harmonics. Again, using a control condition Cacciaglia and colleagues (2014)
obtained the first direct fMRI evidence for the involvement of subcortical
structures like the medial geniculate body (MGB) and inferior colliculi (IC) during
deviance detection. One reason for the inconsistencies between study I and
previous findings where control conditions have been used could be that
responses to control tones were less adapted than deviants, given that lateral
inhibition caused by proximal neurons responding to the standard frequency in

the oddball block was greater than that affecting responses in the control condition
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(Kujala et al.,, 2007; Schroger, 2007; Taaseh et al., 2011; Ruhnau et al, 2012).
Supporting this “overcontrol” argument, the frequency difference between deviant
and standard tones was smaller in our study than in the design of Grimm et al,,
(2011), thus leading to stronger lateral inhibition. Given the lack of genuine effects
in both time intervals, our data from study I and II do not allow us to make a strong
claim in favor of the existence of memory-based processes in the early interval of
the MLR. In view of the previously reported findings, we suggest that both sensory
and cognitive mechanisms interplay during early deviance detection. In the time
range of the MMN, however, we observed that source activation for transient
standard and deviant stimulation occurred in separated locations. The difference
between neural generators for N1m to deviant and standards in the anterior-
posterior axis is consistent with previous MEG studies arguing for the involvement
of separate change-specific neural populations underlying MMNm (Tiitinen et al.,
1993; Korzyukov et al,, 1999). In study II, the location of MMNm sources to global
deviations in secondary areas also supports the notion that higher-order, or
cognitive, processes underlie MMN generation. Moreover, elicitation of MMNm to
global changes in study II cannot be accounted for by a release from refractoriness,
as supported by the adaptation hypothesis (May and Tiitinen, 2010). According to
this interpretation, additional adaptation should have occurred to a repeated tone,
disregarding its role as deviant or standard. Instead we observed an enhanced
response in the MMNm range indicating that standard sequences had been
encoded and its deviations detected. Overall, our data does not allow concluding
that early deviance detection reflected a memory-based comparison process. Still,
our results fit well with the idea that deviance detection system is composed of
separate mechanisms playing different roles during the extraction of acoustic
regularities. Using a comparable interpretation, Schéonwiesner et al. (2007)
observed that only secondary areas on the posterior STG were sensitive to the
different magnitudes of deviation, thus suggesting a “cognitive” mechanisms.
Medial HG activation, in primary auditory areas, reflected a “sensory” mechanism
of simple change detection possibly accounted for by stimulus-specific adaptation

mechanisms (Ulanovsky et al., 2003; Opitz et al., 2005).
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REGULARITY ENCODING AND UNDERLYING BRAIN SOURCES

Until now, we have discussed the timing, location and role of the deviance
detection mechanisms as highlighted in studies I and II. Rather than focusing on
early latencies, study IIl aimed to explore the mechanisms preceding deviance
detection, that is, the encoding of acoustic features or regularities. Surprisingly,
this topic has received much less attention than the processes involved in human
change detection. Single-cell, multi-unit, and local field potential recordings in
animal studies show that certain acoustic features like frequency (Ulanovsky et al.,
2003, 2004), and intensity (Ulanovsky et al., 2003; Farley et al., 2010) are encoded
in the PAC after a very short onset interval around 20-40 ms. Such studies report
that repeated stimulation leads to stimulus-specific adaptation (SSA), that is, the
suppression of neurons responding to specific stimulus features. SSA has been
regarded as a neuronal correlate of sensory-memory formation (Ulanovsky et al,,
2003, 2004), and recent human studies indicate that human correlates of SSA can
be recorded at the scalp level. Such ERP correlate has been termed repetition
positivity (RP), since it is reflected by a positive slow drift of the EEG signal
recorded at frontal sites spanning from 50 to 250 ms (Baldeweg, 2006, 2007). The
RP is modulated by both bottom-up stimulation characteristics like timing
regularity (Costa-Faidella et al., 2011a), and top-down modulations like attentional
demands (Haenschel et al., 2005), suggesting influences from both parietal and
frontal cortices (Baldeweg, 2006). Both SSA and RP occur without overt attention,
are stimulus-specific and develop rapidly, which suggest that the two might be
counterparts of the same mechanisms of short-term memory formation
(Haenschel et al., 2005; Baldeweg, 2007; Nelken and Ulanovsky, 2007). In study III
we employed a roving-standard paradigm, frequently used to elicit the RP. Notably
we did not obtain an early modulation of the P50 component with stimulus
repetition, which is at odds with previous findings (Baldeweg et al., 2004, 2006;
Haenschel et al., 2005; Costa-Faidella et al., 2011a; Cooper et al.,, 2013). Given that
differences in results can hardly be accounted for by a low number of stimulus
repetitions used in our study, our suggestion is that MEG might be less sensitive to
small differences produced by stimulus repetition than EEG. On the other hand, we
did obtain a characteristic repetition suppression (RS) of the N1m component. In

human MEG studies, the adaptation time constant of auditory cortex N1m
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response has been found to closely correlate with the duration of behaviorally
measured auditory sensory memory (Lu et al., 1992). Time constants of adaptation
are not uniform (Ulanovsky et al., 2004; Costa-Faidella et al.,, 2011b) but rather
reflect a continuum that could form the basis of sensory memory representations
(Jaaskeldinen et al., 2007, 2011). Instead of the repetition enhancement (RE)
occurring at the P2 component usually reported in RP studies, our findings
indicate that a late sustained field (SF), around 250 ms, emerged after few
repetitions and showed a clear RE. Such direct index of regularity encoding has
been reported previously (Naiatianen and Rinne, 2002; Bendixen et al., 2007; Ylinen
and Huotilainen, 2007). Bendixen et al. (2007) showed that such an effect of RE
was mirrored by decreases in reaction time, therefore suggesting that RE gradually
strengthened memory-based rules. Bigelow and colleagues (2014) recorded
single-unit and multi-unit activity from neurons located in the PAC of two monkeys
performing an auditory short-term memory task. The authors observed that early
suppression of PAC neurons occurred during the matching sound interval. Instead,
during the later portion of the sound presentation, firing rates increased for match
trials. Similar findings had been reported in the planum polare, the most-rostral
area of the STG, and the prefrontal cortex (Ng et al., 2014). Such findings,
paralleling our RE for the SF, were interpreted as reflecting top-down feedback
from prefrontal to primary and secondary auditory areas. In spite of clear
methodological differences between study III and latter reported findings, the
similar pattern of electrophysiological activity suggest that rather than two
separated mechanisms of regularity encoding, RS and RE at different time scales
might reflect the encoding of bottom-up information and the prediction error
suppression feedback from high-order regions respectively (Baldeweg, 2006). In
support for this notion, source reconstruction in study III revealed that both
auditory and non-auditory areas are involved during the encoding of acoustic
regularities.

Source estimates of brain areas showing RS during the N1m interval were
localized in both primary and secondary areas of the auditory cortex bilaterally,
corroborating previous results (Hari et al, 1982; Naitdnen and Picton, 1987;
Nadtdnen et al,, 1992; Budd et al., 1998). Notably, medial areas of the posterior

wall of the parietal cortex like the precuneus showed a marked suppression with
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stimulus repetition. Likewise, sources of RE occurring in the latency of the SF were
modeled in anterior auditory regions, spanning anteriorly towards the insula,
inferior to the prefrontal cortex. Though a clear neuromagnetic correlate of RP was
not found in study III, these results corroborate the notion that memory-trace
formation represents a non-unitary phenomenon composed of different
processing stages of regularity encoding (Haenschel et al., 2005; Costa-Faidella et
al, 2011a). Suppression of early posterior N1 sources has been related to the
temporal (“when”), and location (“where”) aspect of sound stimulation, as
temporal predictability and location lead to N1 suppression. Instead, later and
anterior sources probably underlying SF and P2 enhancement have been related to
sound identity (“what”) aspects (Ahveninen et al., 2006; Costa-Faidella et al,,
2011a). In line with findings presented in study IlII, previous fMRI studies have
found MMN sources in parietal regions, in the vicinity of the precuneus (Alain et
al, 2001; Molholm et al,, 2005; Laufer et al., 2009), and Boutros et al., (2011), using
electrodes placed on the cortical mantle, registered a strong RS in prefrontal,
cingulate and medial parietal regions that exceeded the suppression observed in
typically auditory perceptual regions. All together, discussed studies suggest that
the encoding of acoustic regularities takes place in both auditory and non-auditory
regions, and suggest that top-down modulations from parietal and frontal cortices

are involved in RS and RE as indices of acoustic memory-trace formation.
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COCLUSIONS

The goal of the present PhD thesis was to investigate the mechanisms of deviance

detection in early and late time intervals, reveal a functional dissociation between

both mechanisms, and localize the neuronal generators involved in auditory

deviance detection and regularity encoding to show that deviance detection and

regularity encoding mechanisms are organized in a hierarchical fashion in the

human auditory cortex.

1.

115

In a regular acoustic context, frequency deviations are processed in two
different time intervals and anatomical locations. First, deviance detection
occurs around 40 ms after change onset, as indexed by an amplitude
modulation of the Nbm component of the MLR, in areas close to primary
auditory cortices. Around 115 ms, an MMNm evoked potential is generated
near secondary areas. A “genuine” memory-based processing at early

latencies could not be confirmed.

Complex of global acoustic deviations are not tracked at the early time
interval of the MLR but in the later latency of the MMNm, generated in
clearly differentiated secondary cortices. Complex auditory regularities
require high-order mechanisms, beyond MLR latencies and areas, to be
integrated. Local or simple levels of acoustic regularity are processed
recursively in different areas and intervals. This suggests that hierarchically
distinct auditory areas underlie the maintenance of different aspects

auditory object formation.

Encoding of invariances like frequency, giving rise to predictive models of
our acoustic environment, are processed in both auditory regions like the
Heschl’s gyrus and superior temporal gyrus and in higher-order areas like
the medial parietal lobe and frontal cortices. Regularity encoding in the
human brain is reflected by both a suppression of early N1m activity and an

enhancement of a sustained field that emerges with repetition.
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ANNEX: SUMMARIES (CATALAN VERSION)

RESUM GENERAL

El nostre entorn auditiu és ric en informacié continuament canviant. De tot el
repertori d’estimuls auditius que arriben als nostres sistemes sensorials, el nostre
cervell ha de crear una representacié mental fidedigna del mén. Per fer-ho, el
nostre sistema auditiu codifica les caracteristiques acustiques regulars, les
emmagatzema en la memoria sensorial en forma d’objectes auditius, i
continuament compara aquestes regularitats amb els inputs sensorials entrants.
Donat que els esdeveniments sonors discordants poden contenir informacid
extremadament rellevant per I'assoliment dels nostres objectius, els canvis o sons
nous han de ser detectats de forma rapida, automatica i inconscientment.
Permetent, per tant, I'assignaci6 de recursos atencionals i un ajustament optim del
nostre comportament. Els canvis sobtats en el nostre entorn acustic evoquen el
potencial de disparitat (mismatch negativity, MMN), un potencial evocat auditiu
(PEA) generat entre els 100 i 250 ms després de l'inici d'un so en l'escorga
supratemporal i prefrontal. El MMN s’obté de manera experimental en un
paradigma “oddball’, en el que estimuls nous o infreqiients (deviants) s’intercalen
en una seqiiencia regular de sons repetitius (standards) caracteritzats per un tret
auditiu particular (freqiiencia, intensitat, localitzacig, ritme), o per regularitats
auditives més complexes com patrons, regles abstractes o la combinaci6 de trets. A
nivell operacional, el MMN s’obté per mitja de la sostraccié de I'activitat evocada
per standards d’aquella evocada pels deviants. Tot i aix0, estudis recents han
desafiat la idea que el MMN és I'inic indicador electrofisiologic de la deteccié de
sons dispars en humans. La desviacié de trets auditius simples en el rang de les
respostes de latencia mitja (middle-latency responses, MLR), generades entre els 20
i els 50 ms després de 'aparicié d’un so, produeixen modulacions d’amplitud que
reflecteixen l'existéncia d’'un mecanisme molt primerenc de codificacié de
regularitat i deteccié de sons dispars.

L’objectiu d’aquesta tesi doctoral és examinar les fonts neuronals subjacents a la
codificaci6 de regularitats auditives, i la conseqlient deteccié d’estimuls que
trenquen amb la regularitat, en rangs temporals primerencs (MLR) i tardans
(MMN). Especificament, I'estudi [ té com a objectiu mostrar una separacio entre les
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fonts generadores de la deteccié de novetat en el rang de les MLR i el MMN.
Emprant un paradigma oddball, canvis de freqliéncia van provocar una resposta
augmentada tant en el rang de les MLR com en el del MMN. El modelatge de fonts
cerebrals amb magnetoencefalografia (MEG) va revelar que les fonts neuronals de
les MLR relacionades amb la novetat tenien un origen en arees auditives primaries,
mentre que els generadors del MMN estaven localitzats en regions secundaries.
L’objectiu de I'estudi II era demostrar que les MLR i el mecanisme de deteccié de
novetat MMN, més tarda, estan involucrats en el processament de nivells diferents
de regularitat acustica. Fent us d'un disseny oddball més sofisticat que incloia
canvis locals i globals es va observar que regularitats complexes es codificaven
només en el rang del MMN i es generaven en regions secundaries. Els mecanismes
de deteccié de novetat més primerencs no varen mostrar respostes augmentades
al trencament de regularitats complexes, aixi doncs suggerint que mecanismes
primerencs i tardans estan involucrats en el processament de nivells diferents de
regularitat. Finalment, el tercer estudi tenia com a objectiu mostrar les fonts
generadores involucrades en la codificaci6 de trets acustics. Es va emprar un
paradigma roving-standard en el que es presenten trens de tons repetitius. Els
resultats van indicar que tant processos de decrement per repetici6 com
d’increment per repetici6 intervenen en la formaci6 de traces de memoria auditiva.
[ que les fonts generadores d’aquests processos estan situades tant en regions
tipicament auditives com en regions no auditives d’ordre superior.

En conclusié, els resultats de la present tesi indiquen que els mecanismes de
deteccié primerenca de novetat existeixen en intervals de temps anteriors als del
MMN i sén generats en I'escorca auditiva primaria, en consonancia amb resultats
previs en animals que mostren adaptacié especifica a trets auditius en regions
primaries. A més, els resultats suggereixen que la codificacio de la regularitat no
només és un fenomen omnipresent, sin6 que també esta organitzat de forma
jerarquica, on mecanismes inferiors estan involucrats en la codificacié de trets
simples i regions d’ordre superior es dediquen a la codificacié de regularitats
complexes. Donant suport a una organitzacié jerarquica de la codificaci6 de
regularitats, els resultats suggereixen que regions no auditives d’alt ordre del
cervell huma participen en la formacié de noves traces de memoria ecoica.

Aquestes troballes estan en consonancia amb la idea que la percepci6 auditiva es
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basa en sistemes sensorials organitzats jerarquicament, 'objectiu dels quals és
predir esdeveniments futurs basant-se en la codificacié prévia de regularitats. Per
fer-ho, senyals d’error i senyals predictives sén enviades a través d’estadis

organitzats de processament.

RESUM ESTUDI I (Abstract)

La deteccié de novetat auditiva ocorre al voltant dels 150 ms després del inici d'un
so dispar. Estudis recents en animals i humans han descrit processos relacionats
amb el canvi que ocorren durant els primers 50 ms després del inici d’'un so. Tot i
aixo, encara no és clar que aquests processos primerencs i tardans de detecci6 de
novetat estiguin organitzats jerarquicament en l'escor¢a auditiva humana. Es va
implementar una reconstrucci6 de fonts coneguda com beamformer per tal
d’estimar les fonts cerebrals associades a 2 marcadors temporals diferents de
deteccié de novetat. Els resultats van mostrar que canvis de freqliéncia inusuals
provoquen un augment del component Nbm de les respostes de laténcia mitja
(MLR), amb un maxim als 43 ms; a més del potencial de disparitat (MMNm), amb
un pic als 115 ms. Les fonts del MMNm, localitzades en el gir temporal superior
dret, estaven localitzades de manera més lateral i més posterior que l'activitat
relacionada amb el canvi en el rang de les MLR, localitzada en I'escor¢a auditiva
primaria dreta. La reconstruccio de fonts va revelar que la deteccié de canvis en
I'entorn auditiu és un procés portat a terme en dos rangs temporals diferents, i per
regions auditives separades a nivell espaial. Corroborant estudis en animals, els
nostres resultats suggereixen que arees primaries i secundaries estan involucrades
en estadis successius de detecci6 de novetat, aixi doncs, donant suport a

'existéncia d’'una xarxa jerarquica dedicada a la deteccié de canvis auditius.

RESUM ESTUDI II (Abstract)

El nostre sistema auditiu és capag¢ de codificar regularitats actstiques de nivells
creixents de complexitat per tal de modelar i predir esdeveniments sonors futurs.
Evidencies recents suggereixen que els indicadors primerencs de deteccié de canvi
en el rang de les respostes de laténcia mitja (MLR) precedeixen el potencial de
disparitat (MMN), una “resposta d’error” ben establerta que esta associada amb la
deteccié de la novetat. Estudis també suggereixen que només el MMN esta
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involucrat en el processament de nivells de regularitat complexa, pero no les
respostes primerenques MLR relacionades amb el canvi. Tot i aix0, no és clar si
aquests dos mecanismes interaccionen durant l'analisi de l’escena auditiva
mitjancant la codificacié de nivells de regularitat interrelacionats, o si les fonts
neuronals implicades en la detecci6 de canvis locals i globals estan organitzades
jerarquicament. Varem enregistrar els camps evocats magnetoencefalografics
generats al presentar, de forma rapida, seqiiencies locals de quatre tons que
contenien un canvi de freqiiencia. La integracié temporal d’aquest mateixos
estimuls locals definia, al seu torn, una regularitat global. Aquestes ultimes
regularitats globals eren violades de manera infreqiient per la repeticié d'un to. Es
va obtenir un potencial MMNm global als 140-220 ms quan es violava una
regularitat global, pero no es van observar efectes relacionats amb la disparitat en
latencies primerenques. A la inversa, modulacions en els components Nbm (45-55
ms) i Pbm (60-75) de les MLR, i una resposta MMN precoc¢ als 120-160 ms varen
apareixer en resposta a violacions locals. Diferents generadors neuronals de
I'escor¢a auditiva estaven involucrats en el processament de violacions de
regularitats locals i globals; suggerint per tant que, nivells interrelacionats de
complexitat en la representaci6 d’objectes auditius estan representats mentalment
en arees corticals diferents. Els nostres resultats suggereixen que diferents estadis
de processament i arees anatomiques involucrades en la codificaci6 i posterior
detecci6 de violacions, estan organitzades de manera jerarquica en l'escorga

auditiva humana.

RESUM ESTUDI I1I (Abstract)

Tradicionalment, la formacié de traces de memoria ecoica ha estat inferida a partir
de la resposta incrementada a la violaci6 d’aquestes. El potencial de disparitat
(MMN), un potencial evocat auditiu (PEA) generat entre els 100 i els 250 ms
després del inici d'un so dispar és un indicador indirecte de codificaci6 de
regularitat que reflecteix un procés de comparacié basat en la memoria.
Recentment, la positivitat per repeticio (RP) ha estat descrit com un PEA candidat
a correlacionar amb la formacié directa de traces de memoria. La RP consisteix en
efectes de supressié i d'increment que ocorren en diferents components auditius

entre els 50 i els 250 ms després del inici d'un so. Tot i aix9, la localitzaci6 dels
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generadors neuronals involucrats en la codificacié de nous trets acustics ha rebut
poc interés. Aquest estudi té com a objectiu investigar les fonts neuronals que
intervenen en la formaci6 i enfortiment de noves traces de memoria, mitjangant
I'ds d’'un paradigma roving-standard, en el que trens de freqiiéncies i duracions
diferents son presentats de forma aleatoria. Les fonts generadores de I'activitat
incrementada per repetici6 (repetition enhancement, RE) i de I'activitat suprimida
per repeticié (repetition suppression, RS) van ser modelades mitjancant I'is de
magnetoencefalografia (MEG) en subjectes sans. Els nostres resultats mostren que,
en consonancia amb les troballes del potencial RP, I'activitat N1m (~95-150 ms) es
suprimeix amb la repetici6 d’estimuls. A més, varem observar I'aparicié d'un camp
sostingut (sustained field, SF; ~230-270 ms) que mostrava RE. L’analisi de fonts va
revelar generadors neuronals de RS i RE situats tant en arees auditives com no
auditives, com l'escorca parietal medial i arees frontals. El moment temporal i la
localitzaci6 dels generadors neuronals involucrats en la RS i la RE indiquen la
existencia de mecanismes funcionals separats dedicats a la formaci6 de traces de

memoria acustica en estadis de processament auditiu diferents del cervell huma.
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