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Abstract: Wave propagation simulations using numerical methods are subject to dispersion
errors due to the discrete nature of the differentiation operator. To minimize the effects of dis-
persion, high-order operators are preferred to solve the wave propagation model. The mimetic
finite-difference method is a family of fourth-order finite-difference operators which can be con-
structed by varying a set of six free parameters. In this work, I explore the effect of varying these
parameters on the dispersion of elastic waves, in search of the optimal set of values to minimize this
anomaly in a one-dimensional problem.

I. INTRODUCTION

A challenge that often arises in physics problems, from
quantum mechanics to signal transmission, is solving a
specific form of the wave equation. In particular, simu-
lating the propagation of seismic waves in heterogeneous,
three-dimensional media is at the core of many geophysi-
cal exploration problems. Seismic surveys obtain data of
the underground structures by measuring the response of
the ground to disturbances, in the form of elastic waves
that propagate through the Earth’s crust and its sur-
face. The waves are scattered (refracted and reflected
back to the surface) when there are changes in the pro-
perties of the medium in which they travel. Arrays of
seismographs can measure the magnitude of the reflected
waves and their arrival times. Using this data, geophysi-
cists can generate images of the subsurface. In order to
obtain high-resolution images that better represent the
real geology, it is important that the wave propagation is
modeled as accurately as possible.

The complexity of the simulation prevents us from
finding an analytical solution to the wave equation, and
therefore we must resort to approximating numerical so-
lutions. The accuracy of the approximated solution is
determined by several factors, including how close the si-
mulation represents the underlying physical problem, and
the order of the numerical method used. Higher-order
methods produce more accurate results, with reduced
dispersion compared to their lower-order counterparts,
but in return have a greater cost in terms of computing
resources.

Nowadays, the most popular numerical method used
to model seismic waves is the Finite-Difference (FD)
method, due to its simplicity and its straightforward im-
plementation. Furthermore, the FD operator can be de-
signed for a specific order of accuracy, and can be very
efficient, as it is relatively easy to optimize compared to
other methods. However, this method presents some dis-
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advantages; high-order FD operators struggle to include
accurate solutions for boundary conditions, as well as to
deal with irregularly shaped domains—for instance, when
including surfaces with topographic features.

Seismic simulations typically incorporate a free surface
condition, on top of the domain, to simulate the traction-
less interface between ground and air. The free surface is
a Dirichlet boundary condition, in which the wave does
not exert traction in the vertical direction, and it must
be accurately represented in the propagation in order to
simulate realistic surface waves (such as Rayleigh waves).

In order to tackle the free-surface condition, we use a
family of operators called the Mimetic FD (MFD) ope-
rators. These operators preserve the Gauss divergence
theorem using lateral stencils to approximate wavefield
fluxes at boundaries. The MFD method provides two
operators that can be constructed with any accuracy or-
der, from a set of three free parameters for each operator.

In this work, I study the effect of varying the para-
meters when constructing the MFD operators, analyzing
the impact that different operators have on the disper-
sion of elastic waves. I look for optimal parameters that
minimize dispersion in a one-dimensional array, and com-
pare several MFD and standard FD operators to find the
method with the lowest dispersion.

II. MIMETIC FINITE DIFFERENCE
OPERATORS FOR ELASTIC WAVES

The elastic equation of motion is usually formulated as
a pair of coupled differential equations thus,

ρ
∂vi
∂t

= ∂jσij + Fi(t)

∂σij
∂t

= Cijkl
1

2
(∂kvl + ∂lvk), (1)

where ρ is the density of the medium, vi represents the
velocity component in the i direction, ∂i is the deriva-
tive in the i direction, σij represents the stress tensor in
index notation, Fi(t) is the source force component, and
Cijkl is the fourth-order stiffness tensor. If the interface
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between the ground and the air is the top xy-plane of the
domain, then the Dirichlet free-surface condition is given
by σzz|z=0 = 0. We can reduce the number of equations
by limiting the problem to a one-dimensional system, and
simplify them by considering an isotropic medium. The
equations become

ρ
∂vx
∂t

=
∂σxx
∂x

+ Fx(t)

∂σxx
∂t

= (λ+ 2µ)
∂vx
∂x

, (2)

where λ and µ are the Lamé parameters, which depend
on the material properties of the propagating media.

To solve the system numerically, we approximate the
spatial derivatives using the fourth-order FD method, fo-
llowing [1]. To do so, we discretize the propagation do-
main in the spatial dimension using a staggered-grid ap-
proach, in which two grids (one with stress nodes and one
with velocity nodes) are interleaved, as seen in Figure 1.

Figure 1: The staggered-grid scheme in one dimension.

With this scheme, the spatial derivative becomes a dis-
crete stencil operator. The expression for the fourth-
order stencil is as follows

∂xfk ≈
c1 (fk+ 1

2
− fk− 1

2
) + c2 (fk+ 3

2
− fk− 3

2
)

∆x
= Sx[fk](3)

where S is the centered FD operator, fk represents the
variable to differentiate at node k, ∆x is the spatial dis-
cretization, and c1, c2 are the operator coefficients, with
values of c1 = 9

8 and c2 = 1
24 for the fourth-order opera-

tor on staggered grids [1][2]. It is referred to as centered
stencil because node values on both sides of the node k
are necessary to compute the derivative at node k.

Due to the lack of stress and velocity nodes beyond the
boundaries of our domain, the centered stencil operator
can not compute derivatives close to or at the grid boun-
dary. To update nodes at those locations, we use a lateral
stencil operator. However, regular FD operators become
less precise when lacking node values on each side of the
node to differentiate. To preserve the order of accuracy
of our operator, we employ the MFD operators following
the work of [3].

The MFD operators on staggered grids require one ex-
tra node to compute the derivative at the boundary. This
extra node shares its location on the grid with the boun-
dary node. In our case, we model the domain so that it
has two free-surface conditions, one at each boundary of
the one-dimensional grid. The resulting scheme is illus-
trated in Figure 2.

Figure 2: The boundaries of our staggered grid with the
mimetic extra nodes in green.

The derivatives of the stress nodes are computed using
the Mimetic Gradient operator, G, while the derivatives
of the velocity nodes are computed using the Mimetic
Divergence operator, D [4]:

∂σxx
∂x

≈ G[σxx]
∂vx
∂x
≈ D[vx]. (4)

There are three degrees of freedom when constructing
the operators, as their coefficients depend on three para-
meters each: αG, βG and γG for G; and αD, βD and γD
for D, as shown in [3]. The operators hold the coefficients
that compute all the first derivatives of the grid; however,
the mimetic coefficients are only particular to the deriva-
tives computed close to the boundaries. As the operator
moves to the interior points of the grid, the stencil coeffi-
cients match those of the standard FD operator discussed
before. Thus, the D and G operators have a maximum
mimetic bandwidth. For the fourth-order MFD opera-
tors, the bandwidth is the first four points of the grid,
although the α, β, and γ parameters can be chosen so as
to make the operator more compact—that is, having a
smaller bandwidth.

For time integration, we use the second-order leapgfrog
method so that we can recover the stress and velocity
components. This explicit method keeps the velocity and
stress nodes updated with their values computed half a
time step apart, thus resulting in the following system,

ρ
∂vx
∂t
≈ ρ

vm+1
x − vmx

∆t

vm+1
x ≈ vmx +

∆t

ρ
G[σmxx], (5)

from equations (2), (4), where ∆t represents the time
discretization, and I have omitted the force term. Simi-
larly, to update stresses,

σ
m+ 3

2
xx ≈ σ

m+ 1
2

xx + ∆t (λ+ 2µ) D[vm+1
x ]. (6)

There are other methods available to integrate in the
temporal dimension, but I will not delve into them. Su-
ffice it to say that methods with higher order have a
significant impact in the dispersion of the elastic wave,
but this accuracy comes at a cost, as most methods re-
quire storing information at extra points in time, which
greatly increases the memory cost of the simulation [8].
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III. OPTIMIZING THE MIMETIC OPERATORS

In order to analyze the behavior of the mimetic ope-
rators, I construct a test consisting of a one-dimensional
staggered grid with free-surface boundary conditions at
both ends. The domain is considered homogeneous in
terms of material properties. I initialize the stress nodes
of the grid with a Ricker wavelet, centered within the do-
main. The wave propagates both ways in the x-direction,
until it reaches the free surface and is reflected back to-
ward the center. For an ideal, analytical solution, the
superposition of the two reflected wavelets should be an
exact reconstruction of the initial pulse, as there are no
dissipative effects—such as viscoelasticity—in the test.

I use two main criteria for assessing the quality of our
operator: the misfit function and the maximum Courant
number, Cmax, allowed by the operator.

The misfit function measures the relative discrepancy
between the reconstructed wave and the original source,
in phase and envelope terms; therefore, operators that
are less dispersive will produce results with lower phase
misfit than their more dispersive counterparts, while ope-
rators that are less dissipative will produce results with
lower envelope misfit. In order to find the optimal para-
meters to generate less dispersive MFD operators, I have
developed a C code that scans the solution space looking
for operators that minimize the misfit function. The al-
gorithm can be tuned for a specific size of the parameter
domain to explore,

P = [pαG
min, p

αG
max]× [pαD

min, p
αD
max]× . . .× [pγDmin, p

γD
max], (7)

with each pmin, pmax representing the domain limits
for each of the six parameters. The parameter discretiza-
tion can then be computed as,

dpk =
pkmax − pkmin

N
k ∈ {αG, βG, γG, αD . . .}

pki = pkmin + i · dpk i ∈ {0, 1, . . . , N − 1, N}, (8)

and the discretized parameter domain to explore is

P ′ = {(pαG
i1
, pβG

i2
, pγGi3 , p

αD
i4
, pβD

i5
, pγDi6 )}. (9)

Due to the nature of the optimization problem, the
number of solutions to test can be very large: N6. By
choosing pmin = −1, pmax = 1 and N = 20, which yields
a coarse discretization dp = 0.1, we need to run the test
64 million times, taking more than 40 days to compute.
In order to test a finer discretization, we can progressively
reduce the range of the parameter domain, adapting pkmin
and pkmax to leave out regions which yield more disper-
sive operators. I have parallelized the program using the
Message Passing Interface (MPI) standard so that it exe-
cutes in multiple computing nodes, each running tests on
non-overlapping regions of the parameter domain. As a

consequence, I can explore each region of the parameter
domain in hours instead of days.

The maximum Courant number of an operator, Cmax,
quantifies the stability limit of the operator in terms of
the FD method and the particular grid we are using
to propagate the wave. The Courant-Friedrichs-Lewy
(CFL) condition states that, for a simulation to be stable,
it is necessary that C, as determined by the grid parame-
ters, is lower than the maximum Courant number allowed
by the operator, Cmax,

C =
vp ∆t

∆x
≤ Cmax, (10)

where vp is the maximum velocity of the wave. Thus,
for a constant wave velocity and discretization of our
problem, operators with greater Courant numbers re-
quire less iterations of our simulation method, as greater
time steps can be used.

The CFL condition is a specific form of the Lax equi-
valence theorem [5]. Let us consider the leapfrog scheme
presented in Equations (5) and (6) in its simplified form

un+1 = Sun, (11)

where u is the array representing the grid to update, and
S is the FD operator. The theorem states that S is stable
(and therefore, the method converges) if for an arbitrary
initial condition u0, operator S is upper bounded; that
is, there is an upper bound constant K such that,

||Sn|| ≤ K, (12)

with K ≥ 1. A necessary and sufficient condition to
satisfy the Lax equivalence theorem involves the spectral
radius of the operator S. The spectral radius of an ope-
rator is the maximum magnitude of its eigenvalues. In
order for the FD operator to satisfy equation (12), and
therefore be stable, it must have a spectral radius less
than or equal to 1. Therefore, Cmax can be computed as
the spectral radius of the operator, and Cmax ≤ 1 [6].

IV. RESULTS

I set the test case to have a fixed P-wave velocity,
vp = 3000 m/s, a fixed spatial discretization ∆x = 10
m, and a fixed Courant number C = 0.5; this sets the
temporal discretization to ∆t = 1.67 ms. I propagate
the wave enough time so that it reflects against the free-
surface boundaries ten times. By exploring the parame-
ter space using the misfit function and the CFL criteria
as stated above, I obtain several mimetic operators wor-
thy of consideration. I compare their characteristics to
other already established FD operators, and summarize
them in Table I.

The Compact mimetic operator is presented in [3] as
a MFD operator with the smallest mimetic bandwith
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Operator Parameters (αG, βG, γG, αD, βD, γD) Cmax

Compact (0, 0, −1
24

, 0, 0, −1
24

) 0.81

Taylor Not applicable (non-mimetic) 0.81

Adjoint ( 142
3715

, −624
15839

, −21
23707

, 488
10121

, −367
7075

, −167
7167

) 0.85

Alpha (−799
999

, 0, −21
23707

, 233
999

, 0, −1
24

) 0.50

Beta (0, −699
999

, −1
24

, 0, −227
999

, −1
24

) 0.64

Optimal ( 5
9
, −259

999
, −629

999
, 2

9
, −1

9
, −370

999
) 0.68

Table I: Operators, parameters to construct them and their
maximum Courant number.

possible—one point in the D operator and two points
in the G operator, with fourth-order accuracy. The Tay-
lor operator is a regular lateral FD operator, constructed
according to [2]. The Adjoint operator is a quasi-adjoint
MFD operator presented in [7], which approximates the
mimetic operators to their negative adjoint form, such
that G ≈ −DT . A benefit of using the quasi-adjoint ope-
rator is its increased numerical stability for the second-
order leapfrog integration method, as this operator has
a higher maximum Courant number than the Compact
counterpart. The Alpha operator is obtained by using
our algorithm on the αG and αD parameters, while keep-
ing the rest with the same values as the Compact opera-
tor. We can obtain the Beta operator by optimizing for
the βG and βD parameters in the same manner. Finally,
the Optimal operator is obtained optimizing for all the
parameters concurrently.

Operator Envelope misfit Phase misfit
Compact 42.9% 14.9%

Taylor 43.6% 14.9%
Adjoint 42.8% 14.9%
Alpha 8.1% 2.0%
Beta 17.0% 2.8%

Optimal 5.7% 1.1%

Table II: Operators and the envelope and phase misfit results
after propagating a wave in our test case.

Considering the Courant number of each operator, the
MFD operators I obtain using our algorithm are more
restrictive of the problem definition in order to remain
stable. The Optimal operator has a Cmax that is 16%
smaller than the more stable Compact operator. For a
given vp and ∆x, the ∆t of the Optimal operator would
have to be 84% smaller, which results in an increase in
the total number of iterations that the simulator has to
compute, to 1.19× the original, that is, 19% more itera-
tions.

However, when considering the accuracy of the results,
our operators outperform the rest. Table II illustrates the
effect that each operator has in reducing the dispersion
on the test case. Figure 3 showcases a sample wave recon-
struction, with different wave profiles depending on the
operator used. The impact on dispersion is noticeable
in the wave reconstruction, especially for the Compact

operator.

Figure 3: Reconstruction of the initial wave (stress com-
ponent) depending on the operator used. The Taylor and
Adjoint operator produce results almost indistinguishable to
Compact, so they are omitted from figures for clarity.

The effects of dispersion on both wave envelope and
wave phase are minimized using our operator, as Figu-
res 4 and 5 illustrate. For ten reflections, the Optimal
operator exhibits a 87% decrease for the envelope misfit
and a 92% for the phase misfit. This increased accuracy
is preserved as the number of reflections grows, with an
80% and 84% reduction in the envelope and phase misfit
respectively, at twenty reflections.

Figure 4: As the number of reflections against the free surface
increases, so does the misfit due to dissipation. Our operator
Optimal is less dissipative.

Figure 6 highlights the increased rate of convergence
of the Optimal operator to the analytical solution as the
number of nodes in the grid increases and the spatial
discretization decreases. Fourth-order operators require
at least six points per wavelength (PPW) to model the
wave propagation [1].
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Figure 5: Simlarly, the phase misfit also increases with the
number of reflections due to dispersion. The Optimal operator
is less dispersive and outperforms the other operators in phase
reconstruction.

Figure 6: Convergence of the operators as the number of grid
nodes (PPW) increases, and spatial discretization decreases.

V. CONCLUSIONS

The mimetic operators are a parametric set of FD ope-
rators that allow us to obtain solutions for the elastic
wave propagation that satisfy the conservation laws with
high order of accuracy for FD problems with Dirichlet
boundary conditions.

These operators can be constructed by varying six free
parameters. I develop a parallel scanning algorithm to
perform an optimization process, and find a set of pa-
rameters to build an MFD operator that minimizes dis-
persion on waves that propagate in a one-dimensional
medium with free-surface condition on its sides.

The resulting Optimal mimetic operator outperforms
other mimetic and non-mimetic operators in reducing
the dispersion across the range of valid points-per-
wavelength. This increase in accuracy has no cost in
terms of the computing resources, as it consists of sub-
stituting the original mimetic operator coefficients with
those of the Optimal operator. However, there is a trade-
off, as the operator is less stable for problems with a
higher Courant number. Regardless, the stability limits
of this operator are well included within the range of ty-
pical geophysics applications.
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