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1 INTRODUCTION

ABSTRACT

We study the large-scale clustering of galaxies in the overlap region of the Baryon Oscillation
Spectroscopic Survey (BOSS) CMASS sample and the WiggleZ Dark Energy Survey. We
calculate the auto-correlation and cross-correlation functions in the overlap region of the two
data sets and detect a Baryon Acoustic Oscillation (BAO) signal in each of them. The BAO
measurement from the cross-correlation function represents the first such detection between
two different galaxy surveys. After applying density-field reconstruction we report distance-
scale measurements Dyrid/rg = (1970 & 45, 2132 £ 65, 2100 + 200) Mpc from CMASS,
the cross-correlation and WiggleZ, respectively. The distance scales derived from the two
data sets are consistent, and are also robust against switching the displacement fields used
for reconstruction between the two surveys. We use correlated mock realizations to calculate
the covariance between the three BAO constraints. This approach can be used to construct a
correlation matrix, permitting for the first time a rigorous combination of WiggleZ and CMASS
BAO measurements. Using a volume-scaling technique, our result can also be used to combine
WiggleZ and future CMASS DR12 results. Finally, we show that the relative velocity effect,
a possible source of systematic uncertainty for the BAO technique, is consistent with zero for
our samples.

Key words: surveys—cosmology: observations—dark energy —distance scale—large-scale
structure of Universe.

& Glazebrook 2003; Seo & Fisenstein 2003). We can compare the
apparent size of the BAO signal measured in galaxy surveys with

The Baryon Acoustic Oscillation (BAO) signal is a relict of the early
Universe, where photon pressure caused sound waves to move out
of overdensities (Peebles & Yu 1970; Sunyaev & Zeldovich 1970;
Bond & Efstathiou 1987). These sound waves became imprinted in
the distribution of Cosmic Microwave Background (CMB) photons
as well as in the matter density field. Over time, the density field
evolved through gravitational collapse and cosmic expansion. While
gravitational interaction can smear out the BAO signal, a complete
destruction would require interactions over very large scales (today
~150 Mpc), making the BAO feature a very robust observable.
The BAO signal in the density field at different redshifts can
be related to the BAO signal measured in the CMB and therefore
allows employment of the so-called standard ruler technique (Blake
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the absolute size of this signal measured in the CMB and use this
to map out the expansion history of the Universe. Simulations have
shown that the BAO signal is unaffected by systematic uncertainties
down to the sub-percent level (Eisenstein, Seo & White 2007a;
Guzik & Bernstein 2007; Smith, Scoccimarro & Sheth 2007, 2008;
Angulo et al. 2008; Padmanabhan & White 2009; Mehta et al.
2011) and hence represents one of the most reliable tools available
for precision cosmology.

The most precise BAO measurement has recently been reported
by the Baryon Oscillation Spectroscopic Survey (BOSS) collabo-
ration (1 per cent; Anderson et al. 2013) at a redshift of z = 0.57.
BOSS also achieved a 2 per cent BAO distance constraint with the
LOWZ sample at z = 0.32 (Tojeiro 2014). The WiggleZ galaxy
survey (Drinkwater et al. 2010) produced a 4 per cent constraint at
redshift z = 0.6 (Blake et al. 2011b; Kazin et al. 2014) and the
6-degree Field Galaxy Survey (6dFGS) (Jones et al. 2009) yielded
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a Spercent constraint at z = 0.1 (Beutler et al. 2011). Using the
SDSS-DR7 (Abazajian et al. 2009) main sample, Ross et al. (2014b)
reported a 4 per cent BAO constraint. Future galaxy surveys point
to BAOs as their main science driver (e.g. DESI; Schelgel et al.
2011) and will push well below percent-level precision over a large
redshift range.

In this paper, we study the BAO signal in the overlap region of
the two largest galaxy surveys available to date, the CMASS sample
of BOSS DR11 (Ahn et al. 2014) and the WiggleZ galaxy survey
(Drinkwater et al. 2010). We use the BOSS DR11 sample, since the
overlap between BOSS and WiggleZ does not increase with DR12.
The two surveys have been produced independently, being subject to
different seeing conditions, instrumental noise, reduction pipelines
and observation strategies. While BOSS targeted mainly luminous
red galaxies (LRGs) and has a galaxy bias around b = 2, WiggleZ
selected blue emission line galaxies (ELGs) with a bias around b
~ 1. Since we restrict our analysis to the overlap region between
the two surveys, our data sets have the same sample variance. This
allows a test of possible systematic uncertainties in galaxy clustering
measurements. In this study we focus on BAO measurements while
a companion paper (Marin et al. 2015) investigates redshift-space
distortions in the overlap region.

The typical candidates for possible systematic errors in galaxy
clustering studies are redshift space distortions as well as non-linear
clustering, accompanied by a non-linear galaxy bias. Non-linear
evolution is normally connected to the density peaks of the matter
density field and hence we expect that galaxies which sit in high-
density regions, such as LRGs, should have stronger non-linear
effects compared to field galaxies, such as ELGs. On the other
hand, field galaxies have a larger redshift space distortion signal,
which is a source of possible systematics if not modelled correctly.
In addition to the properties of the density field itself, there are also
survey specific aspects such as incompleteness that can modify the
measured clustering statistic.

Another possible systematic bias for BAO measurements is the
relative velocity effect. The different velocities of baryons and dark
matter after decoupling can affect early galaxy formation processes.
At places where the relative velocity is large, baryons can escape
gravitational potentials. The first stars in the Universe will form
wherever the relative velocity is low, since this is where the baryons
will condense into the gravitational potentials of the dark matter.
The relative velocity decays with redshift and is negligible at the
redshift of the BOSS and WiggleZ galaxies. The question is whether
the modulation of structure formation due to the relative velocity
effect at high redshift is carried in the tracer galaxies we observe
today to measure BAO. Yoo & Seljak (2013) argue that galaxies
which consist predominantly of old stars (such as LRGs) could
carry this effect, while young galaxies might not. This would result
in a modulation of the BAO signal in BOSS, but not in WiggleZ.
In the overlap region between BOSS and WiggleZ we can measure
the BAO position in the same volume and compare whether the two
surveys yield the same result, allowing the placement of constraints
on the possible impact of the relative velocity effect.

In the next section we will introduce the two data sets used in
our analysis, BOSS-CMASS and WiggleZ. Section 3 describes our
correlation function estimate followed by a discussion of our mock
catalogues in Section 4. In Section 5 we present our technique of
density field reconstruction followed by a discussion of our model
for the correlation functions in Section 6. We then compare the
obtained displacement fields and perform the correlation function
fits in Section 7. In Section 8 we determine the correlation between
BOSS-CMASS and WiggleZ. In Section 9 we introduce the relative
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velocity effect and perform fits to the data to constrain the relative
velocity bias. We conclude in Section 10.

For clarity we will use the name CMASS-BW, WiggleZ-BW
and cc-BW for the CMASS, WiggleZ and cross-correlation results
limited to the overlap region between the two surveys. We adopt a
flat ACDM cosmology with €2,,, = 0.27. The same model is used to
construct templates for the BAO fits and hence our measurements
should be used in conjunction with rf¢(z4) = 150.18 Mpc.'

2 DATASETS

2.1 The BOSS survey

BOSS, as part of SDSS-III (Eisenstein et al. 2011; Dawson et al.
2013) measured spectroscopic redshifts of ~1.5 million galaxies
(and 150000 quasars) making use of the SDSS multifibre spec-
trographs (Bolton et al. 2012; Smee et al. 2013). The galaxies are
selected from multicolour SDSS imaging (Fukugita et al. 1996;
Gunn et al. 1998, 2006; Smith et al. 2002; Doi et al. 2010) and
cover a redshift range of z = 0.15-0.7, where the survey is split into
two samples called LOWZ (z = 0.15-0.43) and CMASS (z = 0.43—
0.7). In this analysis we only use the CMASS sample. The survey is
optimized for the measurement of the BAO scale and hence covers a
large cosmic volume (Vg = 2.31 x 10°[Mpc ~A~']?) with a density
of 7 & 3 x 10~*[h Mpc~']?, high enough to ensure that shot noise is
not the dominant error contribution at the BAO scale (White 2011).
Most CMASS galaxies are red with a prominent 4000 A break in
their spectral energy distribution. Halo Occupation studies have
shown that galaxies selected like the CMASS galaxies are mainly
central galaxies residing in dark matter haloes of 10'* M h~", with
a 5-10 per cent satellite fraction (White 2011). CMASS galaxies are
highly biased (b ~ 2), which boosts the clustering signal including
BAO with respect to the shot noise level.

We include three different incompleteness weights to account for
shortcomings of the CMASS data set (see Ross et al. 2012 and
Anderson et al. 2013 for details): a redshift failure weight, w, a
fibre collision weight, wg., and a systematics weight, wgy,, which
is a combination of a stellar density weight and a seeing condition
weight. Each galaxy is thus counted as

We = (wrf + wee — l)wsy& (1)

Fig. 1 shows the sky coverage of BOSS-CMASS with the north
galactic cap (NGC) on the left and the south galactic cap (SGC) on
the right.

2.2 The WiggleZ survey

The WiggleZ Dark Energy Survey (Drinkwater et al. 2010) is a
large-scale galaxy redshift survey of bright ELGs, which was carried
out at the Anglo-Australian Telescope between 2006 August and
2011 January using the AAOmega spectrograph (Sharp et al. 2006).
Targets were selected via joint ultraviolet and optical magnitude
and colour cuts using input imaging from the Galaxy Evolution
Explorer (GALEX) satellite (Martin et al. 2005). The survey is now
complete, comprising 240 000 redshifts and covering 816 deg® in
six separate sky areas. The redshift range is roughly 0.1 < z < 1.0
with a mean redshift at z = 0.6. Fig. 1 shows the sky coverage of

!'Sound horizon scale calculated with CAMB (Lewis, Challinor & Lasenby
2000).
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Figure 1. Sky coverage of BOSS-CMASS DR11 (black) and WiggleZ (red). The left-hand plot shows the NGC, while the right-hand plot shows the SGC.
Five of the six WiggleZ regions are covered by CMASS, with region S22 being only partly covered. We only plot a random fraction of 3 per cent of all galaxies.
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Figure 2. The overlap region between BOSS-CMASS (black) and WiggleZ (red). Most of the angular incompleteness is caused by WiggleZ, while the empty
stripes in region N11 are caused by incomplete photometric data in CMASS. To generate these regions, we divided the sky into 0.1 deg? bins and included all
bins which contain CMASS as well as WiggleZ random galaxies. We only plot a random fraction of 10 per cent of all galaxies.

WiggleZ (red), where we name the different patches S1, S3, S22,
N9, N11, and N15.

The strategy for completeness correction in WiggleZ is differ-
ent to the method used in CMASS. Instead of weighting the data
galaxies, the incompleteness has been introduced into the random
catalogues (Blake et al. 2010) and hence no completeness weighting
is needed for this data set.

2.3 Definition of the overlap region

We define the overlap region between CMASS and WiggleZ by
splitting the sky into 0.1 deg® bins and selecting all bins which
contain CMASS as well as WiggleZ random galaxies. The redshift
range is defined by CMASS and is given by 0.43 < z < 0.7. Fig. 1
shows the six WiggleZ regions (red), of which five are covered
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by the BOSS-CMASS sample (black), with region S22 being only
partly covered.

The five overlap regions are shown separately in Fig. 2. Most
of the incompleteness in these plots is caused by the WiggleZ sur-
vey, while the empty stripes in region N11 are a result of missing
photometry and hence missing galaxies in CMASS.

The relative importance of sample variance and shot noise in
a galaxy clustering measurement is determined by the quantity
n(z)P(k), where n(z) is the galaxy number density and P(k) is the
galaxy power spectrum amplitude at the BAO scale. Therefore we
can trade a smaller galaxy density with a larger galaxy bias and
vice versa. The WiggleZ survey has a higher galaxy number density
compared to CMASS, while CMASS galaxies have a larger bias
and hence a larger power spectrum amplitude. The CMASS sample
has been designed with the target nP = 3, while WiggleZ has aimed



Table 1. Effective volume and number of galaxies of the five distinct
CMASS-WiggleZ overlap regions (see Fig. 2) as well as the total volume
of the two surveys. The effective volume is calculated using equation (2)
and Py = 20000 2~3 Mpc? for CMASS and Pg = 5000 4~3 Mpc? for Wig-
gleZ. The names CMASS-BW and WiggleZ-BW stand for the CMASS and
WiggleZ samples restricted to the overlap region between the two.

Vet
Region (107 h~3Mpe?) Ngal

s1 CMASS-BW 1.8 5742

WiggleZ-BW 0.8 6621

52 CMASS-BW 1.9 6070
WiggleZ-BW 1.1 10339

O CMASS-BW 3.1 9356
WiggleZ-BW 1.7 13960
N1 CMASS-BW 3.7 10280
WiggleZ-BW 2.0 15324
NIS CMASS-BW 4.6 14673
WiggleZ-BW 2.6 22736
Combined CMASS-BW 15.1 48570
! WiggleZ-BW 82 71407
CMASS-DRI12 2322 786324
CMASS-DR11 204.0 690827
CMASS-DR10 150.6 544133
CMASS-DR9 76.9 264281
WiggleZ 21.3 191732

for nP = 1. The best quantity to compare the two surveys is the
effective volume, where we use the equation suggested by Tegmark
(1997):

(s [ n@P 7
Veff = /d X |:71 +n(x)PO:| . (2)

Here Py is fixed to the amplitude of the power spectrum at the
wavenumber of the first BAO peak, k = 0.064/Mpc, which turns out
to be Py = 20000 23 Mpc?® for CMASS and Py = 5000 ~~* Mpc?
for WiggleZ. The larger value of nP in the CMASS sample leads to
a larger effective volume compared to WiggleZ (by about a factor of
2). The different volumes for CMASS and WiggleZ in each overlap
region, as well as the combined volumes, are summarized in Table 1.
The redshift distribution for the two samples limited to the overlap
region is plotted in Fig. 3.

3 ESTIMATING THE CORRELATION
FUNCTION

We calculate the correlation function by counting the number of
galaxy—galaxy pairs, DD(s), as a function of scale s, as well as
galaxy-random, DR(s), and random-random, RR(s) pairs. We then
use the correlation function estimator suggested by Landy & Szalay
(1993):

()_1+DD(s) (nr)2_zDR(s) (ﬂ) 3)
s@O=1+2265 L RRGs) \ng )’

where n, = ZM w;(x) and ng = ZNd w;(x) represent the sums
over the weights for all random and data galaxies, respectively. We
include the inverse density weighting of Feldman, Kaiser & Peacock
(1994):

1

1+nx)Py’ “

w;(x) =
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Figure 3. Redshift distribution of CMASS-BW (red) and WiggleZ-BW
(blue) combining the five separate regions.

with Py = 20000 2~ Mpc? for CMASS and P, = 5000 2~ Mpc?
for WiggleZ. In the case of CMASS we also include the complete-
ness weighting of equation (1).

The cross-correlation function between two tracers A and B can
be calculated as

DADB(s) nfn:3 DARB(s) nf

RARB(s) (n(’?ng’) RARB(s) (n{?)

AB B

T ()
(s) ny

Fig. 4 shows the correlation functions for CMASS-BW (top),

WiggleZ-BW (bottom) and the cross-correlation (cc-BW, middle).

The three figures on the left present the results before density field

reconstruction, while the figures on the right display the result after

reconstruction (see Section 5 for a discussion of our reconstruction

technique). The five correlation functions for the individual regions

of CMASS-BW and WiggleZ-BW are indicated as grey lines. Us-

ing the covariance matrix (see next section) we can combine the

correlation functions of the five sub-regions (coloured data points).

The auto-correlation functions of both surveys, as well as the cross-

correlation function before and after reconstruction, show a clear

BAO signal at around 100 Mpc /",
We also measured the cross-correlation coefficient defined as

g’:cchBW(S )

Ecmass—Bw (S )éwigglez—BW(S)

éap(s) = 1 +

ri(s) =

©)

and presented in Fig. 5. In linear theory we expect this quantity to
be

(14 L(Ba + Bs) + 2(BaBo)]
(14 2Ba+ 18D+ 285 + 180)

Assuming by = 2, bg = 1 and f = bB = 0.76 results in réemy =
0.997. This expectation is included in Fig. 5 (black dashed line).
The mock realizations show a large correlation coefficient after
density field reconstruction. We currently do not have a model for
the correlation function shape post reconstruction (White 2015) and
therefore we only use the pre-reconstruction result in our fitting in
Section 9.

Fig. 5 also shows a small correlation coefficient before recon-
struction (blue data points). We used Gaussian error distribution to
obtain the uncertainties on the data points in Fig. 5, however, the
errors on r have a significant non-Gaussian component. In Marin

O]

2
rtheory (S) =
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Figure 4. The correlation functions of CMASS-BW (top), WiggleZ-BW (bottom) and the cross-correlation (middle) in the overlap regions between CMASS
and WiggleZ. The grey lines show the correlation functions for the five individual sub-regions (see Fig. 1), while the coloured data points show the combined
correlation functions calculated from equation (10). The error bars are the diagonal of the combined covariance matrices (see Fig. 7). Note that the scatter in
the grey lines does not represent the error in the data points, since each grey line corresponds to a different volume and is weighted accordingly. The black
lines show the best fit to the individual correlation functions corresponding to the upper part of Table 2.

et al. (2015) we performed fits to the auto- and cross-correlation
functions having r as a free parameter. We find that r is consistent
with 1 for scales above 20 Mpc h~" (see fig. 5 in Marin et al. 2015).

4 MOCK REALIZATIONS

We produced 480 mock catalogues for each of the five over-
lap regions using the COLA technique (Tassev, Zaldarriaga &
Eisenstein 2013). These mock catalogues will be presented in a
separate paper together with the details of the COLA implementa-
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tion we employed (Koda et al. 2015). These mock catalogues have
also been used in Kazin et al. (2014) and Marin et al. (2015). Each
simulation uses 1296° particles in a [600 Mpc 2~']? box resulting
in a particle mass of 7.5 x 10° Mg h™!, allowing us to resolve
CMASS as well as WiggleZ size haloes. The haloes are identified
using a friend-of-friend algorithm with a linking length of 0.2 times
the mean particle separation. We use Halo Occupation distribution
models to populate these haloes with galaxies so that the mock real-
izations match the measured projected correlation functions wy(7},),
where r;, is the angular separation between a galaxy pair. The fiducial
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Figure 5. The measured correlation coefficient before (blue) and after
(black) density field reconstruction. The dashed line shows the expecta-
tion of linear theory. The blue data points are shifted by 0.5 Mpc h~! to the
right for clarity. The solid lines indicate the mean correlation coefficient of
the mock realizations before (red) and after (magenta) density field recon-
struction. The error on the data points is derived from the variations in the
480 mock catalogues (grey lines). When fitting the correlation coefficient in
Section 9 we only use the data before reconstruction, since we do not have
a model for the correlation function post reconstruction.

cosmology of these mock catalogues is flat ACDM with
Qum = 0273, Q;, = 0.0456, Hy = 70.5Mpc~! km s7!, o3 = 0.812
and ny = 0.96. The comparison of the correlation functions mea-
sured in the mock catalogues and the data correlation functions are
shown in Fig. 6. The mocks match the WiggleZ and CMASS clus-
tering on large scales while they slightly overestimate the clustering
amplitude of the cross-correlation function. The discrepancies are
less significant after reconstruction (three panels on the right in
Fig. 6).

4.1 Covariance matrix

Using the mock realizations of the individual sub-regions we can
produce covariance matrices for each of the auto- and cross-
correlation functions. We calculate the covariance matrix using

480

Cij = 7 [E4(si) — E(s)] [Eals)) — ECs))] (3)

n=1

with &,(s;) being the nth correlation function estimate at separation
s; and the sum is over all 480 mock realizations. The mean value is
defined as

B | &0

E() = o5 ’;sn(sl). ©)
Instead of analysing the 10 auto-correlation functions and five cross-
correlation functions individually, we chose to combine the correla-
tion functions to obtain two auto-correlation functions for CMASS-
BW and WiggleZ-BW as well as one cross-correlation function. We
combined the correlation functions of the five individual sub-regions
using the covariance matrices calculated above and following the
procedure outlined in White (2011) and Blake et al. (2011b). Each
sub-region is weighted by its corresponding uncertainty

5
g = Y ICTE ) (10)

regions i
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with C' being the covariance matrices of the individual sub-regions.
The inverse covariance matrix for the combined correlation func-
tions is given by

5

c'= Z [cr, an

regions i

which follows from equation (10). The combined covariance ma-
trices before and after density field reconstruction are presented
in Fig. 7. The combined correlation functions for CMASS-BW,
WiggleZ-BW and the cross-correlation function are shown in Fig. 4
as coloured data points. We also compare the CMASS-BW correla-
tion function with the CMASS-DR11 correlation function in Fig. 8.
While the CMASS-BW correlation function before reconstruction is
in excellent agreement with CMASS-DR11, we find the prominent
BAO peak at slightly larger scales compared to CMASS-DR11.
We will discuss this aspect further when fitting these correlation
functions in Section 7.2.

It has been shown that the inverse covariance C~! derived from
a finite number of realizations underestimates the uncertainties
(Anderson 2003; Hartlap, Simon & Schneider 2007; Percival et al.
2013). In the case of Gaussian errors and statistically independent
bins, this effect can be accounted for by multiplying the variance
estimated from the likelihood distribution with

1 + B(Nbins - Np)

= , (12)
142A+ B(N, + 1)

o

where Npocks 18 the number of mock realizations, Ny, is the number
of bins, N, is the number of free parameters and

1

A= , 13)
(Nmocks - Nbins - ])(Nmocks - Nbins - 4)
B = A(Nmocks — Noins — 2) (14)
Furthermore, the sample variance needs to be multiplied by
N, —1
my = m, T (15)

Nmocks - Nbins -2

Since the bins in a correlation function are not statistically indepen-
dent, these correction factors are only an approximation. Given the
480 mock realizations in our analysis, 26 bins and 5 free parameters
(see Section 7.2), we have m, = 1.033 and m, = 1.095. How-
ever, when fitting all three correlation functions simultaneously (78
bins), this factor can rise to m, = 1.4, significantly contributing to
our error budget.

5 DENSITY FIELD RECONSTRUCTION

In linear theory, the comoving position of the BAO peak is set after
the epoch of decoupling, providing the foundation of its use as a
standard ruler. There are, however, non-linear effects, which can
change the BAO peak position, as well as its shape. The most sig-
nificant effect is non-linear damping of the BAO peak (Eisenstein
et al. 2007a; Seo et al. 2008). This effect is often modelled with
a Gaussian damping term. Although we are interested in the BAO
peak position and not in its amplitude, damping can shift the peak
position, because of the non-symmetric shape of the correlation
function around the BAO peak (Eisenstein et al. 2007a; Guzik &
Bernstein 2007; Smith et al. 2007, 2008; Angulo et al. 2008; Mehta
etal. 2011). Additionally, Crocce & Scoccimarro (2008) found that
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Figure 6. Comparison between the mock realizations and the CMASS-BW (red, top) WiggleZ-BW (blue, bottom) and cross-correlations functions (black,
middle). The grey lines show the 480 mock realizations with the mean given by the coloured data points and the error representing the variance. The coloured
lines indicate the measurement in the data. The dashed black lines mark the fitting range which goes from 50 to 180 Mpc 7~

mode coupling can lead to shifts in the BAO peak position. Interest-
ingly, mode coupling as well as non-linear damping can be removed
by a technique called density field reconstruction, meaning that the
measured distribution of galaxies itself can be used to reduce the
impact of these non-linear effects by estimating the displacements
of galaxies from their initial position in the density field (Eisenstein
et al. 2007b; Padmanabhan & White 2009; Mehta et al. 2011). Den-
sity field reconstruction enhances the signal-to-noise ratio of the
BAO signature using extra information contained in the higher or-
der correlations of the galaxy distribution (Eisenstein et al. 2007b).
We apply density field reconstruction to the observed density field
following the formalism of Padmanabhan et al. (2012). First we
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smooth the observed and random fields with a Gaussian filter of the
form

—(kZsmootn )
G(k) = exp {—( 52 ooth) ] , (16)
where we choose X gmoom = 15 Mpe h~! (Xu et al. 2012). The over-
density field is then calculated in real-space as

Pe(x) ne

) =
) Pr(x) ng

-1, a7
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Figure 7. The correlation matrix for the combined CMASS-BW, cross-correlation (cc-BW) and WiggleZ-BW correlation functions before (left) and after
(right) density field reconstruction. These matrices are combinations of the individual matrices for the five separate regions using equation (11). For each
region we use 480 mock realizations for CMASS-BW and WiggleZ-BW. The colour indicates the level of correlation, where red is high correlation, green is no
correlation and blue is high anti-correlation. Since each set of CMASS-BW and WiggleZ-BW mock catalogues has been produced from the same simulation
(see Section 4), there is a considerable amount of correlation between the three correlation functions, mimicking the situation of the real data. Given that we
use a fitting range of r = 50-180 Mpc i~! with 5 Mpc h~" bins, this matrix has 26 x 26 bins for each correlation function and 78 x 78 bins in total.
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field reconstruction. Post reconstruction one can see that the BAO peak in CMASS-BW is at larger scales compared to CMASS-DR11, which leads to a smaller

value of Dy as is also visible in the resulting likelihood distribution (see Fig. 12).

with p,(x) and p,(x) being the density of the smoothed galaxy and
random distribution, respectively. The normalization is defined as

ne M wi(x)
ey )
In linear perturbation theory, the displacement field ¥ (x) is related
to the redshift-space density field by (Nusser & Davis 1994)

8(x)

VW (x) + BV - [Wies(x)] = T 19)

where W is the line-of-sight component of the displacement field.
Transforming this equation into Fourier space and using the ap-
proach ¢(x) = > p(k)exp (ikx) and 8(x) = > S(k)exp (ikx) we
get

18

— k) [k +k; + K21+ B)] =

a(k)
B 20

which we solve for ¢ (k) for every wavenumber k. The displacement
field is than given by W(k) = —i %db(k), which we Fourier transfer
back into configuration space. Our approach uses the plane-parallel
approximation, which is valid for the small angular coverage of the
five individual fields studied in this analysis (Blake et al. 2011a).

We then apply the displacement to our galaxies by shifting their
x, y and line-of-sight positions following

Slos = Sold — (1 + f)‘Illos(x)s (21)

Sx,y = Sold — ‘I’x,y(x)~ (22)

We do not apply the factor of (1 + f) in the case of the random
galaxies, since the random distribution does not contain redshift
space distortions. During reconstruction we use the growth rate
f=0.7 as well as the linear bias b = 1.9 for CMASS-BW (Beutler
etal. 2014) and b = 1.0 for WiggleZ-BW (Blake et al. 2011a). The
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three plots on the right of Fig. 4 show the correlation functions for
CMASS-BW (top), WiggleZ-BW (bottom) and cross-correlation
(cc-BW, middle) after applying density field reconstruction.

6 MODELLING THE LARGE-SCALE
CORRELATION FUNCTION

Our model for the galaxy correlation function follows the procedure
of Anderson et al. (2013). The galaxy correlation function is given
by

£(s) = B’En(as) + A(s) (23)
where
ap as
A(S) = — + — +as. (24)
S N

The matter correlation function is obtained through (Eisenstein et al.
2007a)

" k2dk . o

uls) = / X P jotks)e 25)
27

with og = 2Mpc ™! and the monopole power spectrum is given

by

PK) = Paniat®) |1+ (Oin) — D e 173012]. (26)

We fix ¥, = 8.8Mpc h~! before reconstruction and X, =
4.4Mpch™! after reconstruction (Anderson et al. 2013; Magana
et al. 2014). The function Oy, (k) represents the oscillatory part of
the fiducial linear power spectrum and Py, (k) is the smooth power
spectrum monopole. To obtain Pgy jin(k) we fit the fiducial linear
power spectrum, Py, (k), with an Eisenstein & Hu (1998) no-Wiggle
power spectrum, Py, (k), together with five polynomial terms:

c c c
Psm‘lin(k) = Banw(k) + FL + k% + f +c4 + C5k. (27)
The oscillatory part of the power spectrum is given by
Piin(k)
Oin(k) = o————. 28
: ( ) Psm‘lin(k) ( )

Our model in equation (23) has five free parameters (B, «, a; —3).
To turn the constraint on « into a physical parameter we use

D (z)r:id
- va;dﬁ (29)
with
CcZ 173
Dy(2)= [(1+2)’Da@)——| . (30

H(z)

where D, (z) is the angular diameter distance and H(z) is the Hubble
parameter.

7 TESTING FOR BAO SYSTEMATICS

Although the linear bias model was always believed to be suffi-
cient for scales as large as the BAO signal, some studies using
halo catalogues from N-body simulations suggest that there are
scale-dependent bias effects even on BAO scales (Noh, White &
Padmanabhan 2009; Desjacques et al. 2010; Wang & Zhan 2013).
This means that the BAO signal can vary, depending on the tracer
chosen to map the underlying density field. In the following sec-
tions of this paper, we will fit the large scale correlation function of
CMASS and WiggleZ, and compare the displacement fields derived

MNRAS 455, 3230-3248 (2016)

20

15—

10—

LIJWiggIeZ-BW(x) [MPC/h]

)
{

-15[

[

- ,'lll‘llllll.ll.llll':llllllllllllllllllllll
200 15 -10 5 5 10 15 20

0
IIICMASS'BW(x) [Mpc/h]

Figure 9. Comparison of the displacements in the CMASS-BW catalogue
using the CMASS-BW displacement field (x-axis) and the WiggleZ-BW
displacement field (y-axis). The plot shows a random selection of 5 per cent
of all galaxies in the five overlap regions.

from the two surveys. Since we restrict our analysis to a common
volume, we expect the results to be correlated. Since the two sur-
veys trace the underlying density field differently, we can test for
systematic effects in the BAO analysis.

7.1 Comparing the CMASS and WiggleZ displacement fields

In Section 5 we derived two displacement fields using the CMASS-
BW and WiggleZ-BW galaxies, respectively. Here we are interested
to learn (1) whether one of the displacement fields leads to better
BAO constraints and (2) whether there are any systematic shifts in
the BAO position depending on which displacement field is used
for the reconstruction.

We apply the displacement field derived using the WiggleZ survey
to the CMASS galaxies and the displacement field derived from the
CMASS survey to the WiggleZ galaxies resulting in four data sets:

(1) CMASS-BW using the CMASS-BW displacement field,
(2) CMASS-BW using the WiggleZ-BW displacement field,
(3) WiggleZ-BW using the CMASS-BW displacement field,
(4) WiggleZ-BW using the WiggleZ-BW displacement field.

Fig. 9 compares the two displacements for each CMASS-BW
galaxy. We quantify the correlation between the displacement fields
using the correlation coefficient

—a —B
r(A,B) = 2 <‘yiA —\‘/V%W? _Y ) 31)

where W represents the mean of the displacement and o, =
ol — X)?, summing over all galaxies i. The correlation coef-
ficient for the regions (S1, S22, N9, N11, N15) = (0.65, 0.64, 0.67,
0.68,0.81) for the CMASS-BW galaxies and (0.49, 0.74,0.76, 0.73,
0.75) for the WiggleZ-BW galaxies. The smallest region (S1) shows
the lowest correlation coefficient, indicating that volume effects do
play arole in this case.
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spectively. The x-axis is the mean displacement, while the y-axis shows the
difference. The CMASS-BW data points are shifted by 0.25 Mpc h™! to the
right for clarity. The uncertainties are derived from the mock realizations.

The mean difference between the CMASS-BW and WiggleZ-BW
displacement fields using CMASS galaxies is AW = WCMASSBW
— pWieeleZ-BW — _(,047 4 0.016 Mpc A, while for the WiggleZ
catalogue AW = —0.150 & 0.020 Mpc 4~ (the errors are the error
on the mean between all galaxies). We therefore find moderate
differences between the two displacement fields. The difference
between the two displacement fields does depend linearly on the
amplitude of the displacement, (Wcmass + Wwigglez)/2, as shown
in Fig. 10 for the CMASS-BW galaxies (red) and the WiggleZ-BW
galaxies (blue). Such a discrepancy could be caused by an incorrect
assumption of the bias parameter when deriving the displacement
field.

To further investigate the impact of the two different displace-
ment field on the BAO scale, we now calculate the correlation
functions using both displacement fields. The correlation functions
after combining the five different regions are presented in Fig. 11.
In the next section we will fit these correlation functions and derive
BAO constraints.

7.2 Fitting the large-scale correlation function

We start with fitting the individual correlation functions of CMASS-
BW and WiggleZ-BW as well as the cross-correlation function. We
search for the best-fitting parameters defined by the minimum 2,
given by

x*=>_ D/C;'D;, (32)
ij

where D is a vector containing the difference between the data and
the model. Using the fitting range 50-180 Mpc ~~! in 5Mpch™!
bins results in 26 elements for the vector D. We use the python-
based MCMC sampler emcee (Foreman-Mackey et al. 2013) to
derive the likelihood. The results are shown in Table 2. We can
clearly see that the constraints for all three correlation functions
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Figure 11. Comparison of the correlation functions for CMASS-BW (top),
WiggleZ-BW (bottom) and the cross-correlation function (cc-BW, middle)
after density field reconstruction using the two displacement fields derived
from the CMASS-BW and WiggleZ-BW galaxies, respectively. The label
‘(switched)’ indicates the case where the displacement field of the other
survey has been used for reconstruction. The red data points are shifted to
the right by 1 Mpc h~! for clarity.

improve significantly after reconstruction. The resulting BAO con-
straints are worse, however, if we switch the displacement fields
between the two surveys (these results are labelled as ‘(switched)’
in Table 2). The same result occurs in the mock realizations, where
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Table 2. Summary of the fitting results. The first sector reports the fits to CMASS-BW, WiggleZ-BW and cross-correlation (cc-BW) functions
individually, while the second sector shows the combined fits to all three correlation functions. For each case we list the result pre- and post
reconstruction, as well as the result where we switched the displacement fields W (x) used for reconstruction (switched). The errors on each parameter
are obtained by marginalizing over all other parameters. The fitting range is 50-180 Mpc A~ in 5Mpc 7! bins leading to 26 bins and 5 free parameter
(bias, three polynomials and «) in case of the fit to the individual correlation functions. When fitting all correlation functions simultaneously (last three
rows) there are 3 x 26 = 78 degrees of freedom and 13 free parameters. The likelihood distributions are shown in Fig. 12. Our fiducial sound horizon

is rfid(z4) = 150.18 Mpc.

ridz) 2

survey o Dy (2)57; (Mpc) X
CMASS-BW pre-recon 1.02970: 04 21007229 31.2/(26 — 5)
CMASS-BW post-recon 0.970 + 0.022 1970 + 45 22.6/(26 — 5)
CMASS-BW post-recon (switched) 0.976 £ 0.029 1982 + 59 23.1/(26 — 5)
cc-BW pre-recon 1.073f8:82$ 21804:}}‘8 22.8/(26 —5)
cc-BW post-recon 1.050 £ 0.032 2132 £ 65 26.7/(26 — 5)
cc-BW post-recon (switched) 1.0237905 2080120 13.0/(26 — 5)
WiggleZ-BW pre-recon 1087412 2190*330 18.1/(26 - 5)
WiggleZ-BW post-recon 1.033 £0.10 2100 £ 200 10.4/(26 — 5)
WiggleZ-BW post-recon (switched) 1.081'8:}31 21901’%8 15.6/(26 — 5)
combined-BW pre-recon 1.095 £ 0.068 2220 £ 140 84.6/(78 — 13)
combined-BW post-recon 0.966 + 0.031 1956 + 63 103.5/(78 — 13)
combined-BW post-recon (switched) 0.972+0:-047 1974193 60.5/(78 — 13)

S8 percent of the WiggleZ-BW mock catalogues show a larger
uncertainty on o when using the CMASS-BW displacement field
for reconstruction instead of the WiggleZ-BW displacement field.
Similarly 59 per cent of the CMASS-BW mock realizations show
poorer constraints when using the WiggleZ-BW displacement field.
The resulting likelihood distributions for all fits are presented in
Fig. 12 including a comparison to the CMASS-DR11 result. The
likelihood distributions are reasonably approximated by Gaussians.

In the limit of sample variance dominated uncertainties the three
correlation functions would carry the same amount of information
and only one of them would need to be analysed. In the shot noise
limit all three correlation functions would be independent and would
need to be analysed together to make maximal use of the available
information. In the case of CMASS-BW and WiggleZ-BW, shot
noise does contribute significantly to the error budget, so that a
combined analysis is beneficial.

Therefore we now fit all three correlation functions together using
the combined covariance matrix shown in Fig. 7. The fit has 13 free
parameters, one scaling parameter, «, the three bias parameters,
Bemass-Bws Bee-pw and Byyiggiezgw as well as three polynomial
terms per correlation function. The data vector for this fit is given
by

CMASS—BW CMASS—BW
3 (s1) (s1)

model " Sdata
CMASS—BW CMASS—BW
model (s26) — data (526)
—BW —BW
Er(r:lcudel (s1) — (;l:l:ta (s1)
D= : (33)
cc—BW c—BW
‘i:;\f)del (326) - g;ta (S26)'
WiggleZ—BW WiggleZ—BW
Emodcl (s1) — data (s1)
WiggleZ—BW WiggleZ—BW
émoge] (S26) ~ Sdata (Sz(,)

containing 3 x 26 = 78 bins in total. The results are shown in
the lower part of Table 2. In the case of pre-reconstruction, this fit
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is driven by the cross-correlation function, which has significantly
smaller uncertainties than any of the auto-correlation functions and
leads to a value of @ = 1.095 % 0.068. After reconstruction it is
the CMASS-BW constraint which drives the combined fit, leading
to a = 0.966 £ 0.031. The combined constraint on « is worse than
the CMASS-BW only constraint on «, which is mainly caused by
the large scaling factor of m, = 1.4 (see equation 15), needed for
this fit.

7.3 Comparison to mock realizations

The question now is whether the measured o« values for CMASS-
BW and WiggleZ-BW are consistent. We can test this, by using
the 480 correlated mock realizations, which we used to calculate
the covariance matrix in Section 4.1. We calculate the correlation
function for each mock catalogue and repeat the fitting procedure
described in the last section. Fig. 13 shows the distribution of the
different constraints on « for the mock realizations, together with
the results found for the data (red data points). The ellipses in
these plots are the 1o standard deviation including the correlation
between the different measurements. We only plot results which
have a value of o between 0.6 < @ < 1.4 as well as an error on
o less than 25 per cent. For CMASS-BW we have 318 out of 480
mock catalogues which fulfill these criteria, while for WiggleZ-BW
there are 242 and 302 for the cross-correlation.

Using the mock realizations the standard deviations for o are
o, =(0.039, 0.036, 0.055) for CMASS-BW, cc-BW and WiggleZ-
BW, respectively. While the mock realizations predict the best BAO
constraint to be in the cross-correlation function, in the data the
most accurate distance scale measurement (post-reconstruction) is
in CMASS-BW. This result is, however, consistent with sample
variance, and we have many mock realizations which show a similar
behaviour. Fig. 14 compares the distribution of errors for the mock
realizations with the data. The signal-to-noise ratio of the auto-
correlation functions is given by

naPaa

_ 34
}’ZAPAA—Fl ( )
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Figure 12. Likelihood distribution for DV = derlved from CMASS-BW
(red), WiggleZ-BW (blue) and the cross- correldtlon function (black), before
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shows the CMASS-DRI11 constraint of (Anderson et al. 2013). The bottom
panel displays the result where the displacement fields derived from the two
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Figure 13. These plots show the distribution of « for the mock realizations
of CMASS-BW, WiggleZ-BW and cc-BW. We only plot results which have a
value of « between 0.6 < « < 1.4 as well as an error on « less than 25 per cent.
The ellipse represents the lo distribution drawn from the variance and
correlation coefficient. Note that the ellipse has not been derived from the
black points drawn in these plots but instead from jack-knife samples to avoid
outliers. The red data point shows our measurement post-reconstruction from
Table 2. The agreement between the red data points and the black ellipse is
only required if the cosmology of the mocks is the true cosmology.
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CMASS-BW (red), WiggleZ-BW (blue) and the cross-correlation function
(black). The uncertainty o is taken to be the mean of the upper and lower
68 per cent confidence levels. The values measured in the data are shown by
the correspondingly coloured vertical dashed lines.

while the signal-to-noise ratio of the cross-correlation function
scales with (Smith et al. 2008)

/nang Pas (35)
\/(”APAA + 1)(np Ppp + 1) + nanp Piy

Assuming nP = 3 for CMASS-BW and nP = 1 for WiggleZ-BW
as well as Pevass-Bw = 4PwigglezBW (Pec-Bw = 2Pwigglez-BW), W€
find 0.75, 1.04 and 0.5 for CMASS-BW, cc-BW and WiggleZ-
BW, respectively. This rough estimate of the expected signal-to-
noise ratio agrees well with the result of the mock realizations. We
can therefore conclude that in our actual data measurements the
WiggleZ-BW constraint has an error slightly larger than expected,
the cross-correlation function error is close to the expected error
and the CMASS-BW error is smaller than expected.

To determine whether the three different BAO constraints agree,
we construct the vector T = (OlCMASS—BW — Oce-BW> XCMASS-BW —
Qwigglez-Bw)- Using the mock catalogues we obtain a correlation
coefficient for the two components of the vector T of 60.6 per cent,
which allows us to construct a covariance matrix and calculate
x% = TTC~'T with two degrees of freedom. Post reconstruction we
get x2/d.o.f. = 1.25/2 when using the mean uncertainty predicted
from the mocks, and 4.1/2 when using (averaged) lo errors from
the actual measurements. The three different BAO measurements
are therefore statistically consistent.

The BAO peak in CMASS-BW leads to a distance constraint
of Dvr:id /rs = 1970 £ 45 Mpc (post reconstruction), which is low
compared to the CMASS-DRI11 result of Dyrfid/r; = 2068 +
20 Mpc (Anderson et al. 2013).2 Since CMASS-BW uses about
7 per cent of the CMASS-DRI11 galaxies, we can approximate the
correlation coefficient, r2, to be about 0.07, implying that these
constraints are fairly independent. We can quantify the significance
of the deviation between two correlated measurements with

AX

,
\/ai + 01_,2; —2 X r(o4,08)0408

(36)

2 This value has been corrected by the ratio of the fiducial sound horizons
to allow direct comparison with our constraint.
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where r(o 4, o) is the correlation coefficient. This leads to a sig-
nificance of 2.1o for the deviation between CMASS-DR11 and
CMASS-BW.

The WiggleZ survey has a distance constraint of Dyrfid/r, =
2100 £200Mpc, which we can compare to Dyrid/r,=
222171, Mpc measured in Kazin et al. (2014). The WiggleZ con-
straint has a slightly different redshift range compared to our
WiggleZ-BW constraint (0.4 < z < 0.8) and does include the ad-
ditional sky region S3 (see Fig. 1), therefore a direct comparison is
not possible.

Ross et al (2014a) split the CMASS sample based on k + e cor-
rected i-band absolute magnitudes and [r — 7]y ss colours, yielding
two sub-samples with bias b = 1.65 (blue) and b = 2.3 (red). Studies
of the BAO scale in these sub-samples revealed no statistically sig-
nificant deviations, in agreement with our findings. Different to Ross
etal (2014a) our study is based on two entirely different surveys and
therefore also includes possible systematics due to instrumentation,
telescope site conditions or reduction pipeline.

8 DETERMINING THE CORRELATION
BETWEEN BAO CONSTRAINTS IN CMASS
AND WIGGLEZ

In the last section we set constraints on the quantity Dy r;ﬂ using
the CMASS-BW and WiggleZ-BW auto-correlation functions as
well as their cross-correlation function. The constraint from the
WiggleZ-BW auto-correlation function uses almost all WiggleZ in-
formation within the redshift range 0.43 < z < 0.7, excluding only
region S3, which is small in comparison. The entire CMASS sam-
ple, however, covers a sky area much larger than the overlap region.
In this section we will determine the correlation of WiggleZ-BW
and cross-correlation constraints found in the last section with the
CMASS-DR11 constraint of Anderson et al. (2013). We will then
construct a covariance matrix which allows us to use our results
together with the result of CMASS-DR11 for cosmological param-
eter constraints. We will also provide an estimate of the correlation
for the future CMASS-DR12 constraint.
First we divide the two surveys into the following sub-regions:

(1) BOSS-CMASS, excluding overlap region.

(2) BOSS-CMASS, in overlap region (CMASS-BW).
(3) WiggleZ, excluding overlap region.

(4) WiggleZ, in overlap region] (WiggleZ-BW).

For each region, the parameter of interest is the constraint on the
scaling parameter «. Assuming no correlation between the different
regions, the final constraints for each survey are given by

Viler = )+ Va(ar — 1)

:] ) 37
oB + Vi + Vs 37

Vi(az — 1) + Va(oy — 1)
=1 R 38
ow =1+ Vit Vs G8

where the subscripted numbers refer to the four survey sub-regions
described above, and V is the volume given in Table 1. The sub-
scripted B stands for BOSS-CMASS and W stands for WiggleZ.
The correlation between «p and ay is given by

(o, a)VaVy

) 39
VeV (39)

r(ag, aw) ~



where the correlation coefficient between the constraints in the
overlap regions, r2(a, ay), can be calculated from the 480 mock
realizations as

Sy — @)y — @)
\/2480(012 — @) 3y — @)

For practical reasons we use a jack-knife approach, in which we
determine « for the mean of N — 1 realizations, excluding each
of the 480 mock realizations in turn. The correlation coefficients
between CMASS-BW and WiggleZ-BW in the overlap region is
r2(ap, ag) = 0.301. Similarly, we can define the correlation co-
efficient between the auto-correlation functions and the cross-
correlation function giving r2(ac, a4) = 0.570 and r2(ay,
ac) = 0.584, where the subscripted C stands for the cross-
correlation function. To obtain the correlation coefficient between
our WiggleZ-BW constraint and the CMASS DRI11 constraint of
Anderson et al. (2013), we use the volume of CMASS-DRI11 (as
given in Table 1) in equation (39) and set V; = Vy,. Therefore the
data vector D = (CMASS-DR11, cc-BW, WiggleZ-BW) = (2056,
2132, 2100) Mpc has the following correlation matrix:

r(on, ay) = (40)

1
Rprin = | r*(ap, oc) 1 ,
VZ(OlB» ay) ”2(0le ag) 1
1
= | 0.043 1 . 41

0.022 0570 1

The covariance matrix is given by C = VIRV, where the vector V
contains the variance of the individual constraints. In our case we
have Vpri1 = (20, 65, 200) Mpc, where we adopted the CMASS-
DRI11 uncertainty (left) from Anderson et al. (2013) together with
the WiggleZ-BW (right) and cross-correlation function (middle)
uncertainties from Table 2. This approach leads to the following
covariance matrix

400
Corii = | 56 4225 (42)
88 7410 40000

and the inverse is given by

250.47
Cop = | —3.48 35.11
0.09 —6.50 3.70

x 1073, (43)

Since the overlap volume between CMASS and WiggleZ will not
change with DR12, this formalism can be rescaled to obtain the
correlation between our results and future CMASS data releases.
For example, using a cosmic volume of 2.322 h—3*Gpc® for DR12
we find the following correlation matrix

1
Rpri2 = | 0.038 1 . (44)
0.020 0.570 1

This covariance matrix is only correct assuming that any correlation
between these surveys can be scaled with volume.

So far we have only used WiggleZ galaxies in the redshift range
0.43 < z < 0.7, ignoring a significant fraction of WiggleZ galaxies
at higher and lower redshifts. We can combine our results with
the high redshift (0.6 < z < 1.0) WiggleZ measurement reported
in Kazin et al. (2014) and given by Dy 7 /r; = 2516 + 86 Mpc.
This measurement has an effective redshift of z.; = 0.73. The
effective volume of WiggleZ in the redshift range 0.6 < z < 0.7
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(overlap between the high redshift WiggleZ measurement and the
CMASS redshift range) is 6.1 x 10" h*Mpc?. The correlation
matrix including the high redshift WiggleZ data point (labelled
by ext.) would be

1

0.043 1

ext _

Rori1 = 0.022 0.57 1 “5)
0.013 0.39 0.51 1

with the data vector
CMASS—-DRI11 2056

ext cc—BW | 2132

D™ =1 wigglez—Bw | = | 2100 [MP° (46)

WiggleZ—highz 2516

and the variance vector is V§x;; = (20, 65, 200, 86) Mpc. This re-
sult makes the additional assumption that the correlation coefficient
we found for the CMASS redshift range can be scaled to the overlap
redshift range 0.6 < z < 0.7. We do not combine our measurements
with the low- and medium-redshift bins reported in Kazin et al.
(2014) since both overlap with the BOSS-LOWZ redshift range.
Therefore the results reported in this section can be combined with
the BOSS-LOWZ (Anderson et al. 2013; Tojeiro 2014) measure-
ment straightforwardly.

The assumed fiducial cosmologies used in the different measure-
ments above are not the same, resulting in different fiducial sound
horizons. The sound horizon used in the CMASS-DR11 analysis is
rfid = 149.28 Mpc, Kazin et al. (2014) have Y = 148.6 Mpc and
our analysis uses 74 = 150.18 Mpc. When comparing the measure-
ments of Dy above with a cosmological model one has to include
the ratio of the fiducial sound horizon and the sound horizon of that
model.

9 THE RELATIVE VELOCITY EFFECT

In this section we discuss one possible source of systematic un-
certainty for BAO constraints, the relative velocity effect (Tseli-
akhovich & Hirata 2010). We first introduce the idea of the relative
velocity effect and discuss our model, before fitting the model to
the data.

While dark matter perturbations start to grow directly after the
end of inflation, baryon perturbations cannot grow until they decou-
ple from the photons, about 380 000 yr later. The different velocities
of dark matter and baryons after decoupling means that there is a rel-
ative velocity between the two components (Tseliakhovich & Hirata
2010; Fialkov et al. 2014). The relative velocity can allow baryons
to escape the dark matter potentials and prevent the formation of the
first stars in regions with high relative velocity (Fialkov et al. 2012;
McQuinn & O’Leary 2012; Naoz, Yoshida & Gnedin 2012). This
modulation would select regions with small relative velocity to first
undergo reionization. Since the relative velocity effect decays with
1 + z, it mainly affects the high-redshift Universe. However, it has
been speculated that galaxies which form at high redshift carry this
selection process down to low redshift, perhaps through processes
such as altering the metal abundances or supernovae feedback (Yoo,
Dalal & Seljak 2011). In Fourier space the relative velocity effect
has an oscillatory pattern on large scales which is out of phase with
the BAOs (Yoo & Seljak 2013). In configuration space the relative
velocity effect modifies the clustering amplitude primarily below
the sound horizon, leading to a shift of the BAO peak (Slepian &
Eisenstein 2014).
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The hypothesis is that old galaxies still carry the selection of the
relative velocity effect, while young galaxies do not. Under this
hypothesis we can measure the relative velocity bias by comparing
clustering statistics of BOSS and WiggleZ, since BOSS mainly
targeted (old) LRGs, while WiggleZ selected young star-forming
galaxies (ELGs). Our analysis method therefore assumes that BOSS
galaxies are affected by the relative velocity effect, while WiggleZ
galaxies are not.

9.1 Modelling

To model the correlation function including the relative velocity
effect we follow the implementation of Yoo & Seljak (2013). In this
model, the galaxy density field is given by

b
8:(x) = bibu(@) + 5 [5,00) = 03] +b, [uF — 01, ]. (47)

where the relative velocity u, is computed at the linear order and
the matter density is computed to the second order. The auto-power
spectrum from such a density field can be written as

d3
(k) = b P (k) + / #Pm(q)PmUk )

1
X {Ebg +2b1byFy(q, k —q)
+4blva2(Qa k — q)Gu(‘L k — f])

+2b:b,Gulq, k —q) +2b;Gi(q, k — q)} (48)

with the kernels
Tur(kl) Tur(k2) kl ° k2

Gulki- k) = = ) Tutk) ks “9)

ik k)_5+2(k,-k2)2+kl-k2(1+1) (50)
RLRIE g Ty kiky 2 k% k% .

The dimensionless relative velocity transfer function 7, is defined
as

T, — Ty,
7«]/{r — Vb Vcdm , (51)
Oy,
where T, and T, are the velocity transfer functions of baryons
and cold dark matter, respectively and the normalization is given

by

1 [ dk k me=l
2= | —T?k, A, [ ———— ) 52
2., (2) 3/ i Tk DA 5002 Mpe (52)

The transfer functions describe the evolution of each mode with
redshift as

8(k, z) = T(k, 2)8pi(k), (53)

where 8 is the primordial density perturbation. Before reionization
the linear relative velocity transfer function does not change its
shape but only its amplitude (see Fig. 15). Assuming the relative
velocity effect has been imprinted before reionization, any redshift
above reionization can be chosen to calculate the relative velocity
transfer function.’ We calculate the velocity transfer function 7,,, at
z = 15, while the matter transfer function in the denominator of the
velocity kernel is calculated at z = 0.57.

3 CMBfast and early versions of CAMB do not include the effect of reion-
ization to the baryon transfer function (see section 2.3 in Lesgourgues 2011).
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Figure 15. The velocity transfer function Ty, = T, — Ty, relative to the
cold dark matter transfer function 7T¢gm. While at high redshift this ratio
only changes in amplitude, at low redshift it has additional contributions
from reionization. Assuming that the relative velocity effect has been im-
printed before reionization, the velocity transfer function can be evaluated
at any redshift (above reionisation), since the amplitude is rescaled through

equation (52).

We can turn this model into configuration space using a Fourier
transform as given in equation (25). Fig. 16 shows the correlation
function for different values of the relative velocity bias b,. The
relative velocity bias causes an increase in the correlation function
amplitude as well as a shift of the BAO peak position towards
smaller scales.

Using the definition of equation (47) we can write a model for the
cross-correlation function of a tracer A, which carries the relative
velocity effect, with another tracer B, which does not carry this
effect:

d3
PRR() = bYbP P (k) + / s Pa(@ Pl = )

2
+2bPb Fy(q. k — ¢)Gu(q. k — q)

1
x {fbg‘bi’ + (b{'DY + bYDY)Fa(q. k — q)

+b5bAG(q, k — q)} ) (54)

Fig. 17 shows the cross-correlation function for different values of
the relative velocity bias b,. As was the case for the auto-correlation
function, the relative velocity bias causes a shift of the BAO peak
position towards smaller scales. In the cross-correlation function the
shiftis about 1/3 of the shift present in the auto-correlation function.
Unlike the auto-correlation, the relative velocity effect does not
change the amplitude of the cross-correlation function. This means
that the cross-correlation function between two tracers does not
have the bias b{*b® and the correlation coefficient r> = £2;, /(£a&R)
is predicted to be smaller than unity. We therefore have two effects
which can be used to constrain the relative velocity effect: (1) the
BAO peak position and (2) the amplitude of the cross-correlation
function relative to the auto-correlation functions.

9.2 Constraining the relative velocity effect — BAO fits

As mentioned in the last section, we have two effects which can
be exploited to constrain the relative velocity effect, the shift in the
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Figure 17. Comparison of the cross-correlation functions for different values of the velocity bias parameter. The plot on the left shows the entire correlation
function, while the plot on the right focuses on the BAO peak. The relative velocity effect causes a small shift in the BAO peak position towards smaller scales.
Unlike for the auto-correlation function, the relative velocity effect does not change the amplitude of the cross-correlation function. For these plots we assumed
b{‘ =2, bf‘ = —04, blB = 1and bZB = 1. The dashed lines represent the correction terms for different values of the velocity bias; the dashed lines added to the

black solid line results in the correspondingly coloured solid lines.

BAO peak and the relative amplitudes of the individual correlation
functions. While the shift in the BAO peak position can be con-
sidered as robust, there are effects other than the relative velocity
bias which could change the amplitude. Any stochasticity, d, in the
galaxy density field, which is not correlated with the matter density,
8y = bydy, + 8, and which does not correlate with the density field
of the other survey, would lead to a reduction in the amplitude of
the cross-correlation function. We will therefore perform multiple
fits. First we will show the constraint on the relative velocity ef-
fect just using the BAO peak position, and then include the relative
amplitudes of the correlation functions.

We start with the BAO peak position. For this fit we convert
the models of equations (48) and (54) into configuration space
and introduce additional polynomial terms to marginalize over
the shape of the correlation functions, similar to the discussion in
Section 6:

Er/elvel(s) = Bzgrelvel(as) + A(s). (55)

We also marginalize over the amplitude of the three correlation
functions by giving each correlation function a separate bias pa-
rameter. Higher order terms for the cross-correlation function
are always set by the bias of the auto-correlation functions. In
total we have 14 free parameters (Bg, B¢, Bw, Ap, Ac, Aw, o, b,),
where the polynomial terms A have three parameters each. Since
we assume that the relative velocity is only present in CMASS,
the relative velocity parameter, b,, only affects the CMASS and
cross-correlation function model. We perform fits where we addi-
tionally vary the parameter b,, but since this parameter is not well
constrained we often fix it to 1.0 for CMASS-BW and —0.4 for
WiggleZ-BW (Marin et al. 2013; Yoo & Seljak 2013). The result of
the fits are presented in the first two rows of Table 3 before recon-
struction, and the last two rows after reconstruction. Regardless of
how we treat the parameter b, we obtain constraints on b, which are
consistent with zero. This result is not surprising since the shift of
the BAO peak due to the relative velocity effect is a shift to smaller
scales. Our data, however, show a BAO peak at larger scales for
CMASS-BW compared to WiggleZ-BW.
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Table 3. Summary of the fitting results for the relative velocity effect. The first two rows show the results when using only the BAO peak position
to constrain b, before density field reconstruction. The last two rows present the same fit after reconstruction. The third and fourth rows list the fit
parameters including the shape (and amplitudes) of the correlation functions. The fifth row provides the fit parameters to the correlation coefficient 2.
All uncertainties are defined by the 68 per cent confidence levels. The fitting ranges are shown in the second column.

. .. . WiggleZ
Fit condition Fitting range b, bZCMASS by 1eee x2
pre-recon
BAO only 50-180 Mpe /! ~0.067 < b, < 0.010 0.0%%} 14.5147 82.4/(78 — 16)
BAO only 50-180 Mpc /! —0.31 < b, < 0.060 1.0 —0. 84.0/(78 — 14)
shape 50-180 Mpc ! —0.059 < b, < 0.096 —2.0713 —0.7+¢2 89.4/(78 — 6)
shape 50-180 Mpc A~ —0.12 < b, < 0.037 1.0 0.4 94.7/(78 — 4)
r? 20-60 Mpc h~! —0.086 < b, < 0.062 1.0 —0.4 7.4/(9 — 4)
post-recon
BAO only 50-180 Mpc /i~ ~021 < b, <002 7.647% ~0.542% 98.9/(78 — 16)
BAO only 50180 Mpc /! —0.22 < b, <0.10 1.0 —0.4 103.5/(78 — 14)
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Figure 18. Distribution of the relative velocity bias b, obtained from the
480 mock catalogues using the ‘shape’ and 2 fitting methods (see Table 3
and text in Section 9.2 and 9.3).

9.3 Constraining the relative velocity effect — shape fits

Next we fit the correlation functions without marginalizing the
relative amplitudes. In this case we include a bias parameter for
CMASS-BW and WiggleZ-BW, but not for the cross-correlation
function. The amplitude of the cross-correlation function is given
by the product of the CMASS-BW and WiggleZ-BW bias parame-
ters. Since this fit does not marginalize over the relative amplitudes
and shape of the individual correlation functions, we also include
the velocity dispersion parameter o, as

Py tna(k) = Py(k)exp(—k*a2/2),

PR (k) = PP (k) exp(—k*0; /2). (56)

Given the simplicity of our model, the parameter o, absorbs small-
scale effects like non-linear structure formation which are bias de-
pendent. We therefore include three different o, parameters, one
for each correlation function. The parameter o, introduces stochas-
ticity on small scales which could mimic the relative velocity effect.
We verity that this model yields a relative velocity bias consistent
with zero when applied to our mock catalogues. Fig. 18 shows the
distribution of b, obtained from the 480 mock catalogues. We only
perform these fits pre-reconstruction, since we do not have a model
for the post-reconstruction correlation function. The results are in-
cluded in Table 3 with the label ‘shape’. While the constraints on
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Figure 19. The effect of the three relative velocity terms of equation (48)
to the large scale correlation function. The black line shows the linear input
correlation functions, while the magenta, red and blue lines include the b%,
bib, and byb, terms, respectively. The dashed lines represent the effect of
the relative velocity terms (solid coloured lines minus the black solid line).
We fix by, =0.1, by =2 and b, = 1.

b, become tighter compared to the ‘BAO only’ fits, they are still
consistent with zero.

For the ‘shape’ fit the correction factor of equation (15) is 1.4 and
contributes significantly to our error budget. To avoid this additional
source of error we can fit the correlation coefficient 2 instead
of the individual correlation functions. This approach reduces the
number of bins, which reduces the correction factor of equation
(15). The correlation coefficient should also be fairly independent
of the underlying cosmological model, since any effect common
to the correlation functions cancels. However, the parameters by,
b, and b, are degenerate when using r2. From Fig. 19 we can see
that it might be possible to separately constrain b; and b, given
that b, does behave very differently on small scales and around the
BAO peak. However, while on small scales there is concern about
the applicability of our model, on large scales the uncertainties are
too large to exploit these effects. Thus we cannot vary all three
parameters simultaneously. We therefore fix the value of b, = 1.9
and b, = 1.0 for CMASS-BW and b; = 1 and b, = —0.4 for
WiggleZ-BW. The term proportional to b? is usually significantly
larger than the b,b, and b,b, terms, justifying to some extent our
choice of fixing b, and b, (see Fig. 19).



The mock realizations are in good agreement with the expected
value of the correlation coefficient above 20 Mpc h~!. The scales
above 60 Mpc h~! have large uncertainties and can be neglected
for this fit, leading to the fitting range 20—60 Mpc/h. We again
verify that our model can reproduce a relative velocity bias of zero
when applied to our mock catalogues. The distribution of maximum
likelihood b, for the 480 mock realizations is included in Fig. 18
(blue line). The best-fitting parameters are included in Table 3. The
relative velocity bias is again consistent with zero.

So far the only constraint on the relative velocity bias, b,, in
the literature has been reported by Yoo & Seljak (2013) using
the CMASS-DR9 power spectrum. They found b, < 0.033 at the
95 per cent confidence level, consistent with our result. However,
their constraint was found by fixing all cosmological parameters to
the Planck values, while our BAO-only constraint can be considered
model independent.

10 CONCLUSION

We have investigated the galaxy clustering in the overlap region be-
tween the BOSS-CMASS and WiggleZ galaxy surveys. Having two
galaxy samples in the same volume with different galaxy properties
as well as survey selection effects presents a valuable opportunity
to test for possible systematic uncertainties in our analysis of the
BAO scale. We can summarize our results as follows.

(i) We detect a BAO signal in both auto-correlation functions as
well as the cross-correlation function of CMASS and WiggleZ using
only the overlap region between the two surveys. The BAO detection
in the cross-correlation function represents the first BAO detection
in the cross-correlation function of two completely different galaxy
surveys. After applying density field reconstruction we find distance

constraints of Dy # = (1970 £ 45, 2132 £+ 65, 2100 £ 200) Mpc
for CMASS, the cross-correlation and WiggleZ, respectively. The
three constraints are consistent with each other and with the distri-
bution found in the mock realizations. The results are also robust
against switching the displacement field of the two surveys dur-
ing density field reconstruction. We therefore cannot see signs of
systematic uncertainties.

(ii) We use our correlated mock realizations to determine the
correlation between CMASS and WiggleZ. Using these correlations
we derived a covariance matrix for the CMASS-DR11 and our
WiggleZ and cross-correlation constraints. While in the past the
WiggleZ constraints have often been ignored when constraining
cosmological models given the overlap (and hence correlation) with
the CMASS results, our covariance matrix now allows one to make
use of the WiggleZ information for cosmological constraints. Since
the overlap region between the two surveys will not grow with
future CMASS data releases, the covariance derived in this paper
can easily be rescaled to obtain the covariance between our WiggleZ
constraints and future CMASS data releases. We already provide a
correlation matrix for the expected CMASS-DR12 results.

(iii) Using the measured correlation functions we test for the
relative velocity effect, which is a possible source of systematic
uncertainty for BAO measurements. We perform various fits using
the effect of the relative velocity bias on the BAO peak position
as well as the relative amplitudes of the auto- and cross-correlation
functions. We cannot detect any signs of a relative velocity bias.
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