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Abstract There are increasingly many personalization
services in ubiquitous computing environments that in-
volve a group of users rather than individuals. Ubiqui-
tous commerce is one example of these environments.
Ubiquitous commerce research is highly related to rec-
ommender systems that have the ability to provide even
the most tentative shoppers with compelling and timely
item suggestions. When the recommendations are made
for a group of users, new challenges and issues arise to
provide compelling item suggestions. One of the chal-
lenges a group recommender system must cope with is
the potentially conflicting preferences of multiple users
when selecting items for recommendation. In this paper
we focus on how individual user models can be aggre-
gated to reach a consensus on recommendations. We
describe and evaluate nine different consensus strate-
gies and analyze them to highlight the benefits of group
recommendation using live-user preference data. More-
over, we show that the performance is significantly dif-
ferent among strategies.
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1 Introduction

Personalization services in ubiquitous environments —
ubiquitous personalization services computing— has re-
cently been emerging in many areas of society [25,46,
47]. Ubiquitous commerce is one of these areas. In ubiq-
uitous commerce, in order to support personalization
services, a system should recognize preferred products
(i.e., also known as items) through preference analysis
such as a personal profile. Research on ubiquitous com-
merce has come up with a number of recommendation
systems reaching out in the real world.

Recommender Systems are particularly well adapted
to e-commerce applications where users need to be guided
through complex product spaces. They combine user
profiling and filtering techniques to provide more pro-
active and personal information retrieval systems, and
have been gaining in popularity as a way of overcom-
ing the ubiquitous information overload problem. Much
of the research on ubiquitous recommendation systems
are related to mobile phones and have been examined
under the term m-commerce [49]. Examples include: a
ubiquitous shopping system called MyGROCER [24],
MovieLens Unplugged (MLU) [34], Mobile Sales Assis-
tant [40], Buying-net [23], and A Priori [38] product rec-
ommendation system. Apart from m-commerce appli-
cations, a great number of ubiquitous computing appli-
cations also apply recommendation systems. For exam-
ple, there have been numerous works on recommending
tourist attractions (e.g., COMPASS [43]) or more gen-
eral recommendation algorithms for mobile devices [16].

While much of the research on ubiquitous recom-
mendation systems has focused on making recommen-
dations to the individual [23,39], many scenarios in-
volve groups of inter-related users [17,41]. In these sce-



Maria Salamé et al.

narios, typically a group of people are intending to par-
ticipate in a group activity [35].

Recently some researchers have begun to look at the
whole set of new challenges and issues associated with
group recommendation [21]. It is no longer reasonable
to generate a set of recommendations with respect to
a single set of (relatively) consistent preferences, as is
normally the case in the single-user scenario. Instead,
groups of users are likely to introduce a diverse range
of preferences where conflicting needs are likely to be
commonplace and where different users may be more
or less easy to satisfy [19].

The job of the group recommender is to make sug-
gestions that reflect the preferences of the group as a
whole, while offering reasonable and acceptable consen-
sus options to individual group members. In this regard,
a key aspect of group recommendation concerns the way
in which individual users profiles are combined to reach
a consensus on recommendation (or a set of recommen-
dations) for the group at the completion of the group
session.

The work presented in this paper continues previous
work [30-32] on group recommendation. In particular,
this previous work proposed specific group recommen-
dation approaches and focused on interfacing function-
ality that assists individual group members in better
understanding the evolving needs of the group. This
helps group members to appreciate the compromises
that may be required for a satisfactory conclusion to be
reached (see also [20]). From previous work, one remain-
ing unsolved issue is: how to reach a consensus when all
users have completed interacting with the system and
have chosen their preferred items? The aim of consen-
sus negotiation is to help the group members arrive at
a final recommendation which maximally satisfies the
individual members preferences. In this paper we focus
on the consensus-based recommendation technique, de-
scribing and evaluating nine different approaches for
reaching a consensus on recommendations. Moreover,
we describe the results of an evaluation, based on live-
user data, as a means to explore the relationship be-
tween group diversity and consensus recommendation.
It is worth mentioning that the proposed strategies start
from the premise that each user has an individual user
model that contains her preferences. They are defined
accordingly to this premise with the aim of being gen-
eral enough to be applicable to a wide range of group
recommender scenarios. Notice that recommender sys-
tems can be distinguished by the type of feedback that
they support; examples include value elicitation, ratings-
based feedback and preference-based feedback [45]. In
particular, we analyze the strategies in a conversational

case-based reasoning recommender!’. We use a form of
user feedback called critiquing [5,33], where a user indi-
cates a directional feature preference in relation to the
current recommendation. To demonstrate that they are
general enough, we compare our proposals with well-
known state-of-the-art approaches normally used for
recommendation generation in collaborative filtering.

Hence, the contributions of this work are two-fold.
First of all, we propose a set of new strategies for reach-
ing consensus. Second, we evaluate them based on live-
user preference information, in which we compare the
performance of different consensus strategies on differ-
ent groups sizes and different types of user groups, rang-
ing from groups with very similar preferences to more
diverse groups with competing preferences.

The rest of this paper is organized as follows. In
the next section we review related work on group rec-
ommender systems. Section 3 describes our proposed
consensus-based recommendation strategies. Section 4
is devoted to a small example that help the reader to
understand the proposals. Next, Section 5 discusses the
experimental results. Finally, we conclude the paper
with a discussion about the main results and implica-
tions of the work.

2 Related work

Ubiquitous computing research has uncovered many new
situations where recommendation technology can have
a critical role to play, and in many of these situations
there may be more than one individual designated as
the recipient of the recommendation. For example, the
way in which we book a restaurant to go with our fam-
ilies using a mobile environment [36]. Accordingly a
group of friends, or family members, now have access to
hundreds of restaurants’ content from which to choose.
Recommendation technologies will help them to more
effectively navigate through this content space, but in
doing so must cater for a set of users rather than a
single user. These types of scenario have motivated re-
cent interest in group recommendation and to date a
variety of early-stage systems have been developed in
domains such as group web-page recommendation [26,
37,44], recommending vacations or tours to groups of
tourists [1,19,31,43], recommending music tracks and
playlists to large groups of listeners [8,29], and, rec-
ommending movies and TV programmes to friends and
family [15,35,48]. Group recommenders can be distin-
guished, as defined in [21], according to their approach

1 It is a form of content-based recommendation where in-
dividual items are described in terms of a well defined set of
features.
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to 4 basic recommendation sub-tasks —(1) preference
elicitation; (2) recommendation generation; (3) presen-
tation and explanation; (4) consensus negotiation.

Preference elicitation refers to the manner in which
information is acquired from users and in many cases
methods similar to those used in single-user recom-
mender systems are applied. For example, preferences
may be acquired by asking users directly (ezplicit pref-
erence elicitation) or by inferring their preferences from
their actions and feedback (implicit preference elicita-
tion). In the case of the former, systems such as the
Travel Decision Advisor [19] and PolyLens [35] both ac-
quire preferences by asking users to specify them explic-
itly; either in the form of preferred features or item rat-
ings. In contrast, group systems such as FlyTrap [8] and
Let’s Browse [26] acquire the preferences by monitoring
a user’s interactions. FlyTrap, for example, learns about
the preferences of individual users by mining each user’s
personal music usage habits. In ubiquitous computing
explicit and implicit preference elicitation can be ap-
plied [3,39]. Most of the ubiquitous recommender sys-
tems use ratings, for example Buying-net [23]. In [22],
apart from acquiring explicit preferences, the ubiqui-
tous recommender additionally learns user preferences
through learning from the user profile. In this work, the
consensus-based proposals are devoted to be applicable
to both: explicit and implicit preference elicitation.

Most of the research on group recommendation in-
vestigated the core algorithms used for recommendation
generation. Two different strategies have been mostly
used for generating group recommendations: aggregat-
ing individual predictions into group predictions (aggre-
gated predictions) or aggregating individual models into
group models (aggregated models). Differences among
these strategies differ in the timing of data aggregation
step. The aggregated predictions strategy [4,27] gener-
ated individual predictions based on individual prefer-
ence models and then aggregates the individual predic-
tions into a group prediction. The alternative strategy
is to construct a group preference model prior to any
item recommendation taking place [42]. The aggregated
models strategy merges individual user models into a
group-based model and then generates recommenda-
tions using the aggregated group model [31]. For ex-
ample, GMK (Group Knowledge Management) [9] pro-
poses a generic framework for management in context-
aware group applications and services that extracts group
knowledge regarding the involved users.

The final two subtasks (presenting and explaining
recommendations and helping group members to reach
consensus) have received less attention from researchers.
That said, there is an increasing interest in these ar-
eas. This is particularly evident in group recommenda-

tion scenarios because convincing group members that
a particular recommendation is right for them is es-
pecially important. For instance, Let’s Browse [26] ex-
plains its Web page recommendations to group mem-
bers by highlighting keywords from the page that are
judged to be relevant to the group as a whole.

As highlighted in [21], many group recommenders
do not explicitly support consensus negotiation. Very
often it is assumed that one particular group member
is responsible for the final decision; Let’s Browse[26],
makes this assumption, because one group member typ-
ically controls the system interaction with other group
members playing the role of viewers rather than actors.
Alternatively the role of the recommender could be to
produce a set of recommendations that will ultimately
be debated by the group offline, before a consensus is
reached. In general, consensus remains an open issue for
group recommenders. This paper proposes more active
solutions to help users to reach consensus in a post-
recommendation phase.

3 Consensus-based strategies

In this section, we propose different strategies to reach
a consensus on the recommendations made for a group
of users. First, we define some required definitions. Sec-
ond, we present the consensus strategies divided into
three groups: (1) Statistical dispersion strategies; (2)
Individual content strategies; and (3) Collaborative fil-
tering strategies. Note that statistical and content dis-
persion strategies are the proposals of this paper. Addi-
tionally, in this section we have also added the explana-
tion of the state-of-the-art strategies commonly used in
collaborative filtering algorithms for generating recom-
mendations. We also consider how they can be applied
when reaching consensus.

3.1 Required definitions

Let P = {p1,...,pn} be a set of products or items for
recommendation, where p; is the ith product. Depend-
ing on the recommender algorithm, P will be the whole
set of products or a subset of them.

Let U = {uq,...,ux} be a set of users, where u;
represents the jth user and k the number of users,
|U| = k. The set of individual user models will be de-
fined as IM = {IM"1,...,IM"*}, where IMY repre-
sents the individual user model of the jth user. We con-
sider that each user u; has an individual user model
IMY = {Il,...,lruj} that represents her individual
preferences, from her initial preference I; to her last
preference L.u]. Note that the subindex r,;, may be
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different for each user in U because each user defines
her own set of preferences. Thus, R is the total num-
ber of preferences for the group which is computed as
= |[IMY | 4+ .+ [ IM™| =71y, + oo + 7o,
In subsequent sections we will use the satisfaction
measure, as defined in Equation 1.

Tu

) = Zws - Satisfies(p;, Is) (1)

s=1

5(p“IMuJ

The satisfaction measure, 6(p;, IM"7), shows for a
particular product p; and a user u;, the number of pref-
erences from her individual user model I M"s that prod-
uct p; satisfies. The parameter w; is a weighting factor

that can be used to tune preferences. The Satis fies(p;, Is)

function depends on the type of feedback the recom-
mender supports. Let’s describe a couple of examples:
(1) In a content-based recommender system that uses

critiquing-based feedback, this measure computes whether

a critique? is satisfied by product p;; (2) In a collabora-
tive filtering recommender that uses ratings-based feed-
back, this measure directly returns the rating® value.

Next, we define different strategies for reaching a
consensus in a group recommender system. The con-
sensus recommended product or products —i.e., it also
depends on the recommender— to a group is generated
according to equation 2.

consensus(P, IM) = arg mag(strategy(pi, IM)) (2)
pi€

where strategy refers to the name of the strategy.

3.2 Statistical dispersion

In this section we propose two strategies, called mean
and purity, based on the measurement of dispersion
used in statistics and probability theory.

The first consensus-based proposal of this paper is
called mean. The mean satisfaction, m(p;, IM), of the
group for a product, p;, is defined as the sum of each
member, u;, individual satisfaction according to her
preferences, IM"i.

k
> (pi, IM") (3)

j=1

m(pi, IM) =

P?'M—‘

The aim of Equation 3 is simply to offer a mean or
average to derive a central tendency of the preference

2 A critique, I, indicates a directional feature-value pref-
erence. For example, price greater than $500.

3 A rating, I, is a numerical score provided by the user that
measures how much user u; likes an item p;. In this particular
case, the preference provided also denotes the satisfaction of
the user.

space. On the other hand, the deviation measures the
variability or diversity there is from the mean. The de-
viation measure is required for the second proposal of
this paper: the purity.

Mw

d(pi, IM) = d(ps, IM¥)

k
j=1

We use the sample standard deviation, d(p;, IM),
as defined in Equation 4. It shows the deviation in the
satisfaction of the users. A low measure indicates that
the preferences tend to be close to the mean and a high
value indicates that the preferences are spread out over
a large range of values.

Purity is the second strategy of dispersion proposed
in this paper, see Equation 5. Roughly, it measures the
percentage of positive preferences among the whole set
of preferences made by the group that are covered by
the product.

k . u;\ .
Zj:l 6(pzaIMR ) d(p“IM) (5)

purity(p;, IM) =

A value purity(p;, IM) = 1, means that all mem-
bers of the group satisfy their preferences whereas a
value purity(p;, IM) = 0, denotes that none of the pref-
erences of the group are satisfied. This strategy owes its
name to a similar measure broadly used in rule-based
learning [12]. It has commonly been used to find a rule
that covers as many positive examples while covering
as few negative examples as possible. The objective of
any rule-based algorithm is to find a trade-off between
these two conditions using the purity measure in differ-
ent ways. We have made an adaptation of this measure
to group recommender systems. In our case, we mea-
sure how many preferences are covered (i.e., satisfied)
by a product while considering all the preferences of the
group. Moreover, we have included the deviation in the
equation to denote the dispersion of the satisfaction.

3.3 Individual content

This section describes three individual content strate-
gies named completeness, logical sufficiency and group
sufficiency. Individual content dispersion strategies aim
at evaluating the individual satisfaction of the mem-
bers.

The completeness measure has been previously used
in negotiation scenarios. For example, in auctions [7]
where a buyer and a provider want to reach agreement
for the best offer. The negotiation has usually been con-
sidered between two individuals. In a group recommen-
dation scenario the negotiation may involve more than
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two individuals. Thus, Equation 6 has been modified
accordingly to group recommenders. The objective of
the completeness strategy is to favor high scores while
penalizing big differences between members.

i wi /8(pi, IM™)
k
Zj:l\/ 7ﬁ“j

where w; is a weighting factor that Zl;:l w; = 1 and
w; > 0. As defined in Equation 6, the completeness of
a product, p;, is computed in terms of members’ satis-
faction, 8(p;, IM™i). Moreover, the parameter w; is a
weighting factor used to tune the completeness — i.e.,
to focus more on one of the member’s preferences. The
sum of /7, factors is for normalizing the values in the
range [0,1].

The degree of logical sufficiency [11] (i.e, in short
the Is measure) is a standard likelihood ratio statistic,
which has been applied to measure rule quality of rule
induction systems. This measure divides the proportion
of positive examples that are covered by a rule by the
proportion of negative examples. Equation 7 shows this
measure adjusted for group recommendation. Given a
product, p;, the degree of logical sufficiency of p; with
respect to an individual user, u;, is defined as the pro-
portion of satisfaction of u; by the proportion of u;
preferences that are not satisfied.

O(ps, IM™3)
T, — O(pi, IM"5) (™)

completeness(p;, IM) =

Is(pi, IM™9) =

Equation 7 measures the user confidence for a prod-
uct considering her preferences. Note that a large Is
means user u; is widely satisfied by product p;. Note
that in the extreme s approaches to infinity and, in this

case, we restrict the value to ls(p;, IM") = §(p;, IM™9).

On the other hand, if ls is much less than unity, then
the product p; is discouraging for user u;. The degree
of logical sufficiency of p; for the whole group, Isy, as
shown in Equation 8, is defined as the sum of individ-
ual logical sufficiency divided by the total number of
preferences in the group.

Z?Zl Is(ps, IM™9)

In inductive rule learning algorithms, the /s measure
gives rise to the lscontent measure. Equation 9 shows
the adaptation to group recommender systems. Essen-
tially, lscontent estimates ls measure with a Laplace
correction that penalizes products with low coverage.

e 9)
Tu; — 0(pi, IM¥i) + 1

Lsg(pi, IM) =

Iscontent(p;, IM*7) =

When we evaluate the degree of logical sufficiency
of a product in relation to an individual member, there

is no differences between Ilscontent and ls. However,
lscontent may help to reach a consensus when we ap-
ply the degree of logical sufficiency to describe a group
sufficiency.

We also propose in this paper a group sufficiency
—in short gs— measure based on [scontent. Instead of
analyzing the logical sufficiency of a individual member
in relation to her satisfied or unsatisfied preferences, gs
measures the satisfaction of a member in relation to
the satisfied preferences for the rest of the group and
to the unsatisfied preferences for the individual in com-
parison with the whole group. The intuition behind this
strategy comes from the fact that the satisfaction of an
individual is likely to depend on that of other individual
in the group (emotional contagion), as observed by [28].

S(pi, IM™3)+1
S 6 IMus )2

9s(pi, IM™) = Ty —0(pi, IM™7)+1 (10)
S
by gs(pi, IM®)

gsg(pi»IM)=< = k (11)

Equation 10 defines the group sufficiency for a given
product p; and a user u; as the proportion of satisfied
preferences for user u; in front of the satisfied prefer-
ences of the whole group divided by those preferences
that have not been satisfied of user u; in front of those
unsatisfied for the group. The Laplace correction in this
case adds a factor of % for penalizing products with low
coverage. If a product covers no users, its Laplace will
be % Finally, the degree of group sufficiency of p; is de-
fined as the sum of individual group sufficiency divided
by the number of users in the group, see Equation 11.
This equation estimates as the best product the one
that minimizes gs. Thus, instead of Equation 2, it uses
Equation 12.

consensus(P,IM) = arg mi%(gs(pi, IM)) (12)
pi€

3.4 Collaborative Filtering

In this section we briefly describe the most well-known
strategies used in collaborative filtering algorithms for
recommendation generation. We argue that they may
also be useful for consensus negotiation.

The Least misery strategy, as defined in Equation 13,
chooses a product p; based on the minimum satisfac-
tion of the individual preferences. The rationale is that
a group is as satisfied as its least satisfied member.
POLYLENS [35] uses this strategy for a group of peo-
ple that is going to watch a movie together.

least_misery(p;, IM) = arg mé%(é(pi’ IMY9)) (13)
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Most pleasure strategy selects the maximum satis-
faction of the individual preferences, see Equation 14.
It considers that at least one member will be maximally
satisfied.

most_pleasure(p;, IM) = arg lrtnzelx(é(pi, IM®7)) (14)
J

Previous strategies assume the consensus based on
the satisfaction of one individual: the least or the most
satisfied. There is no warranty that the recommenda-
tions will suit the whole group.

Multiplicative strategy multiplies the satisfaction of
the individual users, see Equation 15. With this strat-
egy it might happen that a member with unique tastes
always lose out because their opinion happens to be a
minority preference.

k
multiplicative(p;, IM) = H (pi, IM"7)) (15)

Finally, we describe the Borda count strategy. The
Borda count is a voting system divided into two steps.
First of all, each individual user ranks the products in
order of her individual preferences. Thus, the product p;
for individual u; will obtain a rank value that is denoted
as rankPi . The rank values are computed as follows: (1)
Sort out the products according to the satisfaction of
the user u;; (2) Assign to the first product one point,
second product receives two points, third product three
points and so on. In case there is two or more products
with the same satisfaction, the points are averaged and
distributed among the products. Second step is devoted
to sum rank values obtained for the members of the
group, see Equation 16.

k
borda_count(p;, IM) = Z ranky’) (16)
j=1

The borda count determines the winner product
(i.e., the consensus product) by giving each candidate
product a certain number of points corresponding to
the position it is ranked considering the satisfaction of
each user. This strategy has been previously analyzed
as a recommendation generation strategy in [2,27].

4 An illustrative example

To help understand the strategies, we present a simple
example to illustrate the consensus-based recommen-
dations suggested by each strategy. We consider the
consensus process for a group of four individuals (i.e.,
U = {Paul, Anne, Mary, John}, then k = 4) and a
product base of ten products, P = {4, B, ..., J}. For

the sake of simplicity, we consider that all users con-
tains a individual user model with ten preferences (i.e.,
R =104+104+10+10 = 40) and that the satisfaction, 4,
of these preferences is shown in Table 1. For example,
Table 1 shows that Paul and Mary’s ten preferences are
satisfied with product A, while the same product only
satisfies four of Anne’s preferences with seven of John’s
preferences being satisfied. We have also included the
sum of preferences satisfied by each product. Looking
at product A and F, both satisfy 31 of the group pref-
erences. However, each one of them shows a different
satisfaction of the users’ preferences.

Table 1 Example of the satisfaction for a group of four in-
dividuals

A B C D E F G H I J
Paul 10 4 3 6 10 9 6 8 10 8
Anne 4 9 8 9 7 9 6 9 3 8
Mary 10 5 2 7 9 7 ) 6 7 6
John 7 6 9 8 6 6 10 9 9 9

sum 31 24 22 30 32 31 2v 32 29 31

The Isy, gsg and borda_count strategies are com-
puted in two phases. First one is devoted to compute a
partial result and the second one uses this partial result
to obtain a final value. Table 2 shows the results in the
first phase for ls, gs and the rank computation of the
borda_count, respectively.

According to the example described in Table 1, we
compute each one of the consensus-based strategies to
select a set of products for consensus recommendation®.
In this example, the set will contain six products. Ta-
ble 3 shows the results of applying all the consensus
strategies. A row indicates for a particular consensus
strategy, which is the value obtained when applying
the strategy to every one of the products considering
all the individual user models. For example, the mean
row indicates for product (p; = A) (i.e., see column A)
that mean(A, IM) = 10441047 — 7. 75

Last column in Table 3 deplcts the consensus set of
products recommended by each strategy. One or more
products in parenthesis means that there is a draw
between them. Table 3 shows that nearly all strate-
gies select the set of six products in a different order.
It is interesting to note that most of strategies agree
that H is the best product. However, the second op-
tion is not so clear. For example, purity, completeness,
most_pleasure and multiplicative choose product E
and, least misery selects product J.

4 As previously mentioned, depending on the recommender,
the set of recommendations may be one or more products.
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Table 2 Results for each individual member for the s, gs and the ranks for the borda_count, respectively.

A B C D E F G H I J

Paul 10 0,67 043 1,5 10 9 1,5 4 10 4

Is Anne 0,67 9 4 9 2,33 9 1,5 9 0,43 4
Mary 10 1 0,25 2,33 9 2,33 1 1,5 233 15

John 233 1,5 9 4 1,5 1,5 10 9 9 9
Paul 3,67 049 042 0,53 3,24 1,67 0,72 0,88 4,61 1,00
Anne 0,24 346 250 188 0,59 1,67 0,72 1,47 0,21 1,00
gs Mary 3,67 0,69 0,28 0,75 1,47 0,67 0,52 041 0,84 047
John 0,67 097 4,17 1,13 0,41 0,47 5,69 1,47 2,10 1,67

Paul 9,0 2,0 1,0 4,0 9,0 7,0 3,0 5,5 9,0 5,5

ranks Anne 2,0 8,5 5,5 8,5 4,0 8,5 3,0 8,5 1,0 5,5
Mary 10,0 2,5 1,0 7,5 9,0 7,5 2,5 4,5 6,0 4,5

John 4,0 2,0 7,5 5,0 2,0 2,0 10,0 75 7,5 7,5

Table 3 Consensus-based strategies.

A B C D E F G H I J Consensus
mean 7,750 6 5,5 7,5 8 7,75 6,75 8 7,25 7,75 H,E J,F,A)D
purity 0,759 0,588 0,531 0,743 0,790 0,767 0,663 0,792 0,708 0,768 H,E J,F, A D
completeness 0,867 0,766 0,710 0,864 0,890 0,877 0,814 0,892 0,833 0,878 H,E J,F, A, D
lsg 0,575 0,304 0,342 0,421 0,571 0,546 0,350 0,588 0,544 0,463 H,AE, F, 1,J
gsg 2,060 1,404 1,840 1,069 1,426 1,117 1914 1,059 1,940 1,033 J,H,D, F, B, E
least_misery 4 4 2 6 6 6 5 6 3 6 (H, J,E, F, D), G
most_pleasure 10 9 9 9 10 9 10 9 10 9 (A,E, I, G), (H, F)
multiplicative 2800 1080 432 3024 3780 3402 1800 3888 1890 3456 H,E, J,F, D, A
borda_count 25 15 15 25 24 25 18,5 26 23,5 23 H, (F,D, A),E, I

Additionally, Table 3 also shows that purity and
completeness select identical set of products. Coinci-
dences among strategies may happen because this ex-
ample contains a reduced set of ten products, the size
of the group is small and the users are quite similar
in their preferences. The next section is devoted to the
in-depth analysis of the strategies for different types of
user groups, ranging from very similar groups to more
diverse groups with competing preferences. Moreover,
it also analyzes the strategies when varying the group
size.

5 Evaluation

Ideally we would like to evaluate our consensus negoti-
ation strategies through a large-scale live-user study,
however, we wish to compare an array of strategies
across a range of group sizes made up of members with
various preference similarities. For this reason a live-
user study was unfeasible. Artificially modelling user
preference information and behaviour is difficult and
sometimes unreliable. In this evaluation we have en-
deavoured to utilise real user data in an artificial set-
ting by combining live-user preference information and
simulating the consensus negotiation of the groups.

In order to generate groups and test our consen-
sus negotiation strategies we need user profiles made
up of preference information. In this instance, we opt
for a critiquing-based recommender style user profile of
critique preferences [31], see Section 5.1. Critiques are
directional preferences applied to a particular feature
of a product, e.g. Price < $100 or Rating > 4 Stars.
In this evaluation, we will use the critiquing profiles as
input to the consensus negotiation strategies.

5.1 Description of the recommender

In this work, although we will describe an artificial sim-
ulation evaluation, our profiles are generated using real
user data in a fashion which reflects a live user group
recommender system called CATS. The Collaborative
Advisory Travel System (CATS) [31], is a prototype
recommender system that supports consensus decision-
making for a group of users intending to book a ski-
holiday together. Very briefly, in CATS, holiday can-
didates are represented as product cases, each describ-
ing various features about the resort and ski-runs avail-
able. Sample product features include: package price,
number of ski runs/difficulty, location, accommodation
type/rating and experience level of the skier. CATS uses
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a common interface to share preferences among group
members (see Figure 1). Importantly, a number of novel
and interesting mechanisms have been put in place to
maximize the amount of preference information cap-
tured from, as well as communicated to, group mem-
bers (see [30-32]). This is so that the recommender can
uncover useful information about the combined prefer-
ences of the group and make more appropriate recom-
mendations. Group recommendation cycles start with
individual group members expressing their preferences
over holiday products, CATS generates individual and
group recommendations by aggregating the evolving
preference profiles. The recommendations are presented
to the group members to allow for feedback. In this
group recommender users provide feedback on holiday
products using critique-based feedback [6]. The CATS
system was developed to be device unspecific and pro-
totypes were developed for multiple PCs connected over
a network [31] and a table-top collaborative display [32]
(see Figure 1).

5.2 Data and Users

For our evaluation we use a product-base of 151 Euro-
pean ski packages as our product cases. Each product is
made up of 42 different features related to the ski resort
(25 features such as country, transfer time, lift system,
etc.) and the type of accommodation (17 features such
as rating, price, ski room facilities, etc.). As our trialists
we enlisted the help of 34 postgraduate students with a
range of skiing experience. Of the participants, 7 users
had skied regularly before and so were very aware of
their skiing preferences, while the other 27 users were
novices or first-timers with a more limited idea of their
preferences (see also [31]).

5.3 Methodology

The style of this evaluation is different from others in
that our test users do not participate in a live evalua-
tion of different versions of a recommendation system
as members of a set number of well-defined groups. Our
goal is to evaluate group consensus negotiation recom-
mendation across a large number of different groups
with very different characteristics. Ordinarily this would
mean enlisting the help of large numbers of users, which
was judged to be prohibitively expensive. Therefore, in-
stead we chose to spend significant effort eliciting the
ski preferences of our test subjects and used these pref-
erences as the basis for an off-line evaluation by combin-
ing the users into large numbers of different test groups.
These test groups (and their members’ preferences) are

used to evaluate the recommendations made by the dif-
ferent group consensus negotiation strategies.

5.4 Critique-Based Profiling

In our group recommender scenario users provide feed-
back on holiday products (also known as cases in con-
versational case-based recommenders) using critique-
based feedback [5]. When presented with a recommen-
dation the users apply contextual critiques to product
features in line with their preferences. For instance,
they might seek a holiday that is less/more expensive, a
higher /lower standard of accommodation, or one which
provides access to more/less advanced ski runs.

In order to produce these critique profiles user pref-
erences were recorded as each test subject browsed a
collection of sample ski products [31]. No recommen-
dation techniques were used during this phase as the
objective was simply to allow the user to review the
available holiday options and select a single preferred
product (their Final Product) in their own time. Trial
subjects were also asked to complete a Web form in-
dicating which of the Final Product features they felt
positively or negatively about in order to get a clearer
picture of their preferences with respect to this product.
Users were also asked to design their own “Perfect Prod-
uct” by completing a Web form to fill out their ideal set
of ski holiday features. Users were instructed to make
reasonable choices during this stage; it is unreasonable
to expect a week in a 5-star hotel for $100, for exam-
ple. Of course there are no guarantees that the resulting
“product” will exist in the product space — in fact it
is highly unlikely — but it provides us with a clear
picture of each user’s true preferences, broadly uncon-
strained by the reality of what is available. At the end
of this phase, the 34 trial subjects had chosen a total of
26 unique Final Products after reviewing an average of
26 products each (i.e., the typical user chose their pre-
ferred product after viewing approximately 17% of the
available products). On average each user annotated 11
features of their Final Product as positive and 3 fea-
tures as negative and when they produced their Perfect
Product they selected an average of 14 features.

Each of the preference profiles for the 34 trial sub-
jects was then converted into a critique-based profile
that could be used by our recommender system. To do
this we inferred a set of critiques by comparing each
user’s Final Product features (positive and negative) to
their corresponding Perfect Product features. For exam-
ple, if a user indicated a positive preference for (price
= $1000) and their corresponding Perfect Case feature
for (price = $800) the inferred critique would be (price
< $1000). Also for a negative preference, for example
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Fig. 1 Illustrating the CATS interaction with a table-top display.

(Ensuite = No), an (Ensuite = Yes) critique would be
generated. The result was a profile for each user made
up of a set of feature-value critiques. On average, each
profile contained just over 7 nominal critiques and 3-4
ordinal critiques; specifically, 6.029 Fqual to Nominal
critiques, 1.098 Not Equal to Nominal critiques, 1.059
Less than Ordinal critiques, 2.471 Greater than Ordinal
critiques and 2.441 Fqual to Ordinal critiques.

5.5 Group Generation

From our set of 34 profiles we can generate combina-
torially many groups made up of users with varying
degrees of similarity. Firstly we generated groups of
various sizes, and in this case our groups are made
up of 3, 4, 6 and 8 individual members. We wish to
see if the consensus negotiation strategies performance
change with varying group size. We generated several
thousand groups from our profiles and calculated the
group members average similarity. To compute inter-
user similarity we compared users critique satisfaction
with their Perfect Products. We then split these groups
to form 3 sets of 100 groups. Each set of groups was
made up of members with certain similarity charac-
teristics. For example, the Similar group-set contained
groups of users with a high average pairwise similarity
in the range of 0.53 to 0.82. The Mized group-set con-
tained groups of users with a mid-range pairwise simi-
larities in the region of 0.4. Finally, the Diverse group-
set contains groups of users with average pairwise sim-
ilarities from 0.04 to 0.28. Intuitively we would expect
that more diverse groups will represent more challeng-
ing consensus targets as their individual members tend
to have conflicting preferences.

In order to compare our consensus negotiation strate-
gies we need a baseline. There has been little or no other
published strategies for consensus negotiations for these

types of group recommender systems, so a challenging
baseline is difficult to locate. In this evaluation we com-
pare our strategies against each other and the Random
baseline — a product returned at random from the prod-
uct space.

5.6 Consensus Negotiation

For each test group we generate consensus negotiation
recommendations across all the strategies described in
Section 3 and our baseline. Each simulation recommends
a final list of recommendations to the group. We will
evaluate consensus negotiation through the recommen-
dation of a single top recommendation and a final rec-
ommendation list of 5 products. Typical recommender
systems differ in how they display final recommenda-
tion lists with some systems preferring a single final
product and others offering some choice by narrowing
the options to a number of possibilities.

Figure 2 shows the results for the top 1 consensus
negotiation recommendation for each strategy across
all of the group sizes broken down by group preference
similarity. The bars represent the average similarity of
the recommendation product to the Perfect Products of
the group members. The graphs show similar trends for
each of the group sizes allowing us to conclude that con-
sensus negotiation is stable across different group sizes.
As expected the Similar groups were easier to satisfy
than the Mixed or Diverse groups. The graph shows
that the Completeness, Multiplicative, Borda and Mean
strategies perform best across all group sizes. LSg, Pu-
rity and Least Misery all perform admirably. Overall
the best of the strategies produce a single recommen-
dation which is between 60% and 80% similar to each
members Perfect Products. All strategies outperform
the Random baseline.
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Fig. 3 Percentage Benefit for Each Strategy for Top 1 Recommendation.

Figure 3 shows the percentage benefit of each strat-
egy over the Random baseline. Again, as expected, the
Similar groups receive the greatest share of the bene-
fit. Interestingly however, as the group size gets larger
the more Diverse groups receive a greater benefit, with
Multiplicative and Completeness offering the most for
the most diverse 8 member groups.

In Figure 4 we examine the results when the top 5
consensus negotiation recommendations are offered to
the group. The bars in these graphs represent the av-
erage similarity of the top 5 recommendations to the
Perfect Products of the group members. The results
for the top 5 recommendations are broadly similar to
those produced in the single recommendation analy-
sis with Multiplicative, Borda Count and Completeness
performing best, closely followed by Purity, Least Mis-
ery and LSg. Again, the strategies are stable across var-
ious group sizes and various inter-member similarities
and all outperform the Random baseline. Once again,

the result trends are similar when we look at the per-
centage benefit of the strategies over the Random base-
line (Figure 5). So not only are the results stable across
differing inter-member similarity of various size groups
for a single top 1 consensus recommendation, but they
are also stable and offer similar benefits when a list of
top 5 consensus products are recommended.

5.7 Statistical analysis

We also statistically analyze the benefits of using each
one of the strategies. First of all, we compute the mean
rank (r) of each strategy considering all the experi-
ments (three different types of groups with four group
sizes). The rankings are obtained estimating each par-
ticular ranking rf for each experiment ¢ and each strat-
egy j, and computing the mean ranking R for each
strategy as R; = % > r{ , where N is the total number
of experiments. Compared with mean performance val-
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Fig. 5 Percentage Benefit for Each Strategy for Top 5 Recommendation.

ues, the mean rank reduces the susceptibility to outliers
which, for instance, allows a classifier’s excellent perfor-
mance in one experiment to compensate for its overall
bad performance [10]. Secondly, we apply the Friedman
and Nemenyi tests to analyze whether the difference be-
tween algorithms is statistically significant [13,14].

The Friedman test, recommended by Demsar [10],
is effective for comparing multiple strategies or algo-
rithms across multiple data sets (in our case, across
multiple experiments). It compares the mean ranks of
strategies to decide whether to reject the null hypoth-
esis, which states that all the methods are equivalent
and therefore their ranks should be equal. The Fried-
man statistic value is computed as follows:

12N k(k+1)2
2 _ _12lV 2 mv+ )7
X2 = T §j R3 i (17)

where k is the number of strategies to compare.

Since this value is undesirably conservative, Iman

and Davenport [18] proposed a corrected statistic:
(N - 1)X3
N(k—-1)- X%

When we apply the Friedman test in our experi-
ments with ten strategies and twelve different experi-
ments, Fp is distributed according to the F' distribution
with (10 — 1) = 9and (10 — 1) - (12 — 1) = 99
degrees of freedom. The critical value of F(9,99) = 2,59
at the 0,01 critical level. For our experiments on the
Ski dataset we obtained the values of Xz = 97,65 and
Fr = 103,78 and, Xrp = 95,57 and Fr = 84,60 for
the Top 1 and Top 5 experiments, respectively. As the
values are higher than 2,59 we can reject the null hy-
pothesis in both cases.

Once we have checked for the non-randomness of the
results, we can perform a post hoc test to check if one of
the techniques can be singled out. For this purpose, we
use the Nemenyi test —two techniques are significantly

Fp = (18)
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Fig. 6 Application of the Nemenyi test to the consensus
strategies when they return the top product (top 1).

different if the corresponding average ranks differ by at
least the critical difference value:

E(k+1)
6N
where ¢, is based on the Studentized range statistic
divided by v/2 and k is the number of algorithms to
compare. In our case, when comparing ten strategies
with a critical value a = 0.05, qg.05 = 3.164 for a two-
tailed Nemenyi test. Substituting, we obtain a critical
difference value CD = 3.91. Thus, for any two pairs of
algorithms whose rank difference is higher than 3.91,
we can infer —with a confidence of 95%— that there

exists a significant difference between them.

For the top 1 product recommendation, the results
of the Nemenyi test are illustrated in Figure 6. In the
figure, diamonds represent the mean ranks of each strat-
egy. Vertical lines across diamonds indicate the ‘critical
difference’. The performance of two strategies is signif-
icantly different if their corresponding mean ranks dif-
fer by at least the critical difference. For instance, Fig-
ure 6 reveals that Completeness is significantly better
than Purity. However, we cannot say the same with re-
gard to Mean or LS, though. Note that the best mean
rank corresponds to Multiplicative strategy, closely fol-
lowed by Completeness and Borda. Random strategy
obtains the worst mean rank, as expected. Multiplica-
tive, Completeness and Borda performance are signifi-
cantly better than Purity, GSg, Most Pleasure and Ran-
dom strategies.

A similar behavior occurs with the top 5 analysis of
Figure 7. However, in this case, the best mean rank cor-
responds to the Completeness strategy, closely followed
by the Multiplicative and Borda.

In summary, our statistical significance analysis has
shown that Multiplicative, Completeness and the Borda
strategies work particularly well across different group
sizes and different types of users, as the three strategies
present the lowest mean rank. Moreover, the results also

CD = qq (19)
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Fig. 7 Application of the Nemenyi test to the consensus
strategies when they return the top 5 product (top 5).

show that these strategies are significantly better than
Purity, GS4, Most Pleasure and random strategies. On
the other hand, it is interesting to note that Average,
LS, and Least misery present a greater mean rank than
Completeness, Multiplicative and Borda although they
are not significant differences among them. We can con-
clude that these strategies are well suited for consensus
as they are stable across different combinations of users.

6 Conclusions

In this paper, we have introduced the little consid-
ered problem of consensus negotiation in group recom-
mender systems. These systems differ from normal per-
sonalization recommenders as they aim to recommend
personalized products to a group of users. These groups
can be of various sizes and can be composed of members
who may have conflicting product preferences. All of
these possible variances make for an interesting research
challenge. Here we have introduced nine consensus ne-
gotiation strategies to help the personalization process
at the end of a session in a group scenario. The consen-
sus negotiation strategies introduced are based on sta-
tistical, content and collaborative ideas. We carried out
a large artificial simulation using real user preference
information based on a ski holiday group recommender
system employing critique-based feedback. The results
are positive, with some significance, and the strategy
behaviors are consistent across various group size and
inter-member similarity. To date the issue of consensus
negotiation has remained an acknowledged but unre-
solved challenge in this area of personalization. This
work represents the first step in tackling this area of
research.

As a matter of future work we would like to try
and perform a deeper analysis of the behaviors of group
consensus negotiation strategies. Although a full scale
live-user study may still be premature, we wish to con-
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tinue to develop our off line simulator and our ability
to capture real user preference profiles for the purposes
of introducing and testing new group recommendation
ideas.
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