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Memòria presentada per Busra Topal per optar al t́ıtol de doctor per la

Universitat de Barcelona

Director i Tutor Doctoranda

Xavier Salvatella Busra Topal

Busra Topal

2019



iv



To my family

v



vi



PUBLISHED AND SUBMITTED CONTENT

1. Busra Topal, Albert Escobedo, Micha B. A. Kunze, Juan Aranda, Giulio

Chiesa, Daniele Mungianu, Ganeko Bernardo-Seisdedos, Bahareh Eftekharzadeh,

Margarida Gairi, Roberta Pierattelli, Isabella C. Felli, Tammo Diercks, Os-

car Millet, Jesus Garcia, Modesto Orozco, Ramon Crehuet, Kresten Lindorff-

Larsen & Xavier Salvatella. Side chain to main chain hydrogen bonds sta-

bilize a polyglutamine helix in a transcription factor. Nature Communica-

tions volume 10, Article number: 2034 (2019). Paper can be accessed from:

https://www.nature.com/articles/s41467-019-09923-2.

• The material in this paper is used entirely in Chapter 3 and Chapter 4

of this thesis.

vii

https://www.nature.com/articles/s41467-019-09923-2


viii



Contents

List of Figures 7

List of Tables 9

List of Acronyms 12

1 Introduction 13

1.1 Biological Background . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.1.1 Disordered proteins . . . . . . . . . . . . . . . . . . . . . . 13

1.1.2 Polyglutamine proteins and polyglutamine diseases . . . . . 17

1.1.3 Androgen receptor . . . . . . . . . . . . . . . . . . . . . . . 19

1.2 Theoretical Background . . . . . . . . . . . . . . . . . . . . . . . . 20

1.2.1 Molecular dynamic simulations . . . . . . . . . . . . . . . . 20

1.2.2 Force fields . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

1.2.3 Water models . . . . . . . . . . . . . . . . . . . . . . . . . . 24

1.2.4 Periodic boundary conditions . . . . . . . . . . . . . . . . . 25

1.2.5 Temperature and pressure control . . . . . . . . . . . . . . 26

1.2.6 Current classical force fields . . . . . . . . . . . . . . . . . . 26

1.2.7 Molecular dynamics algorithms . . . . . . . . . . . . . . . . 27

1.2.8 Integration algorithms . . . . . . . . . . . . . . . . . . . . . 28

1.2.9 Hydrogen bonds . . . . . . . . . . . . . . . . . . . . . . . . 30

1.2.10 Structure of the α-helix . . . . . . . . . . . . . . . . . . . . 34

1.2.11 Helix-coil theory . . . . . . . . . . . . . . . . . . . . . . . . 37

1.2.12 Agadir . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2 Objectives 41

3 Side chain to main chain hydrogen bonds in polyQ helices 43

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.2 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . 43

1



CONTENTS

3.2.1 Choice of the fragment . . . . . . . . . . . . . . . . . . . . . 43

3.2.2 Length of the polyQ tract and helicity . . . . . . . . . . . . 46

3.2.3 The conformation of Gln side chains . . . . . . . . . . . . . 47

3.3 MD Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.3.1 Disagreement between simulations and experiments . . . . 49

3.3.2 Reweighting . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.3.3 Choosing the parameters . . . . . . . . . . . . . . . . . . . 53

3.3.4 Generating conformational ensemble that agrees with exper-

iments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.3.5 sidechaini → mainchaini−4 hydrogen bonds . . . . . . . . 58

4 QM/MM Simulations 63

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.2 The hydrogen bonds between Gln side chain NH2 groups and main

chain COs are bifurcate . . . . . . . . . . . . . . . . . . . . . . . . 64

4.2.1 Selecting QM region and the starting structure . . . . . . . 64

4.2.2 Analysis of the bifurcated hydrogen bond . . . . . . . . . . 65

4.2.3 Strength of the bifurcated hydrogen bond . . . . . . . . . . 66

5 Replica Averaged Restrained Simulations 69

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.1.1 Using chemical shifts as structural restraints in MD simulations 71

5.1.2 Replica averaged molecular dynamics simulations . . . . . . 72

5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

5.2.1 Secondary structure calculations . . . . . . . . . . . . . . . 73

5.2.2 sidechaini → mainchaini−4 hydrogen bonds . . . . . . . . 76

6 Accounting for Side Chain to Main Chain Hydrogen Bonds in

PolyQ Helicity Predictions 79

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

6.2 Introduction of a Gln side chain to main chain hydrogen bond in

Agadir . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

6.2.1 Agadir underestimate AR polyQ helicity . . . . . . . . . . . 80

6.2.2 Predicting Helicity of polyQ peptides correctly . . . . . . . 81

6.3 Cooperativity in side chain to main chain hydrogen bonding . . . . 82

6.3.1 Structural basis for the cooperativity between side chain to

main chain hydrogen bonds . . . . . . . . . . . . . . . . . . 85

2



CONTENTS

7 Bioinformatics analysis of polyQ proteins 87

7.1 Is it only AR? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

7.2 Definition of polyQ . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

7.3 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

7.4 Amino acid composition . . . . . . . . . . . . . . . . . . . . . . . . 90

7.5 Structural analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

8 Methods 93

8.1 Molecular dynamics simulations . . . . . . . . . . . . . . . . . . . . 93

8.2 QM/MM calculations . . . . . . . . . . . . . . . . . . . . . . . . . 93

8.3 Circular dichroism (CD) . . . . . . . . . . . . . . . . . . . . . . . . 94

8.4 Chemical shift back calculations and Reweighting . . . . . . . . . . 95

9 Discussion 97

9.1 sci → mci−4 hydrogen bonds . . . . . . . . . . . . . . . . . . . . . 97

9.2 Simulations and reweighting . . . . . . . . . . . . . . . . . . . . . . 100

9.3 Agadir . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

10 Conclusions 105

11 Appendix 107

11.1 AR Sequence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

11.2 Backbone chemical shifts of L4Q4 . . . . . . . . . . . . . . . . . . . 109

11.3 Backbone chemical shifts of L4Q8 . . . . . . . . . . . . . . . . . . . 110

11.4 Backbone chemical shifts of L4Q12 . . . . . . . . . . . . . . . . . . 111

11.5 Backbone chemical shifts of L4Q16 . . . . . . . . . . . . . . . . . . 112

11.6 Backbone chemical shifts of L4Q20 . . . . . . . . . . . . . . . . . . 113

11.7 MD parameters for the minimization and equilibration . . . . . . . 114

11.8 MD parameters for the production run . . . . . . . . . . . . . . . . 117

11.9 Replica Averaged MD parameters for the equilibration run . . . . 119

11.10Replica Averaged MD parameters for the production run . . . . . 128

References 137

3



CONTENTS

4



List of Figures

1.1 IDPs challenge the protein structure paradigm . . . . . . . . . . . 14

1.2 The Lock and Key Model assumes substrates fit perfectly to the

active site on enzymes as a keys fit into their lock . . . . . . . . . . 14

1.3 Sequence characteristics of disordered proteins . . . . . . . . . . . 15

1.4 Continuum of protein structure . . . . . . . . . . . . . . . . . . . . 17

1.5 Structural organization of nuclear receptors . . . . . . . . . . . . . 19

1.6 Domain structure of AR . . . . . . . . . . . . . . . . . . . . . . . . 20

1.7 Spatiotemporal resolution of various biophysical techniques . . . . 21

1.8 Schematic representations of the terms in a classical force field . . 22

1.9 Diagram of periodic boundary conditions that show diffusion of the

particles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

1.10 Flow chart of basic MD algorithm. . . . . . . . . . . . . . . . . . . 29

1.11 Schematic representation of hydrogen bond interaction between four

molecules of water . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

1.12 Directionality of the hydrogen bond . . . . . . . . . . . . . . . . . 31

1.13 Different hydrogend bond configurations . . . . . . . . . . . . . . . 32

1.14 Right-handed helical structure with the parameters of the Pauling-

Corey α-helix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

1.15 Four different levels of protein structure represented by using PCNA

as an example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

1.16 The geometry of a right-handed α-helix structure . . . . . . . . . . 34

1.17 Dihedral angles (φ, ψ, and ω) of amino acids . . . . . . . . . . . . 35

1.18 Ramachandran plot, phi and psi angle distributions from 100,000

residues from high-resolution structures . . . . . . . . . . . . . . . 36

1.19 Model for Zimm–Bragg and Lifson–Roig and weights for the α-helix 38

3.1 Sequences of the uQ25, uL4Q25, and L4Qn peptides used in this

project . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

5



LIST OF FIGURES

3.2 Prediction and experimental helicity for peptides uQ25, uL4Q25

and L4Q25 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.3 The stability of the androgen receptor (AR) polyQ helix increases

upon tract expansion . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.4 The conformations of the Gln side chains are well defined . . . . . 47

3.5 Residue specific helicity profiles for peptides L4Q4 to L4Q20 . . . . 48

3.6 Time series of the secondary structure of peptides L4Q4 to L4Q20

as obtained by using the algorithm DSSP . . . . . . . . . . . . . . 50

3.7 Effective fraction of frames after reweighting vs χ2 for different val-

ues of θ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.8 Experimental and back-calculated chemical shifts . . . . . . . . . . 55

3.9 Comparison of the difference between the experimental and back-

calculated chemical shifts . . . . . . . . . . . . . . . . . . . . . . . 56

3.10 Residue specific helicity obtained for peptides before and after reweight-

ing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.11 Representative structures for peptides L4Q4 to L4Q20 . . . . . . . 57

3.12 The helices formed by polyQ peptides feature sci → mci−4 hydrogen

bonds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.13 Dihedral angle distribution for Gln side-chains . . . . . . . . . . . 58

3.14 2D histogram of backbone torsion angles φ and ψ for segments of

five residues where the first and last residue are involved in a sci →
mci−4 hydrogen bond . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.15 Frame of the trajectory obtained for peptide L4Q16 . . . . . . . . . 61

4.1 Starting configuration used in the QM/MM simulation . . . . . . . 64

4.2 The sci → mci−4 hydrogen bonds bifurcate with mci → mci−4

hydrogen bonds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.3 Distribution of the distance between the main chain NH of Q1 and

the main chain CO of L1 . . . . . . . . . . . . . . . . . . . . . . . . 66

4.4 Distribution, plotted as a normalized histogram, of the electron den-

sity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.1 Chemical shift penalty function . . . . . . . . . . . . . . . . . . . . 70

5.2 Residue specific helicity profiles for peptides L4Q4 to L4Q16 . . . . 74

5.3 Block averaging of helicity profiles for peptides L4Q4 to L4Q16 . . 75

5.4 Populations of sci → mci−4 hydrogen bonds hydrogen bonds . . . . 76

5.5 Dihedral angle distribution for Gln side chains . . . . . . . . . . . 77

6



LIST OF FIGURES

6.1 Helicity predictions from current version of Agadir vs. experimental

helicity profile of the L4Qn peptides . . . . . . . . . . . . . . . . . 81

6.2 Optimization of ∆ELi+4,i . . . . . . . . . . . . . . . . . . . . . . . . 82

6.3 Fractional helicity vs length . . . . . . . . . . . . . . . . . . . . . . 83

6.4 Helical projections of four peptides with the same amino acid com-

position and potential . . . . . . . . . . . . . . . . . . . . . . . . . 84

6.5 CD spectra of the cooperativity peptides . . . . . . . . . . . . . . . 85

6.6 rame of MD simulation of peptide L4Q16 . . . . . . . . . . . . . . . 86

7.1 Model of the polyQ definition . . . . . . . . . . . . . . . . . . . . . 88

7.2 Scheme of the relative positions of the studied residues from the

N-terminal of the polyQ tract . . . . . . . . . . . . . . . . . . . . . 88

7.3 Sequence logo representation for polyQ and random datasets . . . 89

7.4 Enrichment of Leu residues when compared to random dataset ob-

tained from human proteome . . . . . . . . . . . . . . . . . . . . . 90

7.5 Amino acid composition of the first positions of the random and the

polyQ datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

7.6 Residues p1 to p4 were used for the helicity predictions . . . . . . 91

7.7 Distribution of average helicity of 10,000 subsets from random dataset 92

8.1 Reference CD spectra of protein secondary structures . . . . . . . 94

9.1 Secondary chemical shift analysis on Huntingtin protein using ex-

perimental chemical shifts . . . . . . . . . . . . . . . . . . . . . . . 98

9.2 Secondary structure probabilities derived from structural ensemble

analysis for Ataxin 7 . . . . . . . . . . . . . . . . . . . . . . . . . . 99

9.3 Analysis of L4Q16 simulation carried out at 278K . . . . . . . . . . 101

9.4 Comparison of first and second halves of the MD trajectory of L4Q20103

7



LIST OF FIGURES

8



List of Tables

1.1 List of polyQ diseases with healthy and pathogenic Gln thresholds 18

1.2 A helix propensity scale of amino acids compared to the Ala[134] . 37

9



LIST OF TABLES

10



List of Acronyms

3D three-dimensional

AR androgen receptor

BME Bayesian-Maximum Entropy

CD circular dichroism

DBD DNA binding domain

DRPLA dentatorubropallidoluysian atrophy

ER estrogen receptor

GR glucocorticoid receptor

HD Huntington’s disease

HSQC heteronuclear single quantum correlation

IDP intrinsically disordered protein

IDR intrinsically disordered region

LBD ligand-binding domain

LCR low-complexity region

LR Lifson–Roig

MaxEnt maximum entropy

MD molecular dynamics

MR mineralocorticoid receptor

11



List of Acronyms

NMR nuclear magnetic resonance

NOE nuclear Overhauser effect

NR nuclear receptor

NTD N-terminal domain

PBC periodic boundary conditions

PDB Protein Data Bank

polyQ polyglutamine

PR progesterone receptor

QM quantum mechanics

SASA solvent-accessible solvent area

SBMA spinal bulbar muscular atrophy

SCA spinocerebellar ataxias

TF transcription factor

ZB Zimm–Bragg

12



1
Introduction

1.1 Biological Background

1.1.1 Disordered proteins

Despite the general belief that the biological functions of proteins require unique

three-dimensional (3D) structures, structure-less intrinsically disordered proteins

(IDPs) or regions (IDRs) are functional under physiological conditions, being able

to engage in biological activities (Figure 1.1)[1, 2].

The idea that protein function depends on a 3D structure started with Fis-

cher’s ‘lock and key’ model(Figure 1.2)[4] and continued with studies by Mirsky

and Pauling, and by Wu, which separately showed loss of activity upon protein

denaturation[5, 6]. Since these findings, thousands of structures have been solved

and deposited in the Protein Data Bank (PDB)[7]. All these advances supported

the protein structure paradigm. However, in most deposited structures, there were

some clear indications of disorder, like missing electron density, which were mostly

overlooked. Over the years, various proteins that lack a stable structure have been

linked to specific functions[8, 9] and the traditional protein structure paradigm

has been challenged by the discovery of IDPs.
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Chapter 1. Introduction

Figure 1.1: IDPs challenge the protein structure paradigm[3].

Figure 1.2: The Lock and Key Model assumes substrates fit perfectly to the active site on

enzymes as a keys fit into their lock[10].

Sequence characteristics

In addition to experimental studies, computational studies have been performed on

IDPs to discover signs of disorder in sequence. As the amino acid sequence of each

protein contains the information needed to fold into a specific 3D structure, IDPs

present a series of sequence determinants that are key for their lack of tertiary
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Chapter 1. Introduction

organization. These studies showed that the amino acid composition IDPs differs

significantly from that of ordered proteins[2, 11, 12].

Figure 1.3: a. Amino acid composition profile comparison of DisProt[13] with SwissProt

[14]. Plot shows enriched amino acids in disordered proteins in red and depleated ones in

green. b. Mean hydrophobicity and charge phase space for proteins. The line represents

the border between ordered and disordered proteins. IDPs tend to have high net charge

and low mean hydrophobicity.

Compared to the structured proteins, IDPs are depleted in amino acids com-

monly found in the structural core of globular proteins (I, L, V, W, F, Y), while

they are enriched in residues that are characteristic of exposed and flexible regions

(E, K, R, S, G, Q, P)[15] (Figure 1.3a). A high net charge and low mean hy-

drophobicity are two of the main characteristics of IDPs[16](Figure 1.3b). While

the former contributes charge-charge repulsion and therefore minimizes aggrega-

tion, the latter removes the driving force for protein compaction. IDPs also often

present low-complexity regions (LCRs): sequence tracts with high enrichment in

a particular type of amino acid, i. e. Gly, Pro or Gln[17, 18]. In this regard, the

differences between the sequences of ordered and disordered proteins have allowed

the development of IDP predictors[19–23].

Sequence analysis of complete genomes by using computational tools to detect

disorder showed that the proportion of IDP/IDRs in proteins increases with the

complexity of organisms, with greater representation of IDPs in eukaryotes than

in prokaryotes[24]. In this regard, 33.0% of eukaryotic proteins have IDRs with

at least 30 residues, while these regions are present in only 4.2% and 2.0% for

eubacterial and archaean proteins respectively[25].
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Chapter 1. Introduction

Experimental characterization

Both indirect and direct biophysical techniques can be used to detect structural

disorder. The former includes X-ray crystallography, and the latter solution state

nuclear magnetic resonance (NMR), which is the most powerful technique for the

detection of IDPs[26, 27].

Once resonance assignments have been obtained for a given protein, a residue

specific dynamic and structural characterization of the conformational ensemble

can be obtained by analysis of NMR parameters such chemical shifts, coupling

constants and short-range nuclear Overhauser effects (NOEs)[28]. Chemical shifts

are the main and most powerful observables to obtain residue-specific information.

They are highly sensitive to the environment and to backbone torsion angles -and

therefore to structure- and their differences from ‘random coil’ values can be used

to estimate the population of specific secondary structure in the conformational

ensemble[29–32].

Circular Dichroism (CD) is another experimental tool through which to obtain

structural information for proteins in solution[33]. However, unlike NMR, CD does

not provide residue-specific data and it informs only about the global secondary

structure.

Characteristics and functions of IDPs

In general, IDPs cannot fold spontaneously into a stable well-defined structure due

to an insufficient number of buried hydrophobic residues. However, these proteins

can hold stable transient secondary structure elements, without forming the ter-

tiary structure. These regions with transient secondary structure are required for

the function of the protein[34–36] and can undergo a disorder-to-order transition

upon binding[37–39]. Occasionaly, IDPs carry out their functions and bind other

proteins while remaining unstructured[40](Figure 1.4).

Of the structures deposited in the PDB, only around 32% are fully ordered,

without any missing residues[41, 42]. Also, many of the eukaryotic proteins have

flexible linker regions that separate independently folded globular domains[43].

As a consequence of advances in structure-function studies, it is now clear

that structural disorder provides various functional advantages. In this regard,

IDPs are characterized by specific but weak binding, frequent regulation by post-

translational modification, adaptability in binding, and high functional density

-all crucial properties for specific types of cellular functions, including signaling,

transcription and translation[1, 44–46].

The presence of IDRs in transcriptional regulatory proteins was identified more
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Chapter 1. Introduction

Figure 1.4: Continuum of protein structure: Proteins can have a distinct number of

structural types from fully disordered to folded states.

than 30 years ago[47]. It has been shown that transcriptional activation domains

are mostly disordered or have disordered regions, and that they can undergo a

disorder-to order transition upon binding. One of the common characteristics of

transcriptional regulatory proteins is their specific sequence composition in their

activation domains, which are enriched in glutamine or proline-rich low-complexity

regions[48, 49].

1.1.2 Polyglutamine proteins and polyglutamine diseases

Glutamine (Gln)-rich low-complexity regions, known as polyglutamine (polyQ)

tracts, are the most common amino acid repeats in eukaryotic proteins[50]. These

tracts are polymorphic in length and typically consist of ten to hundreds of Gln

residues[51].

The expansion of polyQ tracts beyond a certain threshold in specific pro-

teins is linked to nine inherited neurodegenerative disorders called polyQ dis-

eases(Table 1.1)[51], namely Huntington’s disease (HD), the six spinocerebellar

ataxias (SCA 1–3, 6, 7, 17), Dentatorubropallidoluysian atrophy (DRPLA) and

spinal bulbar muscular atrophy (SBMA, also known as Kennedy’s disease)[52–60].

A common feature of polyQ diseases is the aggregation of protein with ex-

panded polyQ tract in inclusion bodies. Still, the mechanism of the disease has

not been fully defined yet. One of the most accepted explanations is that the

expanded polyQ tracts decrease protein solubility, cause aggregation, and form
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Table 1.1: List of polyQ diseases with healthy and pathogenic Gln thresholds

Disease Gene Normal repeat number Pathogenic repeat number

SBMA AR 9 - 36 38 - 62

HD HTT 6 - 35 36 - 250

SCA1 ATXN1 6 - 35 49 - 88

SCA2 ATXN2 14 - 32 33 - 77

SCA3 ATXN3 12 - 40 55 - 86

SCA6 CACNA1A 4 - 18 21 - 30

SCA7 ATXN7 7 - 17 38 - 120

SCA17 TBP 25 - 42 47 - 63

DRPLA ATN1 6 - 35 49 - 88

fibrillar species that are toxic to cells [61–63]. On the other hand, it has been also

proposed that expanded polyQ proteins are inherently neurotoxic[64]. One other

alternative explanation is the expanded transcripts themselves are the neurotoxic

species due to their propensity to phase separate[65, 66].

Spinal bulbar muscular atrophy (SBMA)

Of the nine polyQ diseases, SBMA was the first to be linked to polyQ tract ex-

pansion [67, 68]. SBMA is characterized by late-onset with slow progress. It is

not lethal and does not reduce life expectancy. However, it causes dysarthria

(speech disorder), dysphagia (swallowing difficulties), wasting and muscle twitch

of the tongue, weakness of the proximal muscles and absence of tendon reflexes as

a result of the loss of motor neurons[69, 70].

SBMA is a rare and hereditary disease with X-linked heritability due to an

expansion in the androgen receptor (AR) gene located on the X chromosome[71],

and it affects only men (1 in every 50000 males), while females are carriers of the

disease.[69, 72].

To understand the mechanism of the disease, initial research focused on the

polyCAG tract in exon 1 of the AR gene. Studies of clinical cases revealed that

while individuals with 13 to 34 Gln residues are healthy, SBMA patients have 37

to 66 Gln residues in the polyQ region of AR. This observation showed that the

number of repeats is related to the onset of the disease[68, 69, 73].
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1.1.3 Androgen receptor

Nuclear receptors (NRs) are a superfamily of transcription factors (TFs) that

regulate the expression of the target gene by binding to the steroid or thyroid

hormones[74, 75]. AR is one of the NRs activated by binding testosterone and

dihydrotestosterone and it plays an important role in the development of the male

phenotype[76, 77]. AR has 919 residues and shares a similar domain organization

with the other members of the NR family, such as the estrogen receptor (ER),

the glucocorticoid receptor (GR), the mineralocorticoid receptor (MR), and the

progesterone receptor (PR)(Figure 1.5).

Figure 1.5: Structural organization of NRs. NRs share similar domain organization and

contain following domains: NTD, DBD and LBD[78].

Domain organization

NRs have three main domains; an N-terminal domain (NTD), a DNA-binding

domain (DBD), and a ligand-binding domain (LBD). The N-terminal domains of

the NRs are intrinsically disordered and present one or more transactivation units.

Their sequence composition and length differs from one to another, and the AR

has one of the longest N-terminal domains with 559 residues. The DBD, which

contains two zinc fingers, is the most conserved domain across the members of

the NR family. In the AR, the DBD spans the residues 560 to 622. Between the

DBD and the LBD, there is a flexible hinge region from residues 623 to 670, which

connects these two domains. Finally, the LBD is located between residues 671 and

919. This region is where androgens bind, and it also contains the less potent AF2
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Figure 1.6: Domain structure of AR: NTD and hinge region are representative drawings,

DBD is from PDB structure 2AB9, and LBD is from PDB structure 1R4I.

activation function. Among the proteins in NR, the LBD domain has a highly

conserved structure and a relatively less conserved sequence(Figure 1.6).

Due to the presence of a polyQ tract and a polyG stretch in the N-terminal

domain of the AR, the numbering shows discrepancies in the literature. In this

regard, the numbering of residues that defines the domains of the AR in this study

comes from the UniProt entity, with 21 Gln between residues 58 and 78, and 24

Gly residues between residues 449 and 472 (UniProt id: P10275).

1.2 Theoretical Background

1.2.1 Molecular dynamic simulations

The microscopic behavior of macromolecules defines their macroscopic properties.

Molecular dynamics (MD) simulations bridge the gap between the microscopic

and macroscopic scales. By capturing the atomic resolution of a biological system

spanning 12 orders of magnitude (Figure 1.7), MD simulations cover the spa-

tiotemporal domain in which experimental characterization is difficult to achieve.

MD is a computational simulation method that calculates the evolution of the

position of an atom in order to provide information on the dynamic behavior of

the system. Researchers from a variety of fields, including physics, chemistry, and

biology, use MD to study gases, liquids, and solids, and also organic or inorganic

systems of distinct sizes. In biochemistry and biophysics, MD allows researchers to

model and understand protein folding, solvation, drug-receptor interactions, and

conformational changes of the molecules under a range of conditions.

Understanding the dynamic behavior of the atoms at the microscopic level by
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Figure 1.7: Spatiotemporal resolution of various biophysical techniques. Also below, the

timescales of some fundamental motions of atom or molecules are shown taken from: [83].

MD can be achieved using the classical equations of motion to calculate the time

evolution of a many-body system. By using the basic principles of classical me-

chanics, we can provide a formal description of a system in equilibrium. The most

important ingredient dictates the quality of a molecular dynamics simulation is

having the right energy description of the energy in between the atoms. In clas-

sical MD simulations, force fields are used to define interactions between particles

to calculate energy[79]. In the simplest form, MD simulations integrate Newton’s

equation of motion to calculate the positions and velocities of the atoms from the

forces obtained using force fields[80–82].

1.2.2 Force fields

To calculate forces, MD simulation requires the definition of a potential energy

function of a system of atoms. Quantum mechanics (QM) MD or ab initio (quan-

tum Hamiltonian) can be used for this purpose. However, the direct application

of quantum mechanics to protein systems is too computationally expensive and

not possible due to the large molecular size of proteins. A decrease in accu-

racy achieved by reducing a fully quantum description to a classical potential has

made it possible to have trajectories that are sufficiently accurate for many pur-

poses. This reduction requires two main approximations. The first one is the

Born–Oppenheimer approximation, which states that the dynamics of electrons

are so fast that they can be considered to react instantaneously to the motion of

their nuclei. Consequently, the electrons may be treated separately. The second

one treats nuclei, which are much heavier than electrons, as point particles that
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Figure 1.8: Schematic representations of the terms in a classical force field i.e. bond

stretching(Ebond), angle bending(Eangle), dihedral rotation(Edihedral), van der Waals

interactions(EvdW ), and electrostatic interactions(Eelectrostatic).

follow classical Newtonian dynamics. Still, the quantum mechanical effects are

represented implicitly as empirical potentials by functional approximations. Po-

tentials like partial atomic charges, van der Waals parameters, equilibrium bond

length, angles, and dihedrals are obtained by experimental physical properties or

QM simulations by fitting against detailed electronic calculations. As shown in the

Figure 1.8, the basic functional form of the potential energy consists of bonded (in-

teractions of atoms that are linked by covalent bonds) and non-bonded (long-range

electrostatic and van der Waals forces) forces (Eq (1.1)–(1.3)).

Etotal = Ebonded + Enon−bonded (1.1)

Ebonded = Ebond + Eangle + Edihedral (1.2)

Enon−bonded = Eelectrostatic + EvdW (1.3)

Bonded potential terms

The mechanical molecular model treats atoms as spheres and bonds as springs.

The mathematical description of spring deformation can be used to study the

ability of bonds to stretch, bend and twist.

• Bond stretching: To calculate the potential energy of a covalent bond

between two atoms, we use Hooke’s law for a spring.
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Ebond =
∑
bonds

kb(r − r0)2, (1.4)

where kb is force constant that regulates the stiffness of the bond, r is the

length of the bond, and r0 is the equilibrium bond length, which is a value

adopted in a structure with minimum energy. kb and r0 values are defined

for each pair of atoms on the basis of their type (C-H, C-C, etc.).

• Angle bending: The equation that gives the energy of bond angle vibration

between three atoms (two consecutive bonds) is also based on Hooke’s law.

Eangle =
∑
angles

kθ(θ − θ0)2, (1.5)

where kθ is the stiffness parameter that controls the angle, θ is the angle

between the three atoms and θ0 is the equilibrium angle. All the parameters

are unique for each bonded triplet of atoms in function of their type (C-O-H,

C-C-C, etc.) and are obtained experimentally or theoretically.

• Dihedral rotation: If a molecule contains more than four atoms in a row,

the inclusion of a dihedral or torsional term is needed. The energy of the

dihedral rotation is represented by a simple periodic function.

Edihedral =
∑

dihedrals

Vn
2

[1 + cos(nφ− δ)], (1.6)

where Vn defines the potential barrier height, φ is the dihedral angle, δ is

the phase angle and n is the number of minima in the energy function. By

combining two or more terms with a different n, it is also possible to have a

dihedral potential with a different depth and height for each well and barrier

respectively. Also, distinct force fields may have alternative representations

of the dihedral potential.

Non-bonded potential terms

The non-bonded potential terms contain the pairwise sum of all the energies of

all possible interacting non-bonded atoms. Non-bonded interactions are the most

expensive part of the MD calculations and their computational cost increases with

the number of particles.
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• Electrostatic interactions: The most accurate way to obtain molecular

electron density is using high-level quantum mechanical (QM) calculations.

However, this approach cannot be used for large systems like proteins. Nei-

ther is reducing these calculations to manageable procedures for MD simula-

tions a straightforward task. This problem is commonly tackled by assigning

a partial atomic charge to each nucleus and measuring their total energy con-

tributions by means of Coulomb’s law.

Eelectrostatic =
∑
i,j

qiqj
εDrij

, (1.7)

where εD is the dielectric constant of the solution, qi and qj are charges of

particles i and j, and rij is the distance between them.

• Van der Waals interactions: Van der Waals interactions explain attrac-

tion and repulsion between two atoms. Repulsive forces appear due to the

overlap of the electron clouds when atoms are close to each other. Attraction

arises from dispersion forces generated between dipoles as a result of fluctu-

ations in electronic charge distributions. The 12-6 Lennard-Jones potential

is the most common way to model the balance between the repulsion and

attraction of the atoms.

EvdW =
∑
i,j

4εij [(
σij
rij

)12 − (
σij
rij

)6] (1.8)

Here, ε defines the depth of the potential well, σ is the finite distance at which

the inter-particle potential is zero, and r is the distance between the atoms.

While the (
σij
rij

)12 term corresponds to the repulsion designed to rapidly blow

up at close ranges, −(
σij
rij

)6 term corresponds to the attraction.

1.2.3 Water models

Biomolecules function in the environment of water and ions. Water is a polariz-

able molecule that can act as both a donor and an acceptor of a hydrogen bond.

These properties make water crucial not just for life but also for molecular simula-

tions. Interaction with water has an important effect on the thermodynamics and

conformational properties of biomolecules. In simulations, water can be implicitly

represented as a continuous medium or can be defined as individual explicit wa-

ter molecules. Implicit water models are faster to compute because they average
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Figure 1.9: Diagram of periodic boundary conditions that show diffusion of the

particles[85].

out the behavior of highly dynamic solvent molecules to compute potential mean

force. Consequently, key characteristics like hydrogen bond fluctuations and water

dipole reorientation are overlooked in these models. Explicit solvent models are

therefore the approach of choice in MD simulations. Many water models have

been developed to imitate the nature of water molecules. In this regard, TIP3P

and TIP4P, which efficiently balance accuracy and computational cost, are widely

used[84].

1.2.4 Periodic boundary conditions

Typical MD simulations can involve systems containing thousands of atoms. In

particular, the number of atoms in explicit solvent simulations with water molecules

can often reach up to 100,000. Consequently, a very large proportion of the atoms

would be affected by the surface of the simulation box when MD simulations are

performed in a finite size box. Given that water molecules have different behavior

near surfaces than the ones inside the box due to Laplace pressure, simulations

are done with periodic boundary conditions (PBC) in order to efficiently simulate

bulk properties. The use of PBC implies that the simulation box is replicated

infinitely in three dimensions of space, as shown in Figure 1.9. If an atom falls

out of one side of the simulation box, it re-enters the box from the opposite side.

Thus atoms move freely instead of bouncing off the walls.

However, simulation of the system with PBC increases the calculation cost of

the non-bonded interactions. Evaluating Lennard-Jones and Coulomb potentials

is the most expensive part of the MD simulations since they involve all particles in

the system. As PBC create an infinite system, to reduce the number of interactions
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and cost of computation at some finite distance, force fields cut these interactions

to zero.

1.2.5 Temperature and pressure control

In MD simulations, we usually analyze the motion of a fixed number of particles

(N) in a unit cell which has fixed volume (V). In addition to N and V, since there is

no external force in the system, the total energy (E) is also conserved. In statistical

mechanics ensembles in which where N, V, E are conserved -called microcanoni-

cal or NVE ensembles-, these three quantities are controllable parameters of the

system. However, experiments are carried out mostly at a constant temperature

and constant pressure, and the control of these two parameters is crucial for the

compatibility with the experiments.

Many thermostats and barostat algorithms have been improved in order to

be able to run simulations at constant temperature (isothermal) or/and constant

pressure (isobaric). The most common temperature coupling schemes are Langevin

dynamics[86, 87], the Berendsen thermostat[88], the Andersen thermostat[89], the

Nose-Hoover thermostat [90, 91] and velocity rescaling[89]. Like the thermostat

algorithms, MD methods have been modified to perform isobarically by using baro-

stat algorithms. Some of the widely used techniques to control pressure include the

Berendsen barostat, Parrinello-Rahman barostat[92, 93], and Nose-Hoover bath.

1.2.6 Current classical force fields

Since the development of molecular mechanics in the 1960s, many force fields

have been developed for a range of purposes. The first force fields were oriented

mainly towards predicting the structures, enthalpies, and vibrational spectra of

small organic molecules[94]. MM2, one of the first force fields developed, was cre-

ated to simulate hydrocarbons[95]. Later on, modified versions with the capacity

to simulate many other different types of molecules such as alcohols and amides,

etc. (MM3[96], MM4[97]), became available. Since then, force fields have now

reached a maturity and can deal with much more complex systems under a range

of conditions. AMBER (Assisted Model Building and Energy Refinement)[98],

CHARMM (Chemistry at HARvard Macromolecular Mechanics)[99], GROMOS

(GROningen MOlecular Simulation)[100], and OPSL (Optimized Potential for Liq-

uid Simulations)[101] are the force fields most widely used to simulate biomolecules.

These force fields are under continuous improvement and each one has many mod-

ified versions.
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1.2.7 Molecular dynamics algorithms

The basis of the MD simulation is Newton’s second law or the equation of motion,

which states that it is possible to calculate the movement of each atom in the sys-

tem from the force applied to them. By integrating equations of motion, we can

generate a trajectory that shows the changes in the position, velocity and accel-

eration of a particle over time. From this trajectory, we can observe dynamic and

equilibrium properties, and the average thermodynamic properties of the system.

Consider a system with N particles moving under the impact of the internal

forces defined by the force fields. Each particle will have a spatial position (ri)

and velocity (vi) that changes with time. The motion of these particles is directly

related to the applied forces (Fi) through Newton’s second law,

Fi = mir̈, (1.9)

where mi is the mass of the particle. Newton’s second law allows us to calculate

how forces affect the movement of the particles and these forces are derived from

interatomic potential functions.

F = −∇U, (1.10)

where U is the potential energy.

By calculating the energy between each pair of atoms as a function of their

distances, force -and therefore the motion- can be determined by solving Eq. (5.3).

This is the goal of the MD methods which rely on a cycle of calculations iterate

on different steps(Figure 1.10). To start this cycle, knowledge of the initial posi-

tions and velocities of each atom at t=0 is required, and this set up is called the

initial configuration. For the ordered proteins with solved structures, positions of

the atoms are available in databases like PDB[7], and in the case of disordered

proteins, the atom positions can be generated randomly. The initial velocity of

each particle is assigned from a Maxwellian distribution in random directions with

a fixed magnitude centered on the selected temperature. Initial velocities are also

adjusted to ensure that net velocity results in a total momentum of zero.

The first step of the cycle is calculating the potential energy of each atom pair

as a function of their distance from the given model (Eq (1.4)–(1.8)). Since force

is equal to the minus gradient of the energy, using Eq. (5.3) it is straightforward

to calculate the force for each particle. using the mass and force of the particles,

Newton’s second law allows us to obtain the acceleration for each atom. By using
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information about the velocity and acceleration of the atoms, the next step is pre-

dicting how they move after a small increment of time(∆t). This calculation relies

on numerical integration. Time discretization is also one of the most important

steps of the algorithm, and the accuracy of the numerical solution is determined

by the ∆t chosen, also referred to as the time step. This time step is selected on

the basis of the nature of forces applied to the system. To accurately integrate the

fastest motion in the system, which is the bond stretching of a hydrogen atom, the

time step has to be smaller than the fastest motion. An increase in the time step

adds instability to the system. To solve this problem, several constraining methods

are developed. Removing or slowing down the fast motion of the hydrogen atoms

by freezing their bonds to the parent-atom is the most common approach used in

these constraining algorithms. SHAKE[102], LINCS[103] and RATTLE[104], the

most known algorithms, are used in the AMBER, GROMACS and NAMD force

fields, respectively. These algorithms increase the time step to 2 fs by imposing

holonomic constraints, which depend only on the position of the particles involved.

Another useful tool to accelerate MD simulations is a method called hydro-

gen mass repartitioning (HMR)[105]. HMR is based on slowing down the high-

frequency vibrations of the molecules by increasing the mass of the hydrogen and

decreasing the mass of the heavy atom by an equivalent amount, since equilibrium

thermodynamics averages do not depend on the exact mass distribution of the

system. This method allows time steps up to 4 fs and effectively accelerates the

simulation.

1.2.8 Integration algorithms

Since being introduced to solve Newton’s equations of motion for the simulated

systems, the Verlet Integrator[106, 107] continues to be the most used algorithm.

Leap-frog [108] and velocity Verlet [109] are essentially equivalent variants of the

Verlet Integrator, but here we concentrate on the original method. Integrator

algorithms have to conserve the Hamiltonian and be time-reversible and compu-

tationally efficient. The Verlet Integrator is the simplest algorithm that satisfies

these criteria.

The aim is to solve Eq. (1.9) numerically and calculate new positions and

velocities of the particles after time ∆t.

ri(t0)→ ri(t0 + ∆t)→ ri(t0 + 2∆t)→ ...ri(t0 + n∆t) (1.11)

All the integration algorithms are derived from Taylor expansions. The Verlet

Integrator uses two Taylor expansions:
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r(t+ ∆t) = r(t) + v(t)∆t+
1

2

F (r(t))

m
∆t2 (1.12)

r(t−∆t) = r(t)− v(t)∆t+
1

2

F (r(t))

m
∆t2 (1.13)

The Verlet Integrator uses positions at time t and the positions from time t-∆t

to calculate new positions at time t+∆t. To sum up (1.12) and (1.13):

r(t+ ∆t) = 2r(t) + r(t−∆t) +
F (r(t))

m
∆t2 +O(∆t4) (1.14)

cancels the first- and third-order terms from the Taylor expansion and makes

the Verlet Integrator one order more accurate than using just one simple Taylor

expansion.

Figure 1.10: Flow chart of basic MD algorithm.
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1.2.9 Hydrogen bonds

A hydrogen bond is an interaction between a hydrogen atom covalently bound to a

more electronegative atom and another electronegative atom(Figure 1.11) [110]. A

hydrogen bond can occur intermolecularly or intramolecularly and it is a dipole-

dipole interaction[111, 112]. In this interaction, the molecule that donates the

hydrogen atom is called the donor, and the molecule that accepts the hydrogen

with the lone pair is called the acceptor. The strength of the hydrogen bond

varies in function of the environment, geometry and the nature of the donor and

acceptor, and it can be between 1 and 40 kcal/mol[113].

Figure 1.11: Schematic representation of hydrogen bond interaction between four

molecules of water. In a water molecule, there is one oxygen atom and two hydrogen

atoms. Water can donate two hydrogens and oxygen can form two hydrogen bonds due to

its two lone pairs of electrons as an acceptor. Therefore, a water molecule can have four

hydrogen bonds[114].

The hydrogen bond is one of the most important interactions in biomolecular

and chemical processes. For example, the solving capabilities of water derive

from the hydrogen bonds that water forms. Furthermore, these bonds are highly

effective stabilizers, and they therefore play a key role in protein folding and DNA

structure. The secondary and tertiary structure of proteins is partially determined

by hydrogen bonding. Parallel strands of DNA come together with hydrogen

bonds to form the double helix. In addition, the networks of hydrogen bonds show

cooperativity and the effect of this cooperativity is much stronger than pairwise

additivity.
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Geometric criteria for hydrogen bonds

Various studies have proposed geometric criteria to identify a hydrogen bond[115,

116, 110]. For the calculations in this thesis, we used the most strict definition of

a hydrogen bond. Where A is the acceptor, D is the donor and H is hydrogen, the

criteria for a hydrogen bond are (D-H • • • A):

• The distance between H and the acceptor: H-A < 2.4Å

• The angle between the heavy atom of the donor, hydrogen, and acceptor:

D-H-A > 120°

The shorter the distance, the stronger the hydrogen bonds. Hydrogen bonds

are typically stronger than van der Waals interactions and weaker than covalent

bonds.

Figure 1.12: Directionality of the hydrogen bond.The attraction between the partial elec-

tric charges is greatest when the three atoms involved in the bond (in this case O, H, and

O) lie in a straight line[117].

Directionality of the hydrogen bond

The strength of the hydrogen bond depends not only on the distance between

the acceptor and the donor but also on the angle of the atoms in the space. To

maximize electrostatic interaction between them, atoms need to be oriented in

proper alignment. When the unshared electron pair of the acceptor atom is in

line with the covalent bond between the donor atom and H, hydrogen bonds are

strongest(Figure 1.12). Therefore, hydrogen bonds are highly directional.

However, in high-resolution crystal structures, hydrogen bonds are rarely lin-

ear [119, 118]. Even though linear hydrogen bonds are strongest among other

configurations, they are not the most stable ones[111]. There is ample evidence
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Figure 1.13: Different hydrogend bond configurations a. Linear hydrogen bond proposed

by Pauling, b. Three centered bifurcated hydrogen bonds(adapted from[118]).

that hydrogen bonds in protein helices are non-linear. High-resolution structures

of proteins show that hydrogen bond interactions are mostly bifurcated (three-

centered)[118, 120–125] (Figure 1.12).

Figure 1.14: Right-handed helical structure with the parameters of the Pauling-Corey

α-helix with bifurcated hydrogen bonds[126].
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In 1967 a helix model that contains the bifurcated hydrogens bond with the

same helical pitch and residues-per-turn as the Pauling α-helix was proposed (Fig-

ure 1.14)[127]. And recently hydrogen bonds from 53,040 proteins with 2.0Å or

higher resolution were analyzed. It has been shown that bifurcated hydrogen bonds

are the common feature of the helices in high-resolution structures, and and these

helices have the same properties as the model proposed by Nemethy et al.[118].

Figure 1.15: Four different levels of protein structure represented by using PCNA as an

example (PDB id: 1AXC)[128].
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1.2.10 Structure of the α-helix

Proteins can have four different levels of structure (Figure 1.15). These are:

• Primary structure: The amino acid sequence of the protein.

• Secondary structure: Local interactions between amino groups and car-

boxyl groups of the protein lead to certain folding patterns such as α-helices

and beta sheets.

• Tertiary structure: Proteins generally have more than one secondary

structures and they fold into a compact globular structure.

• Quarternary structure: Defines the arrangement of multiple polypeptide

chains or subunits in a protein.

Although IDPs do not fold into stable 3D structures, they may have regions

with a propensity to form secondary structures. In this thesis, we will focus mainly

on α-helices.

Figure 1.16: The geometry of a right-handed α-helix structure[129].

The α-helix structure was first described by Pauling in 1951[130]. The for-

mation of a hydrogen bond between a backbone carboxyl group and the amino

group of the amino acid four residues away give rise to one turn of a right-handed
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Figure 1.17: Dihedral angles (φ, ψ, and ω) of amino acids [131].

α-helix(Figure 1.16). When this behavior is repeated in i→i-4 pattern, it gives the

protein a helical shape. In an α-helix, one turn has 3.6 amino acids and each amino

acid rotates helix 100°and extends it 1.5Å along the helical axis. The distance be-

tween two turns of the helix is 5.4Å (1.5Åx3.6) and this distance is called the pitch.

Due to the geometry of the amino acids, side chains are close to each other and

interaction between them can affect the stability of the helix. However, the helix

stability is conferred mainly by the backbone to backbone hydrogen bonds.

Dihedral angles and Ramachandran plot

In proteins, there are three backbone dihedral angles, namely phi (φ), psi (ψ), and

omega (ω)(Figure 1.17).

• φ defines the rotation of the bond between NH and Cα (C-N-Cα-C+1).

• ψ defines the rotation of the bond between Cα and C (N−1-Cα-C-N).

• ω is a torsion angle within the peptide bond. Since it’s planar, it’s fixed to

180°.

The peptide structure can also be defined by its two backbone dihedral angles,

φ and ψ. Due to the steric clashes, most of the φ and ψ combinations are not

allowed. A Ramachandran plot is an illustrative way to show the distribution and

allowed combinations of dihedral angles in a protein structure. The plot takes its

name from G. N. Ramachandran, who developed it in 1963[132]. The plot shows
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Figure 1.18: Ramachandran plot: generated from phi and psi angle distributions of

100,000 residues obtained from high-resolution structures. Contours show favored and

allowed regions[133].

the range of φ and ψ angles occupied by each secondary structure. As seen from

the Figure 1.18, the x-axis of a Ramachandran plot has φ values and the y-axis

has the ψ values and both α-helix and β-sheet structures cover only limited areas

of the plot.

α-helical propensities of the amino acids

Secondary structure formation depends on the sequence of the peptides. Amino

acids differ in their propensity to be in the helix. Analysis of many helices has re-

vealed that Ala has the highest helical propensity, and Pro and Gly the lowest[134].

The α-helical propensities of each amino acid are summarized in the Table 1.2.
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Table 1.2: A helix propensity scale of amino acids compared to the Ala[134]

Amino acid Helix propensity

∆(∆G)(kcal mol−1)

Ala 0

Glu0 0.16

Leu 0.21

Arg+ 0.21

Met 0.24

Lys+ 0.26

Gln 0.39

Glu− 0.4

Ile 0.41

Asp0 0.43

Trp 0.49

Ser 0.50

Tyr 0.53

Phe 0.54

His0 0.56

Val 0.61

Asn 0.65

Thr 0.66

His+ 0.66

Cys 0.68

Asp− 0.69

Gly 1.00

Pro 3.16

1.2.11 Helix-coil theory

The helix-coil transition theory has been studied extensively since the late 1950s[135–

141]. Pauling’s discovery of the hydrogen-bonded helices[130] was the starting

point of the studies to understand the structure and stability of the proteins and

led to the development of an elegant and complete area of macromolecular science.

The helix-coil theory seeks to analyze the helix–coil equilibrium of the peptides

in solution. Instead of being simply 100% unfolded or 100% helical, they form a

mixture that has fully helix, fully coil or peptides with a different fraction of helices

which also called as helix fraying in solution. Using the helix-coil transition theory,
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Figure 1.19: Model for Zimm–Bragg and Lifson–Roig and weights for the α-helix[142].

it is possible to predict helical segments from the sequence of the protein. The two

major types helix-coil models are Zimm–Bragg (ZB)[136] and Lifson–Roig (LR)

[137] models (Figure 1.19), which have a few important differences but share three

essential parameters:

• The length of the peptide chain (N)

• The helix nucleation parameter (σs,v)

• The helix propagation parameter (s,w).

Zimm-Brag model

The ZB model defines residues as a helix or a coil on the basis of the participation

of their NH group in a hydrogen bond. A peptide group is a unit of the model

and, as seen in the Figure, it takes 1 as a unit value where the NH group forms a

hydrogen bond and 0 where it does not. Each unit also has a statistical weight.

The statistical weight of the unit where the helix starts is σs and the units that

come after that are s. The weight of the non-hydrogen bonded units is defined as 1.

To form the first hydrogen bond to start the helix, three residues at the beginning

of the structure need to be fixed in helical geometry. However, to propagate a helix

with an additional hydrogen bond, only one residue needs to be fixed. This explains

why nucleation of the helix is more entropically costly than its propagation. To

reflect this significant behavior in the model σs is chosen much smaller than s.

Propagating the helix with an additional hydrogen bond multiplies its weight bys,

but the cost of the nucleation enters the calculations only once. The weight of the

helix with an N hydrogen bond can be formulated as σsN−1.

After calculating the statistical weights by dividing it to the partition func-

tion (sum of the statistical weights of each conformation), the population of each

conformation can be calculated.
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Lifson–Roig model

The LR model is a similar but improved version of the ZB model[137, 143]. The

basic difference between these two models comes from how they define a helical

unit. In the LB model, the definition of helicity depends on the φ and ψ angles

of the residues. If the φ and ψ angles of a residue are in the helical region in

the Ramachandran plot, the model assigns helix conformation to that residue.

Otherwise, the residue is labeled as coil conformation. As in the ZB model, each

residue has statistical weight, and in the LR model, this weight depends also on

conformations of neighbor residues. The weight of the coil residues defined as 1,

and they are defined as reference residues. Also, the residues that nucleates (v)

the helix and propagate (w) the helix have different weights in the model. The

calculated statistical weight indicates the stability of the structure. If the weight

is higher than 1 it means that it is more stable than a coil, and an increase in the

weight implies an increase in stability.

1.2.12 Agadir

Agadir is an algorithm related to both ZM and LR for the prediction of the helical

content of peptides from their sequences[144]. Agadir defines the residue centered

on the Ca as a unit of the model. In contrast to ZM and LR that defines the

minimum length of the helix as three, in the Agadir minimum four residues plus

N- and C- caps are required to form a helix[145]. And with this rule, all the

helices with single hydrogen bonds are eliminated. N-cap and C-cap residues are

flanking residues of a helix at the N- and C-terminal with fixed dihedral angles (ψ

for N-cap and φ for C-cap). These residues have different statistical weights than

the random coil and they are important and required for the stability of the helix.

Contrary to ZM and LR that defines the flanking residues as random coils, N- and

C-caps are introduced to Agadir.

From the original version to the latest version of Agadir, many modifica-

tions added to the classical helix-coil theory to be able to describe α-helix for-

mation in heteropolypeptides. The current version of Agadir introduces terms

for side chain-side chain interactions[144, 146–150], interactions between charged

groups, electrostatics[151], pH[152], temperature[152], ionic strength[151], helix

macrodipole[153, 152, 151], capping motifs[151] such as Schellman motif, and Pro-

capping motif.
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Free energy of a helical segment that contains contributions of all these param-

eters is described in:

∆GHel = ∆GInt + ∆GHBond + ∆GSD + ∆GnonH + ∆GDipole + ∆Ges (1.15)

where ∆GInt is the sum of the intrinsic tendency of the residues to adopt helical

dihedral angles, ∆GHBond is sum of the contribution of i, i+4 main chain-main

chain hydrogen bonds, ∆GSD is the sum of the net contributions of side chain-side

chain interactions in the locations i,i+3 and i,i+4 with respect to the random-

coil state, ∆GnonH is the sum of the net contributions of N- and C-cap residues,

∆GDipole represents the interaction of charged groups with the helix macrodipole,

and ∆Ges represents all electrostatic interactions between two charged residues

inside and outside the helical segment.
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Objectives

In this project, we focus on the polyQ tract in the intrinsically disordered N-

terminal domain of AR. PolyQ tracts longer than 37 repeats are linked to the

SBMA which is one of the nine hereditary neurodegenerative diseases linked to

the polyQ extension. Transcriptional activity of this receptor is impaired in the

case of polyQ elongation. Still, why the length of the polyQ tract affects the

function and the aggregation properties is unknown. To understand the structural

basis of the effect of length and overcome the limitations of the force field and

sampling we will combine molecular simulation with NMR and simulated polyQ

peptides of increasing lengths.
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3
Side chain to main chain

hydrogen bonds

in polyQ helices

3.1 Introduction

Recently, our group used high-resolution solution NMR to study a 156-residue

proteolytic fragment of AR containing the polyQ tract the production of which

has been linked to the onset of SBMA. To investigate how the properties of the

polyQ tract depend on its length, two variants containing 4 (AR1−156 4Q) and 25

(AR1−156 25Q) residues were characterized. It was found that the helicity of the

four Leu residues preceding the polyQ as well as its N-terminal residues is well

over 90% and decays progressively towards the C-terminus. In addition, it was

found that the Leu-rich motif preceding the polyQ tract makes it helical[154].

3.2 Experimental Results

3.2.1 Choice of the fragment

In this work we examined polyQ peptides with different tract length to understand

the molecular basis of the effect of length on secondary structure. To simplify the
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Figure 3.1: Sequences of the uQ25, uL4Q25, and L4Qn peptides used in this project.

acquisition and interpretation of our NMR data and to decrease the computational

cost, we decided to work on the shortest and most meaningful AR sequence which

contains the polyQ tract. From the previous work[154] in constructs with different

tract length, we know that the structural effect is local i.e. we only see structural

differences in the eight residues flanking the tract at the N-terminal and the tract

itself. This lead to the identification of a short sequence that preserves its helicity

(Figure 3.1).

We generated three different sets of synthetic peptides by taking into consid-

eration of helical propensities predicted by Agadir [144] and analyzed them by

circular dichroism (CD) (Figure 3.2). To maximize the secondary structure con-

tent experiments were performed at 277K and pH 7.4. These three sets of peptides

are;

• uQ25: uncapped, polyQ tract with 25 Gln residues

• uL4Q25: uncapped, four Leu residues at the N-ter of the polyQ

• L4Qn: composed of the motif Pro-Gly-Ala-Ser, predicted to be a N-capping

sequence according to Agadir (Figure 3.2a), four Leu residues and the polyQ

tract.
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Figure 3.2: a. Prediction of helical and N-cap propensity for peptides uQ25, uL4Q25 and

L4Q25 obtained by using Agadir [144]. The peptides are aligned so that the Gln residues,

that are common to all of them, have the same residue numbers (Q11-Q35). b. CD spectra

of uQ25, uL4Q25 and L4Q25 at 277K and pH 7.4.

Note that, to increase the solubility of peptides at physiological pH, all the pep-

tides are flanked by pair of Lys residues. As can be interpreted from Figure 3.2b,

both uL4Q25 and L4Q25 have higher helical content than uQ25. The total helicity
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of uQ25 was calculated to be 20%, whereas that of uL4Q25 and L4Q25 was 40% and

55% respectively. These results are in agreement with the study performed with

constructs AR1−156 4Q-25Q and confirm that eight residues flanking the polyQ

region at the N-terminus induce the formation of the helix.

Figure 3.3: The stability of the androgen receptor (AR) polyQ helix increases upon tract

expansion: a. CD spectra of peptides L4Q4 to L4Q25 and plot of the helicity determined

by CD as a function of the size of the polyQ tract length, n (inset, color coded). b.

Residue-specific helicity of peptides L4Q4 to L4Q20 obtained from an analysis of the

backbone chemical shifts by using the algorithm δ2D[155] with an indication of the region

of sequence corresponding to the polyQ tract and of its first residue.

3.2.2 Length of the polyQ tract and helicity

To show how helicity correlates with the length of the polyQ tract, we studied

L4Qn polyQ peptides with n = 4, 8, 12, 16, 20. By CD we showed that helicity

increases upon elongation of the polyQ tract. CD provides information about

global helicity, but to determine the residue specific helicity, we used NMR and

calculated secondary structure propensities with the algorithm δ2D by using the

backbone chemical shifts[155]. The results in agreement with CD, showed that

helicity increases on the N-terminal and propagates towards the C-terminal of the

peptide. A striking result of that adding residues to the C-terminal of the peptides

has an important effect on residues up to twenty position away. For example, the

helicity of first Gln in L4Q12 is 66% and adding four more Gln residues to the

C-terminal of the tract increases the helicity of first Gln, which is fifteen residues

away, to 85% in L4Q16. The maximum helicity goes from 20% for the peptide

L4Q4 to 80% for the peptide L4Q20 and the residue with maximum helicity moves

from the first Leu to the first Gln respectively Figure 3.3. Also both NMR and
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CD experiments report that the helicity saturates upon elongation. This means

that the difference of helical propensity between L4Q4 and L4Q8 is much larger

than between L4Q16 and L4Q20.

Figure 3.4: The conformations of the Gln side chains are well defined. a. Expanded regions

of the 1H, 15N heteronuclear single quantum correlation (HSQC) spectra of peptides L4Q4

to L4Q20 showing the Hε21 side chain resonances. b. Structure of the Gln side chain with

an indication of the nuclei whose resonances are shown in a (red shade) and in c (blue

shade). c. Regions of the 15N planes of the H(CC)(CO)NH spectra of peptides L4Q4 to

L4Q20 measured at pH 7.4 and 278K containing the side chain aliphatic 1H resonances of

the first four residues (Q1–Q4) of the polyQ tract. All nuclear magnetic resonance (NMR)

spectra were measured at pH 7.4 and 278K

3.2.3 The conformation of Gln side chains

Since all amino acids share the same backbone atoms and only differ in their side

chains except for proline, the effects that lead to the different structural formation

comes from the properties of their side chains. To rationalize our findings, we

extended the study to the side chains of Gln residues. When we analyzed the

NMR results, we found that the 15N side chain resonances of Gln residues are

well dispersed, and the 15N chemical shifts of each Gln increase along the polyQ

tract where the first four residues have lowest and most dispersed chemical shifts.
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This result indicates that in the polyQ tract each Gln side chain has a different

chemical environment, and the largest differences can be seen in the first four

residues Figure 3.4a.

Figure 3.5: Residue specific helicity profiles for peptides L4Q4 to L4Q20 obtained from

a.MD b.NMR.

Secondly, we analyzed 1H resonances of the Gln side chains. The analysis of
1H spectra of these peptides suggested that the side-chain free motion is reduced in

the glutamine residues where the helicity is high Figure 3.4c. This effect is strong,

especially in the first four residues of the tract but still visible in the rest of it. To

conclude, the NMR results indicate that side chain and main chain conformations

are coupled, especially first residues of the polyQ tract have a distinct rotameric

state and when helicity increases side chains behave more restrained. Since the

backbone amide 15N chemical shifts depend on the hydrogen bond status of the

HN and CO next to it, we hypothesize that the dispersion of the 15N chemical

shift and redistribution of side chain rotameric states is carboxamide group of Gln

side chains form hydrogen bonds[156].

3.3 MD Simulations

To rationalize these observations we used molecular dynamics simulations. MD

simulations were run in MD simulation software ACEMD[157] using the CHARMM22*

[158] force field at 300K. By using the information from the experiments, we gener-

ated fully helical conformations for the peptides L4Q4 to L4Q20 as starting struc-

tures for the simulations. Each of the systems was explicitly solvated by using the

TIP3P water potential inside a cubic box of water molecules. We produced 5 µs

simulations for each peptide except for L4Q20, that we simulated for only 3 µs.
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3.3.1 Disagreement between simulations and experiments

When we analyzed the results, we observed that even though the residues with the

highest helicity were the four Leu residues from the flanking region, the helicity

did not increase upon elongation in contrast to the experiments (Figure 3.5). The

helicity of L4Q12 and L4Q16 is particularly much lower than the experiments. To

be able to compare experiments and simulations one needs a converged simulations

and even in this case, their accuracy depends on the quality of the force field. At

the present time, nor force fields is perfect, and the computational power needed

to produce converged simulation for most of the systems is not available. One of

the solutions to these problems is combining experimental data with simulations.

There are many ways to incorporate simulations and experiments priorly but

the most efficient way to do it posteriorly is reweighting simulations by using

experimental data. By doing this, we generate a weighted ensemble more consistent

with experiments without biasing the system.

3.3.2 Reweighting

Reweighting is a way to obtain a conformational ensemble with calculated aver-

ages of experimental observables closer to the experiment by combining imper-

fect simulations with experimental data. For reweighting to be successful, not

convergence but sampling all relevant states is needed. The quality of reweight-

ing depends on the existence of all states in the simulations. During the sim-

ulations, we observed many unfolding and folding events. Which is why even

though we have not reached to the convergence, Figure 3.6 shows that we sampled

most of the possible conformations. Having a trajectory sampled enough folded

and unfolded state gave us to the possibility to use chemical shifts to reweight

trajectories to obtain quantitative agreement between simulations and experi-

ments(Figure 3.6). We used the Bayesian-Maximum Entropy (BME) algorithm

to reweight our simulations[159, 160].
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Figure 3.6: Time series of the secondary structure of peptides L4Q4 to L4Q20 as obtained

by using the algorithm DSSP[161] where H stands for helix, in red; E stands for extended,

in dark gray; and C stands for coil, in light gray
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Bayesian-Maximum Entropy

Maximum entropy (MaxEnt) methods aim to obtain the most appropriate distribu-

tion that fits the empirical data, by perturbating the prior distribution minimally

[162, 163]. In our case, the prior distribution is the simulated ensemble and the

empirical data is chemical shifts obtained by NMR. According to the MaxEnt prin-

ciple, the probability distribution that describes the experimental data the most

reliable is the one with maximum entropy. In this approach[160], BME maximizes

the relative Shannon entropy [163, 164] (or Kullback-Leibler divergence[165] which

is equal to the negative of Shannon entropy).

SREL(P ||P 0) = −
∫
dxP (x)log[

P (x)

P 0(x)
] (3.1)

Here SREL is relative entropy, x denotes the atomic coordinates, and P 0(x)

denotes the prior distribution. In ideal conditions, P 0 is close to the P TRUE which

defines the ‘true’ probability distribution. However, due to the inaccuracies in

the model P 0 and P TRUE are generally different than each other. With MaxEnt

method, we aim to find a P (x) as close P TRUE as possible by introducing the

minimum possible amount of information to system.

From NMR, we have chemical shifts as experimental values F exp. We obtain

the ensemble averages (F calci ) from M observables Fi(x) which are back-calculated

chemical shifts from the atomic coordinates by using the formula:

< F calci >=

n∑
j=1

ωjFi(x) (3.2)

where n is the number of the frames in the simulation and ω0
j is the weight

of the jth conformation. Classic MD simulations samples from the Boltzmann

distribution, therefore weights are uniform.

ω0
j =

1

n
j = 1, ..., n (3.3)

However, in the BME method, we calculate the optimal weights by:

ω∗j =
1

Z(λ)
ω0
j exp[

m∑
i

λ∗iFi(x)] (3.4)

where Z is the partition function,
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Z(λ∗) =

n∑
j=1

ω0
j exp[−

m∑
i

λ∗iFi(xj)] (3.5)

λ∗ = λ∗1...λ
∗
m are Lagrangian multipliers that are used for maximizing Eq. (3.1)

and Lagrangian multipliers are determined by minimizing:

Γ = log(Z(λ)) +

m∑
i

λiF
exp
i +

θ

2

m∑
i

λ2iσ
2
i . (3.6)

Since from experiments and the calculations, it is possible to introduce to the

system both systematic and random errors, trying to force the system for a perfect

match between experimental data and simulations could lead to incorrect results.

Thus:

F expi =< F calci + εi > i = 1, ...,m (3.7)

Here in this equation, variable ε is included as an error model. So it’s important

to take into account the derivations when calculating the reweighted ensemble. ε

does not depend on the coordinates and uncertainties are modeled by independent

Gaussian distribution:

P (εi) ∝ exp(−
ε2i

2θσ2i
) (3.8)

where σ is the standard deviation. However, these error parameters hard to

decide accurately. Therefore, theta a global scaling parameter is introduced to the

equation. Large theta increases the uncertainty by multiplying all the sigma with

large factor. A large sigma means high experimental error and this reverts to the

prior distribution. Thereby, theta=0 corresponds to the perfect match between

the experimental and the calculated data.

In Bayesian terms, we can obtain the optimal weights by minimizing the neg-

ative log posterior:

L(w1...wN ) =
m

2
χ2 + θSREL (3.9)

where χ2 shows derivation from the experimental averages:
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χ2 =

m∑
i

(

N∑
j

wjFi(xj)− F expi )2/mσ2i (3.10)

and SREL is the relative entropy that defines derivation from the prior distri-

bution:

SREL =
N∑
j

wjlog(wj/w
0
j ) (3.11)

3.3.3 Choosing the parameters

As explained before in the Eq. (3.9), a global scaling parameter, θ, is used fine

tuning the weights. As it can be interpreted from the equation, if θ is too small,

the fit between experimental data and reweighted simulations will be perfect but

it will disturb the system to the levels where it can lead to unrealistic results.

By contrast, if θ is chosen very large, results will be similar to the unreweighted

simulations. The main aim of the maximum entropy principle is to change the

statistical weights by disturbing the system minimally. So, θ has to be chosen in a

careful way. To choose the best θ for the reweighting algorithm, we used a variety

of θ values for all of the peptides and then compared their effects on the system

by calculating: derivation from the experimental averages χ2, derivation from the

prior distribution SREL (relative entropy) and effective fraction of frames Neff

that shows how many frames effectively contribute to the calculated averages and

this value equals to the exponential of SREL.
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Figure 3.7: Effective fraction of frames after reweighting vs χ2 for different values of θ.

Neff was calculated as exp(SREL) with SREL being the relative entropy term in the BME

reweighting approach. In short, Neff quantifies the effective fraction of frames that are

left after the trajectory has been reweighted to fit the data to an extent measured by χ2.

The optimum θ, provides a setting where we obtain sufficient fitting to the

experimental data while minimally perturbing the prior distribution. Therefore

what we need is a balance between low χ2 and large Neff . In Figure 3.7, we

plotted χ2 vs large Neff for each peptide for scanned θ values. To decide which

value to choose as θ, the best approach is to choose the value at the corner or

‘elbow’ of the curve. Thus we decided to use θ = 4 for our calculations. Other

than choosing θ, a first observation from the plots is that changing θ for L4Q4

has almost no effect on the weights. This indicates that the L4Q4 ensemble is

already very close to the true ensemble obtained from experimental data. On the

other hand, upon expansion of the polyQ tract, the difference between the effects

of the low θ and high θ on the weights increases. In Figure 3.5, we showed their

helicity is especially underestimated for L4Q16 and L4Q20, which also agrees with

the finding that the longer the tract, the ensembles are more different than the

experiments. Secondly, as explained before we showed that when θ approaches 0,

χ2 gets closer to 0 which means that simulations agree with experimental data

perfectly. However, the algorithm achieves this by up-weighting a small number
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Figure 3.8: Experimental and back-calculated a. Cα and b. C’ chemical shifts of peptides

L4Q4 to L4Q20 from the reweighted trajectories obtained with different values of the

parameter θ, that determines the degree of reweighting applied in the BME algorithm.

of frames as can be seen from the small Neff values and therefore disturbing the

system excessively.

To see more clearly, how θ affects the ensembles and how much we improved

our simulations by reweighting, we plotted the Cα and C’ chemical shifts for each

residue obtained from experiments, from MD simulations and from the reweighted

ensembles (rwMD), as a function of θ, in Figure 3.8a-b. Note that, as stated

before, the difference between experimental chemical shifts and back calculated

chemical shifts from the simulation increases with the length of the polyQ tract.

Also, it can be easily seen that θ = 4 gives very similar calculated averages for

chemical shifts to experimental data and increasing θ gives results to unreweighted
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Figure 3.9: Comparison of the difference between the experimental and back-calculated

chemical shifts for a. Cα and b. C’. Y-axis shows the error, which is calculated by taking

the mean of the difference between calculated and experimental chemical shifts.

MD simulations. To sum up, the calculated errors between experimental and back

calculated Cα and C’ chemical shifts from MD and rwMD for L4Q4 to L4Q20 can

be seen in Figure 3.9.

3.3.4 Generating conformational ensemble that agrees with ex-

periments

Using the weights obtained with θ = 4, we calculated the new average residue-

specific helicity for the peptides and obtained quantitatively similar helicity profile

to experimental data we got from CD and NMR (Figure 3.10). This time in rwMD

ensembles we observed an increase in the helicity with the expansion of the tract

and helical propensities for the peptides similar to those obtained by δ2D. For

example, as shown in the Figure 3.10, helicity of the peptides increased upon

the elongation, and the maximum helicity of L4Q20 went from 40% to 80% after

reweighting. Having an ensemble with a secondary structure profile closer to the

data obtained experimentally gives us the opportunity to use them to calculate

other structural properties of the polyQ peptides.
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Figure 3.10: Residue specific helicity obtained for peptides before and after reweighting.

To visualize the average conformation of the peptides, we generated 3D models

by using the average residue specific helicity profile from reweighted simulations

(Figure 3.11). Each residue that has average helicity more than 50%, defined as a

helical residue in the model and the rest as a random coil. Representative struc-

tures were selected directly from simulations. Coloring represents the secondary

structure where it goes from dark blue (0% helicity) to dark red (78% helicity).

Figure 3.11: Representative structures for peptides L4Q4 to L4Q20, defined as the frame

of each trajectory with residue-specific helicity most similar to the ensemble-averaged

counterpart. Residues are colored as a function of their average helicity and the Cα atoms

of Gln residues are shown as spheres.
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Figure 3.12: The helices formed by polyQ peptides feature sci → mci−4 hydrogen bonds:

a. Populations of the various types of hydrogen bonds involving Gln side chains. b.

Populations of such hydrogen bonds in the reweighted ensembles obtained for peptides

L4Q4 to L4Q20 as a function of residue number.

3.3.5 sidechaini → mainchaini−4 hydrogen bonds

From the NMR experiments, we hypothesized that the side chain chemical shifts

indicate that the carboxamide group of the Gln side chain form hydrogen bonds.

To investigate this we analyzed all possible hydrogen bonds formed by this group,

and their populations, in the reweighted trajectories. As can be seen from Fig-

ure 3.12a, the most abundant hydrogen bond is formed between the Gln side chain

NH2 group at position i and the CO of the main chain of the residue at position

i-4.

Figure 3.13: Dihedral angle distribution for Gln side-chains. Residues involved in sci →
mci−4 hydrogen bonds display rotameric selection.
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Figure 3.14: 2D histogram, in red, of backbone torsion angles φ and ψ for segments of five

residues where the first and last residue are involved in a sci → mci−4 hydrogen bond. In

black we show the result obtained when these residues are not involved in such interaction.
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We named this specific hydrogen bond as sidechaini → mainchaini−4(sci →
mci−4) hydrogen bond. When we calculated the residue based population of sci →
mci−4 from reweighted simulations, we observed that it decreases along the polyQ

tract (Figure 3.12b). This behavior is in agreement with the helicity profile we

obtained from NMR experiments.

Since we also observed from NMR that the first residues of the polyQ tract

have distinct rotameric state, we analyzed the dihedral angles of Gln side chains

through the trajectory and also in the subset defined by side chains involve in

sci → mci−4 hydrogen bond. Gln side chain has three rotameric angles χ1, χ2

and χ3. In the reweighted simulations, while χ1 is generally bimodal (around

-60°or +180°), χ2 is mostly around +180°and χ3 varies between -120°and +120°.
By contrast, we observed that forming a sci → mci−4 hydrogen bond constraints

the χ1 and χ3 values. As NMR results pointed out, side chains adopt a specific

conformation where χ1 is around -60°and χ3 is round +90°(Figure 3.13).

To check if forming sci → mci−4 hydrogen bond causes any differences on the

backbone torsion angles, we plotted and compared φ and ψ angles of residues i to

i-4, both in the absence and existence of the sci → mci−4 hydrogen bond in the

Figure 3.14 as Ramachandran plots. In the plots, red dots represent the hydrogen

bonded frames and black dots represent the rest of the frames. Since the plot

is too crowded due to high number of frames, we added histograms to the axes

of the Ramachandran plots. We can summarize that, in both of the cases, the

distribution of the angles in the α-helix area of the Ramachandran plots remained

the same. Also it can be observed that when a sci → mci−4 hydrogen bond

forms, the residues in between (i-3, i-2, i-1 became more helical in agreement with

the experimental results, that shows a correlation between helicity and restrained

behaviour of the side chains.

In Figure 3.15, as an example, we show a frame from the trajectory of L4Q16

which has two of the sci → mci−4 hydrogen bond occurs simultaneously, shown

in the dashed purple lines between Q1-L1 and Q4-L4. One other important result

that we observed from the NMR derived structural ensembles is sc-mc hydrogen

bonds are bifurcated. As can be seen from the example frame in Figure 3.15, the

side chain and the main chain of Gln simultaneously donates a hydrogen atom

to the CO of the Leu four residues away. We examined the properties of this

bifurcated hydrogen bond in Chapter 4 by using QM/MM simulations.
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Figure 3.15: Frame of the trajectory obtained for peptide L4Q16 where residues Q1 and

Q4 (in purple) but not Q2 and Q3 (in black) are involved in sci → mci−4 hydrogen bonds

with the CO groups of residues L1 and L4 , shown in purple, with an indication of the

conventional mci → mci−4 main chain to main chain hydrogen bonds, shown in yellow.

The Leu side chains are not shown, for clarity.
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4
QM/MM Simulations

4.1 Introduction

Hydrogen bonds are the most important non-covalent interactions that stabilize

secondary structures. Most of the studies focus on hydrogen bonds that involve a

single donor and acceptor pair. However, due to the directionality of the lone pairs

of the acceptor, a single oxygen atom can participate in two simultaneous hydrogen

bonds. Yet, these types of interactions are misrepresented in the atom-centric

representation of electrostatic interactions used in current molecular dynamics

force fields, which might explain the problems we had in obtaining experimental

helicities in classical MD simulations in Chapter 3.

In contrast to conventional molecular simulation force fields, which model hy-

drogen bonds as purely electrostatic interactions between the partial charges of

the donor and acceptor, QM simulations take lone pair directionality and elec-

tronic polarization into account explicitly. Despite their accuracy, QM simula-

tions are computationaly demanding and therefore are restricted to systems with

a limited number of atoms. Since our focus is hydrogen bond forming and break-

ing, that occurs in a well-defined region, we decided to use combined quantum-

mechanics/molecular-mechanics (QM/MM) method to overcome these limitations.

The aim of this methodology is to use the QM method for the region that contains

scQ1 → mcL1 hydrogen bond and MM treatment for the rest of the system and
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benefit from the accuracy of the QM and the efficiency of MM for the calculations.

4.2 The hydrogen bonds between Gln side chain NH2

groups and main chain COs are bifurcate

4.2.1 Selecting QM region and the starting structure

We selected the starting structure, which contains a bifurcated hydrogen bond

between Q1 and L1, from the classical MD trajectory obtained for L4Q16. As the

QM subsystem, we included all the backbone atoms from Q1 to L1 and the side

chains of only Q1 and L1 (make a fig for the seq). The QM subsystem was treated

at the BLYP/6-31G* level, including dispersion corrections, while the classical

subsystem was described with the CHARMM22* force field. We simulated the

system for 150 ps at 300K.

Figure 4.1: a.Starting configuration used in the QM/MM simulation, with the atoms

included in the QM subsystem shown as sticks. b. QM subsystem contains atoms of

L1,Q1 (Purple) and backbone atoms of L2,L3,L4 (Orange), and MM subsystem contains

side chain atoms of L2,L3,L4 (Orange) and rest of the residues(Pink), water molecules are

also included in MM region.
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4.2.2 Analysis of the bifurcated hydrogen bond

Due to the specific geometry of the hydrogen bonds in proteins, the distance

between the donor and the acceptor atoms is a clear indicator of the existence

of the hydrogen bond, and we used 2.4Å as a strict threshold[166]. Therefore we

first monitored both scQ1 → mcL1 and mcQ1 → mcL1 by measuring the distances

between L1-O and Q1-Hε21, for the scQ1 → mcL1 hydrogen bond, and between L1-

O and Q1-HN for the mcQ1 → mcL1 hydrogen bond (Figure 4.2a). We observed

that, while the mcQ1 → mcL1 bond is stable, scQ1 → mcL1 hydrogen bond breaks

and forms reversibly.

Figure 4.2: The sci → mci−4 hydrogen bonds bifurcate with mci → mci−4 hydrogen

bonds: a.Time series of the distances between donor and acceptor for the mcQ1 → mcL1

(Yellow) and scQ1 → mcL1 (Purple) interactions, with an indication, in a gray background,

of the frames for which 60°< χ3 < 120°b.Distributions of the χ1, χ2, χ3 dihedral angles

of the side chains of Q1 with an indication, as a gray shade, of the range of values of χ3

that are compatible with the scQ1 → mcL1 hydrogen bond.

For further information, we analyzed the rotamer angles of the Q1 side chain.
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Figure 4.3: Distribution of the distance between the main chain NH of Q1 and the main

chain CO of L1 in the absence and in the presence of the scQ1 → mcL1 hydrogen bond.

Due to the time scale of the QM simulations, the χ1 and χ2 angles are stable

during the simulation, but χ3 fluctuates and samples three different conformations

(Figure 4.2a). In Chapter 3, we showed that the χ1 and χ3 angles of the Gln side

chain are constrained when it forms a scQ1 → mcL1 hydrogen bond, and χ3 needs

to be between 60°and 120°(mostly around 90°). When we highlighted frames with

60°< χ3 < 120°, we observed that forming and breaking of the scQ1 → mcL1

hydrogen bond in QM/MM simulations strongly correlated the χ3 values.

4.2.3 Strength of the bifurcated hydrogen bond

Since constraining the side chain conformation is entropically costly we investi-

gated the contribution of a scQ1 → mcL1 hydrogen bond on the helix stabil-

ity. First, we checked the effect of the scQ1 → mcL1 hydrogen bond on the

mcQ1 → mcL1 hydrogen bond. When we compared the distribution of the dis-

tances of donor to acceptor atoms of the mcQ1 → mcL1 hydrogen bond, we found

out that the presence of the scQ1 → mcL1 hydrogen bond shifts distribution to

longer distances(Figure 4.3). In other words, the formation of the scQ1 → mcL1

hydrogen bond weakens the mcQ1 → mcL1 hydrogen bond.

One of the benefits of the QM/MM approach is we can calculate the electron

density from the simulations. Therefore, we evaluated the specific strength of these

hydrogen bonds by exploring the topology of the electron density distribution and

taking advantage of the known correlation between the intrinsic strength and the

electron density at the interaction’s natural bond critical points (ρ(r))[167, 168].
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Figure 4.4: Distribution, plotted as a normalized histogram, of the electron density ρ(r)

corresponding to themcQ1 → mcL1 interaction (Yellow) in the absence (white background)

and in the presence (gray background) of the scQ1 → mcL1 interaction and of the electron

density corresponding to the scQ1 → mcL1 interaction (Purple) and bifurcate interactions

(Gray).

Our analysis showed that, when the mcQ1 → mcL1 hydrogen bond is formed

but the scQ1 → mcL1 is not, its average ρ(r) value is of 0.014 au. In the presence

of the scQ1 → mcL1 hydrogen bond, the average ρ(r) value decreases to 0.008

au. However, the average ρ(r) value for the scQ1 → mcL1 hydrogen bond in the

absence of the mcQ1 → mcL1 hydrogen bond was observed as 0.017 au, indicating

that the Gln side chain is a better donor than the NH backbone group[169]. More

importantly, the average total density associated with the bifurcated hydrogen

bonds was calculated as 0.025 au (Figure 4.4) pointing towards a very strong

interaction that enhances the stability of the polyQ helices.
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5
Replica Averaged Restrained Simulations

5.1 Introduction

While performing their functions, proteins populate different conformations such

as open-close states of membrane proteins or disorder to ordered transformations

of IDPs[170–172]. Also by definition, in their native states, IDPs adopt large

ensembles of heterogeneous conformations[173, 174]. Therefore it’s important to

describe the proteins as an ensemble of conformations instead of a single structure.

In principle, with the right model and sufficient sampling, it is possible to have

an exact atomic-level description of conformational ensembles with MD simula-

tions. However, even though there is a great effort in the field to improve the

force fields[158, 175–177], they are still not sufficiently accurate[178, 179]. There-

fore most of the time, the computations are not in quantitative agreement with

experimental data.

To overcome this problem, there has been significant progress in the develop-

ment of techniques that combines simulations with experimental data [180–185].

Using experimental data in simulations allows us to increase the accuracy of the

force fields, therefore, obtain results consistent with experiments such as NMR

spectroscopy, small-angle X-ray scattering (SAXS), fluorescence resonance energy

transfer (FRET), or cryo-electron microscopy (cryoEM)[186–188]. Among these

methods that give information about the dynamics and the structure of proteins,
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NMR is especially powerful to provide different parameters that are sensitive to

protein dynamics over different timescales, as well as to study the protein structure

in solution.

Chemical shifts are highly sensitive to structural changes, and they are the

most accurate and fast NMR observables[189, 190]. Recent advances in compu-

tational techniques for calculation backbone chemical shifts from structure data

fast and reliably led to the development of computational methods that incorpo-

rate chemical shifts with simulations[156, 191–195]. There are two main ways to

combine simulations with experimental data. The first way is as explained in the

Chapter 3, reweighting the trajectory posteriori by using the experimental data.

The second way is using the chemical shifts (or another structural data) during a

simulation.

It has been shown that it is possible to study the dynamics and the structure

of the proteins accurately using chemical shifts as structural restraints in MD

simulations. The idea behind is very similar to the standard approach that has

been used for the refinement of experimentally defined NMR structures by using a

penalty function to obtain structures consistent with the experimental results[196–

198].

Figure 5.1: Illustration of chemical shift penalty function. Eij , where i is the residue

number and j is the chemical shift type, gives the contribution of each chemical shift to

the total penalty ECS . δcalc is calculated and δexp is experimental chemical shifts. nεj

controls the width of the flat region. The penalty is harmonic until the deviation reaches a

cutoff value x0 . γ is a parameter that controls the growth of the penalty function beyond

x0 [199].
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5.1.1 Using chemical shifts as structural restraints in MD simu-

lations

Using the chemical shifts as structural restraints enables us to modify force fields

in a system-dependent manner by using the experimental data to overcome its

limitations[199–201]. For this purpose, a penalty function is defined to keep the

conformational search withing the conformational space that agrees with experi-

mental data[200]. To define this penalty function and convert differences between

experimental and calculated backbone chemical shifts (Hα, Cα, Cβ, C’, HN , N),

mostly a flat-bottomed harmonic potential is being used (Figure 5.1)[199].

The penalty function needs to be calculated at each time step of the simula-

tion. For this reason, computing the chemical shifts rapidly is one of the important

steps of this approach. CamShift is a program that predicts the backbone chemical

shifts using distance dependent functions of the atomic coordinates[191]. CamShift

functions are differentiable, therefore it allows us to calculate forces from chemical

shifts. Since the previous chemical shift predictors, such as SHIFTX[194], were

using discontinuous functions, it was only possible to use them with Monte Carlo

simulations[200]. However, CamShift enabled us to restraint also the MD simula-

tions. The differences between experimental chemical shifts and back-calculated

shifts are computed during the MD simulations and then converted to a penalty

function:

ECS = α
N∑
i=1

∑
j

Eij (5.1)

where ECS is the total chemical shift penalty energy and Eij (Figure 5.1) is

the contribution of each chemical shift. Here i is the residue number and the j

is the chemical shift type (Hα, Cα, Cβ, C’, HN , N). α describes the weight of

the ECS relative to the force field term EFF . The total energy of the system is

calculated by:

Etotal = EFF + ECS (5.2)

And the derivative of the Eq. (5.1) gives force between the two atoms in the

simulation in each direction:

f(x,y,z)(a, b) = − ∂ECS
∂(x, y, z)

(5.3)
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The size of the force vectors is directly related to the slope of the penalty

function Eij which is defined by

Eij =


0, if |δijcalc − δ

ij
exp| < nεj(

|δijcalc−δ
ij
exp|−nεj

βj

)2

, if nεj < |δijcalc − δ
ij
exp| < x0(

(x0−nεj)
βj

)2
+ γ · tanh

(
2(x0−nεj(|δijcalc−δ

ij
exp|−x0)

γβ2
j

)
, for x0 < |δijcalc − δ

ij
exp|

(5.4)

where δcalc is calculated and δexp is experimental chemical shifts. n is a toler-

ance parameter that controls the width of the flat region of the penalty function,

and ε is the accuracy of predictions for the type j of the chemical shifts. x0 is the

cutoff value that defines the point until where the penalty function is harmonic. γ

is a parameter that controls the growth of the penalty function beyond x0. Pre-

diction algorithms are not completely accurate. Therefore back-calculations of the

chemical shifts may contain errors; however, having a flat-bottomed region in the

penalty function allows a window where small variations from experimental values

do not generate a penalty[199, 200].

5.1.2 Replica averaged molecular dynamics simulations

However, the NMR chemical shifts are the results of time and ensemble-averaged

measurements. To reflect the true nature of the experimental data, another option

is not enforcing the system with a simple restraint on one simulation, instead,

applying the restraint over an averaged experimental observable. Having more

than one replicas and restraining their average is also a way to prevent the risk of

over restraining. For the replica averaged simulations, the total penalty function

Ecs is defined by[184, 202]

ECS = α

i=1∑
N

j=1∑
6

(
δijexp −

1

M

M∑
m=1

δijcalc

)2

(5.5)

where M is the number of the replicas. It has been shown that four replicas

are enough to determine the structure and dynamics of the proteins accurately.

Increasing the number of replicas will lead to an increase in computational cost[202,

184].

More importantly, it has been proved that by restraining the simulations over

the averaged experimental data we obtain conformational ensembles compatible

with the maximum entropy principle. Therefore, the incorporation of experimental
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data as replica-averaged structural restraints in molecular dynamics simulations

provides an accurate representation of the unknown Boltzmann distribution given

an approximate force field and a set of experimental data[183, 203, 204].

5.2 Results

In this project, we used four replicas for the peptides from L4Q4 to L4Q16. First,

we generated an ensemble by the Monte Carlo method to select our initial confor-

mations. For each replica, we chose four different initial conformations randomly

by assuring that they cover different structural states from fully helical to dis-

ordered. MD simulations were performed using Gromacs modified with Plumed

and CHARMM22* force field at 278K. We used the Cα, C’, HN, and N chemical

shifts as restraints. During the simulation, the chemical shifts of the simulated

structures were back-calculated with Camshift[191].

Briefly, in replica-averaged restrained simulations, we back-calculated chemical

shifts for each replica at each step. To determine the replica-averaged values, these

back-calculated chemical shifts were linearly averaged and were compared to the

experimental data to penalize deviations between them. Therefore, the average

of the ensemble is restrained to fit the experimental data, while the fluctuation of

individual replicas is allowed.

5.2.1 Secondary structure calculations

We analyzed the secondary structure of the replicas and observed that each replica

of the peptide has a different helical profile as expected from replica-averaged

simulations(Figure 5.2). Since we restrained the average of the four replicas, we

need to interpret the helical profiles of the averaged conformations. To analyze the

convergence and time evolution of the simulations, we performed block analysis on

the averaged conformations by dividing trajectory to six equal blocks. For each

block, we linearly averaged the helical profiles from four replicas. From Figure 5.3,

we observed that the helicity of the L4Q4 and L4Q8 peptides is overestimated

compared to the reweighted simulations and secondary structure chemical shift

analysis. In addition, L4Q12 and L4Q16 show a less smooth profile compared to

L4Q4. This indicates that they have not converged yet.

73



Chapter 5. Replica Averaged Restrained Simulations

Figure 5.2: Residue specific helicity profiles for peptides L4Q4 to L4Q16.
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Figure 5.3: Block averaging of helicity profiles for peptides L4Q4 to L4Q16.
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5.2.2 sidechaini → mainchaini−4 hydrogen bonds

We then analyzed the sci → mci−4 hydrogen bond populations both in replicas and

their averages(Figure 5.5). We observed that the population of the sci → mci−4

hydrogen bond directly correlated with the helicity of the peptide. In the peptides

with higher helical populations have a higher number of frames with sci → mci−4

hydrogen bonds in their trajectories. The most important result we obtained is

that the averaged sci → mci−4 hydrogen bond population of the peptides is similar

to the reweighted simulations and higher than classical MD simulations.

Figure 5.4: Populations of sci → mci−4 hydrogen bonds hydrogen bonds.

When we analyzed the χ1, χ2 and χ3 distributions of all Gln residues involved

in the sci → mci−4 hydrogen bond, we observed that results are very similar to

both reweighted and QM/MM simulations. In this regard, it is clear that the

range of values that χ1, χ2, and χ3 angles can adopt are constrained and they are

independent of method or force field used for calculations.
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Figure 5.5: Dihedral angle distribution for Gln side chains.
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6
Accounting for Side Chain to Main

Chain Hydrogen Bonds

in PolyQ Helicity Predictions

6.1 Introduction

The secondary structures of polypeptides are stabilized by hydrogen bonding inter-

actions between main chain NH and CO groups. The side chains of many residues

can however also act as hydrogen bond donors and acceptors. This is in fact one

of the factors that explains why different amino acids have different propensities

to adopt certain specific secondary structures [134]. For example asparagine (Asn)

has a low propensity to be in the area of the Ramachandran plot corresponding

to α-helices due to the ability of the carboxamide group of its side chain to hy-

drogen bond the main chain in other conformations [134]. We recently showed

that Gln side chains, by contrast, can instead stabilize this secondary structure

by donating a hydrogen to the main chain CO of the residue at relative position

i-4[205]. This hydrogen bond, that we call Gln side chain to main chain hydrogen

bond (sci → mci−4), is bifurcate with the conventional main chain to main chain

i→ i− 4 hydrogen bond.

Since the ability of this interaction to contribute to helix stability has just been
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established[205] algorithms that predict the secondary structure of peptides from

their sequences[144] do not yet account for it. In sequences containing few Gln

residues this does may not have serious consequences but in sequences where they

are frequent, such as prion-like domains and, especially, polyQ tracts, this can lead

to severe under-estimations of helicity[205]. This can in turn lead to an under-

appreciation of this secondary structure in important processes for biomedicine

such as aggregation in neurodegeneration[206]. To remedy this, we introduced a

term in agadir to account for this interaction, calibrated its value by using nuclear

magnetic resonance (NMR) data obtained for a series of peptides derived from

the sequence of the transactivation domain of the androgen receptor (AR). These

findings have implications for understanding of the mechanism of transcription

activation and challenge the common notion that transcription factors are not

druggable due to their disordered nature.

6.2 Introduction of a Gln side chain to main chain hy-

drogen bond in Agadir

6.2.1 Agadir underestimate AR polyQ helicity

Agadir is an algorithm successfully predicts their helical content from the sequence

of peptides based on statistical mechanics[144]. However for the polyQ tract of AR,

helicity was underestimated when compared to the secondary structure propensity

profile obtained from NMR chemical shifts and the difference between algorithm

and experiments were increasing due to expansion of the tract (Figure 6.1). Agadir

calculates helical propensity of the peptides from each residue’s intrinsic tendency

to be in helical conformation, contribution of main chain-main chain hydrogen

bonds and side chain-side chain interactions, capping effects of the residues and

electrostatic interactions. However, in our previous work we showed that Gln side

chains can stabilize secondary structure by donating a hydrogen to the main chain

CO of the residue at relative position i-4 and this interaction was not implemented

in Agadir. To improve the prediction, we introduced an additional term in the

equation describing the change in energy corresponding to the formation of side

chain to main chain helix-stabilizing hydrogen involving Gln residues, ∆Ei+4,i

in the algorithm. From the previous work we know that the strength of this

interaction strongly depends on the identity of the hydrogen bond acceptor [205],

and Leu is better acceptor than Gln. Since ∆Ei+4,i has different value for each

amino acid (e.g. X) the term is in principle specific for it,∆EXi+4,i.
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Figure 6.1: a.Helicity predictions for the peptides from current version of Agadir b.Helicity

profile of the L4Qn peptides as derived from the analysis of the backbone chemical shifts

measured at pH 7.4 and 278K by using the algorithm δ2D, with an indication of the region

of sequence corresponding to the polyQ tract.

6.2.2 Predicting Helicity of polyQ peptides correctly

Since we already have residue specific helical propensities obtained from NMR

experiments for the peptides L4Q4 to L4Q20, to fix the Agadir for the proteins

have polyQ regions, we used AR as a starting point. We used L4Qn peptides which

are composed of the motif Pro-Gly-Ala-Ser, that acts as a N-capping sequence, of

four Leu residues that accept side chain to main chain hydrogen bonds donated

by the first four Gln residues of the polyQ tract and of n Gln residues[205].

In the context of the AR polyQ region, four Leu residues that preceding the

polyQ tract form sci → mci−4 hydrogen bond with first four Gln residues in

the polyQ tract. Thus Leu-Gln was the first amino acid couple we optimized

the energy contribution of sci → mci−4 hydrogen bond in Agadir. To determine

the value of ∆ELi+4,i, we used the residue-specific helical propensities calculated

by using the algorithm δ2D[207] from the backbone chemical shifts. We then

determined the values of ∆ELi+4,i that minimize the RMSD between the residue-

specific helical propensities determined experimentally and those predicted with

the modified version of Agadir by using the equation(6.1) below:

RMSD =

√√√√ 1

length

length∑
res=1

(Helexpi −Helpredi (∆EXi,i+4))
2. (6.1)
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Figure 6.2: a.Optimization of ∆EL
i+4,i with a X4 peptide containing 16 Gln residues

b.Optimization of ∆EL
i+4,i for X4 peptides with polyQ tracts containing 4, 8, 12, 16 and

20 Gln residues.

For example for the L4Q4 peptide, we found that ∆ELi+4,i = −0.6 kcal.mol−1,

as shown in (Figure 6.1). As it can be seen from the Figure 6.2a, just increasing

the affinity between Gln side chain and Leu we decreased the difference between

the predicted helical content and the experimental content from 40% to 10%, and

this value is around 7% for the 778 peptides tested for the latest version of Agadir.

Therefore we can safely state that, introducing sci → mci−4 hydrogen bond to

Agadir fixes the helicity underestimation problem for the AR polyQ tract[151].

6.3 Cooperativity in side chain to main chain hydrogen

bonding

One unexpected property of the peptide sequence derived from the transactivation

domain of the AR is that its helical propensity increased monotonically with polyQ

tract length in the range 4 to 25[205]. In addition, our NMR experiments indicated

that the increase of helicity occurred throughout the sequence i.e. that increasing

tract length by adding Gln residues to its C-terminus caused substantial increases

of helicity in residues at the N-terminus. This suggests that the formation of the

polyQ helix is cooperative i.e. that the effective strength of the side chain to main

chain hydrogen bonds is not independent on their number.

To determine whether this is indeed the case we repeated the procedure to

optimize ∆ELi+4,i with peptides containing 4, 8, 12 and 20 Gln residues. First, we

observed that the RMSD between the helicity predicted by the current version of

Agadir and that determined experimentally increased from ca 5% to ca 45% upon

elongation of the tract (Figure 6.2b). In other words, the quality of the prediction
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decreased as the number of Gln increased. We also obtained that the predicted

helicity was not sensitive to the strength of the interaction for a peptide containing

4 Gln residues, but that it instead markedly depended on it for peptides containing

8 to 20 Gln residues. Note that the peptide containing 4 Gln residues can possess

4 Gln side chain to Leu main chain hydrogen bonds but no Gln side chain to

Gln main chain hydrogen bond. For peptides with more than four Gln residues

we found, in agreement with our hypothesis, that the effective strength of the

interaction depended on the number of residues found in the tract, ranging from

-0.4 kcal.mol−1 for the peptide containing 8 Gln residues to -0.7 kcal.mol−1 for

the peptide containing 20 Gln. In summary, we found that the effective strength

of sci → mci−4 hydrogen bonds depended directly on the number of Gln residues

following them.

Figure 6.3: Comparison of fractional helicities of the peptides L4Q4 to L4Q20. a. Red

dots represent fractional helicity obtained from an analysis of the backbone chemical shifts,

black dots fractional helicity obtained from Agadir calculations with optimized ∆EL
i+4,i

value for each length. b. Plot of the helicity determined by CD as a function of the size

of the polyQ tract length.

Another indication of cooperativity is sigmoidal behavior[208, 209]. When

cooperativity is present, plotting helicity profile as a function of residue number

produces a sigmoidal curve. When we plotted fractional helicity of each peptide

calculated by optimized ∆ELi+4,i values with Agadir, we obtained a linear behavior.

Linearity indicates that Agadir does not take the cooperativity of the sci → mci−4

hydrogen bonds into consideration(Figure 6.3a). However, as it can be seen from

Figure 6.3a-b, curves obtained from NMR and CD reproduce the sigmoid features
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Figure 6.4: Helical projections of four peptides with the same amino acid composition and

potential.

of the length dependence of the helicity data. In summary, to be able to fix the

Agadir, besides optimizing ∆EXi+4,i values, the cooperativity effect also has to be

added to the calculations.

Since through the C-terminal, the polyQ tract loses its helicity, and Gln residues

are not good acceptors as Leu residues, the sigmoid curve is not very steep. There-

fore we hypothesize that it is possible to have steeper sigmoidal curves and higher

helicity with mutating Gln residues to Leu residues in the positions that promote

the cooperativity.
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6.3.1 Structural basis for the cooperativity between side chain to

main chain hydrogen bonds

We designed peptides able to form two side chain to main chain peptide bonds in

an equivalent sequence background but differing in relative positions to investigate

the source of the cooperativity, as shown in Figure 6.4. Each peptide has two Leu,

two Gln and six Ala residues. By keeping first Leu-Gln pair constant in their

positions and we moved second pair one by one.

To quantify how helicity depends on the positions of side chain to main chain

hydrogen bonds we first studied these peptides by CD. From the Figure 6.5, we

can see that peptide P3-7 has higher helical content whereas P2-6 has prominently

lowest and P1-5 and P5-9 are very similar and slightly less helical han 3-7. Which

means all peptides have different helical propensities even though they have same

amino acids and same number of side chain to main chain hydrogen bond. There-

fore, it is clear that both Agadir and CD results point effect of the cooperativity

on the formation of helices.

Figure 6.5: CD spectra of the cooperativity peptides measured at pH 7.4 and 278K and

plot of the helicity determined by CD.

Since P3-7 has an arrangement that leads to higher helicity, we examined

the structure and found out that it is the only peptide two side chain to main

chain hydrogen bonds share a peptide plane. It has been proposed that hydrogen

bonds between backbone amides and backbone CO groups play a role in folding

cooperativity because the two hydrogen bonds that peptide planes establish in

proteins are not independent, as shown in Figure 6.6.

They are on the one hand inter-dependent because the changes in electron

density caused by each bond render the other more likely as a consequence of
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the charge transfer processes. In addition, the planar nature of the peptide bond

fixes the relative orientation of the acceptor and donor groups and thus reduces

the entropic cost of forming two (or an array of) simultaneous hydrogen bonding

interactions. This effect has been invoked to explain the presence of weak but

measurable correlations in the backbone motions of residues in adjacent strands

in β-sheets, observed both in conformational ensembles determined from NMR

data[210] and in equivalent ensembles determined from the overlay of a large num-

ber of β-sheet backbones extracted from high resolution X-ray structures[211]. We

thus hypothesized that equivalent effects may underlie the cooperativity between

two bifurcated side chain/main chain to main hydrogen bonds that share a peptide

plane in a polyQ tract.

Figure 6.6: Frame of MD simulation of peptide L4Q16 where two side chain to main chain

hydrogen bonds in a i,i+3,i+4 and i+7 pattern are formed with an indication in grey of

the peptide plane connecting residue at positions i+3 and i+4.
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7
Bioinformatics analysis

of polyQ proteins

7.1 Is it only AR?

In the previous chapters, we showed that four Leu residues preceding the polyQ

tract in the androgen receptor (AR) have a critical role in keeping the polyQ

in an α-helical conformation by forming an sci → mci−4 hydrogen bond. To

understand if we can generalize findings from AR to other proteins bearing polyQ

tracts, we extracted human proteins with polyQ from UniProt[212] to analyze

their sequences.

7.2 Definition of polyQ

PolyQ repeats can be in different lengths and most of them can have insertions of

amino acids other than Gln. PolyQs with insertions are called imperfect polyQs.

To generate a dataset with proteins that contain polyQ regions, first, we need to

set a definition for it(Figure 7.1). Main rules are:

• Stretch has to start and end at least 2 Gln residues.

• The total number of Gln residues has to be at least 7.
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• 70% of the consecutive stretch of amino acids has to be Gln.

• Insertions cannot be longer than 5 residues.

Figure 7.1: Model of the polyQ definition, X represents insertion residues.

Especially for the composition analysis of the preceding residues at the N-

ter of the polyQ region, it is important to define where does polyQ starts and

ends clearly. Other definitions with different criteria were also tested to check the

robustness of the criteria and its effect on the results(appendix).

7.3 Dataset

Reviewed human proteome with 20,431 proteins were downloaded from the UniProt

[212] database in FASTA format[213, 214]. After applying polyQ criteria to all

sequences with the method we developed by using R software[215], we obtained a

dataset that contains 153 polyQ stretches. Then each polyQ tract was extracted

from the protein with ten extra residues at the terminals in ‘X10-QQQXQ..QQ-

X10’ format. As seen in the Figure 7.2, we named residues from p1 to p10 (position

1 to position 10) to address them. To analyze the characteristics of the N-ter of the

polyQs and compare them with the human proteome, we also generated a random

dataset. From each protein in the human proteome obtained from the UniProt,

we randomly extracted 10 residues. We generated three different random datasets

to be sure that our results are random enough to do statistical analysis.

Figure 7.2: Scheme of the relative positions of the studied residues from the N-terminal of

the polyQ tract. Here AR polyQ tract has been used as an example. The closest residue

to the tract is called p1, and we named them till p10.
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Figure 7.3: Sequence logo representation for polyQ and random datasets. Size of the

letters are related to their frequency on that position and colors denote the properties

of amino acids (Black = Hydrophobic, Green = Hydrophilic, Purple = Amidic, Red =

Charged(-), Blue = Charged(+)).
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7.4 Amino acid composition

In previous chapters, we showed that four Leu residues preceding the polyQ tract

in AR have a critical role in its folding to α-helix by forming sci → mci−4 hydrogen

bonds. Therefore, we first analyzed the amino acid composition of N-ter of polyQs

up to 10th residue and compared them with the random dataset.

We calculated the frequency of each amino acid for each position in the N-ter

regions of both polyQ and random datasets. In Figure 7.3, we used the sequence

logo[216] approach calculated with ‘seqLogo’[217] library in R to represent amino

acid frequencies in different positions. The sequence logo method displays amino

acids on top of each other with different heights proportional to their frequencies.

This approach makes it easier to determine the importance of the entities and

their relative frequencies. As seen from the Figure 7.3, Leu is already the most

abundant amino acid in the human proteome. However, in the polyQ dataset, it

clusters around the first four positions just before the polyQ tract and its frequency

decreases through the position 10. Also in the random dataset, each amino acid

has the same abundancy independent from its position in the sequence. This result

confirms that our dataset is random. Even though the sequence logo gives us a

general idea about the frequencies, we also analyzed the sequences in more detail.

Figure 7.4: Enrichment of Leu residues when compared to random dataset obtained from

human proteome. ‘*’s denote statistical significance.

In the random dataset, Leu has an average occurrence of 10%. However, when

we analyze the polyQ dataset, we see that the first five positions preceding the

polyQ tract are highly enriched when compared to the random dataset. Especially

p1 is with %95.7 score highly enriched. After the fifth position, it starts to deplete.

When we focused on the first position(p1) preceding the polyQ tract, we ob-

served that other than Leu, especially Arg, His are over-represented in the polyQ
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Figure 7.5: Amino acid composition of the first positions of the random and the polyQ

datasets.

dataset and Asp, Cys, Val, and Gly are under-represented (Figure 7.5). From

previous studies, it is known that Pro and His amino acids are enriched in par-

ticularly insertions of imperfect polyQs and depleted in Asp, Cys, and Gly amino

acids[218].

7.5 Structural analysis

PolyQ region of AR folds into the alpha-helix by forming sc-mc hydrogen bonds

with four Leu residues at the N-ter of the region. One turn of an alpha-helix

contains four amino-acids, and their ability to form a helix is important for the

nucleation of the helix. Therefore, we predicted the propensities of the residues

at the positions 1 to 4 for the fragments in the polyQ dataset and calculated the

average helicity for each fragment by using these four residues (Figure 7.6). For the

residue-level helicity predictions, we used Agadir. Then we compared the helicity

profile of the polyQ dataset and the random dataset.

Figure 7.6: Residues p1 to p4 were used for the helicity predictions.
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Figure 7.7: Distribution of average helicity of 10,000 subsets from random dataset. Blue

line shows the mean of the distribution, red line shows where polyQ dataset loacated in

the distribution.

Permutation test

The number of fragments in the polyQ dataset (153) is much smaller than the

number of fragments in the random dataset (∼20,000). Therefore a direct com-

parison of these two datasets will be misleading. To solve this problem, we used

the permutation test. The permutation test is a statistical method to measure

statistical significance.

First, we generated 10,000 subsets from the random dataset. Each subset

contains randomly selected 153 fragments. Then we calculated the average helical

propensities for each fragment and each subset. From the mean of the subsets,

we generated a distribution and checked where the polyQ dataset located in this

distribution. P-value is simply calculated by the formula:

P − val = N(PolyQ>subset)/NTotal (7.1)

where NTotal = 10,000.

In previous chapters, we have shown that Agadir underestimates the helicity of

polyQ tracts and the four residues preceding the tract nucleates the polyQ helix.

Therefore, we examined the helical propensities of the N-terminal of the polyQ

tracts. As can be seen from the Figure 7.7, polyQ dataset has remarkably high

predicted helical propensity with p-val=2.10−4 compared to the random subsets

generated from the human proteome. Among 10,000 subsets, only a few of them

predicted to be as helical as the polyQ dataset.
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8.1 Molecular dynamics simulations

Input coordinates were generated using MacPyMOL[219] in fully helical confor-

mations. All simulations were performed in MD simulation software ACEMD[157]

using the CHARMM22* force field[158], which was designed to have an accurate

helix-coil balance (See Appendix for all of the parameters used). Each system was

explicitly solvated in the TIP3P water model inside cubic boxes from 25 to 40 Å

distance around the peptides, depending on their length, and neutralized with Cl-

and Na+ ions. Initial conformations were minimized and equilibrated under NPT

conditions at 1 atm and 300K for 1 ns. Production simulations were performed at

300K in the NVT ensemble using a 4 fs time step for up to 5 µs.

8.2 QM/MM calculations

As a starting structure, a frame from the 5 µs L4Q4 simulation that contains a

scQ1 → mcL1 hydrogen bond formed was selected. All the water molecules and ions

were preserved from the classical MD simulation. For the QM/MM simulation,

we used the AMBER 16 program [220] interfaced to the Terachem 1.9 program

(www.petachem.com, access date: June 1, 2017). QM atoms were described at

the BLYP/6-31G* level, including a dispersion correction [221]. The Chamber
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keyword of the Parmed program from AMBERTOOLS 16[220] is used to describe

the classical subsystem with the CHARMM22* force field[158]. To saturate the

valence of the frontier atoms, we used the link atoms procedure as implemented in

the AMBER package. We used the electrostatic cutoff of 12 Å to apply periodic

boundary conditions. We first minimized and the equilibrated the structure for

10 ps in the QM/MM run. Production simulations were performed at 300 K for

150 ps with a 1 fs time step. The NBO 6.0 program [222] was used to perform the

Natural Bond Critical Point analysis[223, 224].

8.3 Circular dichroism (CD)

CD is a very fast technique to investigate secondary structure, folding and binding

properties of proteins. CD is an absorption spectroscopy method that takes advan-

tage of difference in absorption of clockwise (R) and anti-clockwise (L) polarized

light in an optically active sample. Amino acids have distinct absorption patterns

of L and R polarized light and proteins analyzed by CD will reveal information on

their structure[225].

Figure 8.1: Reference CD spectra of protein secondary structures. CD spectra of poly-

L-lysine at pH 11.1 in the a-helical (1, black) and antiparallel b-sheet conformations (2,

red) and at pH 5.7 in the extended conformations (3, green) and placental collagen in its

native triple-helical (4, blue) and denatured (5, cyan) forms taken from[226].
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While monitoring the window of wavelengths from 260 nm to 320 nm gives

information about the tertiary structure, the window of low wavelengths from

180 nm to 260 nm is used to get information about the secondary structure[227].

Between these wavelengths, each secondary structure type has a distinct CD signal.

As seen from the Figure 8.1, typically an alpha-helix has two minima at 208 nm

and 220 nm with a maximum at 192 nm, while random coil shows a minimum

around 200 nm[226].

Deconvolution of CD spectra to determine secondary structure propensities

was performed with the analysis program CONTIN by using reference set 7 hosted

at DichroWeb[228–230] (dichroweb.cryst.bbk.ac.uk). DICHROWEB fits the pro-

vided CD spectrum to the dataset that contains CD spectra of known secondary

structures and calculates the composition of α-helix, β-sheet, and random coils.

8.4 Chemical shift back calculations and Reweighting

We used chemical shift predictor PPM[231] for the back-calculation of the chemical

shifts from the trajectories. Frames of the MD ensembles stripped from water

molecules and saved as PDB files. These PDB files were used as input in PPM

to predict chemical shifts. MD ensembles were reweighted by using the BME

method[159] (the code is available at https://github.com/KULL-Centre/ BME).
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9
Discussion

9.1 sci → mci−4 hydrogen bonds

Polyglutamine (polyQ) tracts are low sequence complexity regions present in around

150 human proteins, mostly in the context of intrinsically disordered regions

(IDRs). Frequently they are found in the activation domains of transcription

factors and transcriptional co-regulators[49]. Due to the problems arising dur-

ing genome replication, the length of polyQ tracts varies, often resulting in their

expansion[51]. These expansions lead to the oligomerization and aggregation of the

protein. In nine proteins, polyQ tract expansion beyond a threshold that is specific

for each protein causes neurodegenerative polyQ diseases. Besides the thresholds,

the risk of having the disease or age of onset, the aggregation propensity of the

protein is correlated with the length of the polyQ tract. All these observations

hint conformational change in the protein due to the length of the tract.

Recently we have shown that the polyQ tract of AR adopts a helical con-

figuration induced by its N-terminal flanking sequence[154]. In this project, we

proved that the overall helical content of the tract positively correlates with its

length, with helicity gradually increasing at the N-terminus upon tract elongation,

suggesting a cooperative effect in folding.

With our detailed analysis, by combining the simulations with experiments, we

found that unconventional sci → mci−4 hydrogen bonds between the Hε21 in the
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Figure 9.1: Secondary chemical shift analysis on Huntingtin protein using experimental

chemical shifts, Q residues are highlighted in yellow taken from:[233].

Gln side chain carboxamide and the oxygen atom of the backbone carbonyl of the

residue at relative position i− 4 can stabilize the α-helices of the AR polyQ tract.

We observed that the helicity profile of the polyQ tract is heterogeneous. Tract

has the highest helicity at the N-terminal, and helicity decreases gradually towards

the C-terminal. This can be explained by the observation that the strength of the

sci → mci−4 hydrogen bond depends on the amino acid type of the acceptor. Leu

residues are better acceptors than the Gln residues. Presumably, its geometry,

bulkiness, and hydrophobicity helps Leu to shield the hydrogen bond and protects

the bond from water competition. Also, while Leu residues can only be acceptors,

Gln can act as both an acceptor and a donor. When a Gln at the position i

donates its side chain carboxamide Hε21 to the residue at the position i-4, its

backbone oxygen atom is exposed to the water. Therefore, it could also affect the

sci → mci−4 hydrogen bond formation negatively and makes it easier to form a

hydrogen bond with a water molecule.

Fiumara and co-workers showed that Leu insertions inside the polyQ tracts

increases the helicity and the coiled-coil character of the tract. Our results give a

structural interpretation of their results, by explaining how residues with a high

propensity to form a sci → mci−4 hydrogen bond will increase the helicity and if

not present, helicity will decay through the C-terminal of the polyQ tract. The

fact that different amino acids have different propensities to form sci → mci−4 hy-

drogen bonds helps to explain the different properties of the polyQ tracts reported

in the literature[154, 232–234].

Huntington’s disease is one of the thoroughly studied polyQ disorders, and

Baias [232] and Urbanek [233] reported that the polyQ tract of the huntingtin

protein adopts helical conformation (Figure 9.1). Besides huntingtin, it has been

shown that ataxin 7 also has a helical polyQ tract (Figure 9.2)[234]. The helicity
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Figure 9.2: Secondary structure probabilities derived from structural ensemble analysis

for Ataxin710Q (blue) and Ataxin722Q (red)[234].

profile of the polyQ tract of both proteins is similar to the AR polyQ tract. They

both have the highest helicity at the N-terminal and beyond helicity decreases

through the C-terminal. However, the maximum helicity of the polyQ tract of

both proteins is lower than what we observed for AR. We can again explain these

behaviors with the sci → mci−4 forming propensity of the amino acids. Even

though both of the proteins have polyQ tracts that are long enough to account

for a cooperatively folded helix, their N-terminal compositions are different. Since

four residues preceding the polyQ tract forms the first turn of the polyQ helix,

they define the helical propensity of the tract. The ability to accept a sci → mci−4

hydrogen bond of each amino acid has not been determined yet, and having only

one Leu residue in the huntingtin protein (LKSF-Qn) may explain the lower helical

content of the tract. Ataxin 7 (AAAR-Qn), has three Ala N-terminal to the polyQ

tract. Despite the fact that Ala has the highest intrinsic helical propensity among

all amino acids, the polyQ tract of the ataxin 7 also shows lower helical content

than AR[134]. Compared to Leu, Ala is less bulky and hydrophobic, therefore, in

light of our results, we can explain the low helical content of ataxin 7 with the

lower propensity of Ala residue to accept a sci → mci−4 hydrogen bond.

Even if the helicity in aqueous solution at physiological temperature is certainly

low, it might be enhanced in vivo by the localization of polyQ tract-containing pro-

teins in water depleted environments such as liquid-liquid phase separated protein

condensates. PolyQ tracts potentially play a role in such phenomena [235–237].

The absence of the water may lead the unsatisfied hydrogens in the Gln side chains

to form the sci → mci−4 hydrogen bond with the backbone oxygens of the proteins.
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9.2 Simulations and reweighting

PolyQ peptides outside of their native sequence context are intrinsically disordered.

The goal of our work is to show that, despite this, they can become helical when

they are flanked by sequences that can accept up to four of the sci → mci−4

hydrogen bonds that we reveal in this work involving, as donors, the first residues

of the polyQ tract. Yet, in classical MD simulations that we have performed,

calculated helicity of the polyQ tract was not as high as experiments.

Since hydrogen bonds play an important role, it is essential to correctly sim-

ulate hydrogen bond geometry[238–242]. However, current force fields ignore the

partial charges and the directionality of the lone pairs of the acceptor. The sim-

plified description of the hydrogen bond in the force fields may explain the low

population of the sci → mci−4 hydrogen bonds hence the low population of the

helical propensity when compared to the experiments. Although QM/MM cal-

culations can help to describe the Hydrogen bond geometry accurately[243], the

computational cost makes it impractical to reach convergence. For this reason,

we did not compare the frequencies of hydrogen bond formation in the respective

simulations. Instead, the goals of these simulations were to qualitatively assess

the kinetic stability of the sci → mci−4 hydrogen bond in the QM/MM force field

and, especially, to compute the electron density.

It is also important to mention that even though NMR experiments were per-

formed at 278K, we carried out our MD simulations at 300K. We did not expect

the back-calculated chemical shifts computed from the MD trajectories to agree

correctly with those measured experimentally because the two procedures are car-

ried out at different temperatures. However, the aim of the simulations was to

sample the conformational space to an extent that it allows the reweighting pro-

cedure to yield valid conformational ensembles for further analysis. The higher

temperature allows a faster and more homogeneous sampling of all configurations

and is less sensitive to unbalances in the force field. Still, to check the effect of the

temperature on the results, we have carried out a 3 µs simulation of the peptide

L4Q16 equivalent to that presented in the Chapter 3 but at the temperature used

in the NMR experiments, 278K. As shown in Figure 9.3a the sampling at this tem-

perature is reduced but after reweighting this trajectory on the basis of the main

chain chemical shifts obtained at 278K the residue-specific secondary structure is

very similar (Figure 9.3b) and, most importantly for our work, the frequencies of

the various types of hydrogen bonds involving Gln side chains is also similar to that

obtained after reweighting the trajectory obtained at 300K (Figure 9.3c). This in-

dicates that the approach we have used to produce the conformational ensembles
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is robust to the temperature used for the MD simulations.

Figure 9.3: a. Time series of the residue-specific secondary structure of peptide L4Q16

in a simulation carried out at 278K as obtained by using the algorithm DSSP where

helical residues are shown in red, extended residues are shown in dark gray and disordered

residues are shown in light gray b. Comparison of the residue-specific secondary structure

obtained by reweighting the MD trajectory of L4Q16 shown in panel a with the main

chain chemical shifts obtained at 278K with that obtained by reweighting the trajectory

used in the Chapter 3, obtained at 300K c. Frequencies of the various types of hydrogen

bonds involving Gln side chains by reweighting the MD trajectory obtained for L4Q16 at

278K. In this figure sc-sc refers to hydrogen bonds between Gln side chains, where one

acts as acceptor and the other one as donor; sc-mc refers to hydrogen bond where the Gln

side chain acts as donor; and mc-sc to hydrogen bonds where the Gln side chain acts as

acceptor.

Finally, regarding convergence, we would like to clarify that, provided that

all states of the peptide are sampled, convergence is not necessary to produce
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valid conformational ensembles by reweighting. To illustrate that we have di-

vided into two halves the MD trajectory obtained for the largest system, L4Q20,

repeated in each case the reweighting procedure and analyzed the secondary struc-

ture (Figure 9.4a) and hydrogen bonds involving Gln side chains (Figure 9.4b) of

the resulting reweighted trajectories. As the results illustrate the results are very

similar, indicating that the degree of sampling in each half of the original simu-

lation is sufficient to obtain consistent results. In conclusion, reweighting is one

of the cheapest solutions to the force field related and convergence problems. It

enabled us to obtain a robust model that fits the experimental data to analyze our

hypothesis in detail.

9.3 Agadir

Agadir is an algorithm based on the LR-based helix-coil transition theory to predict

helical behavior. Still, it underestimates the helicity of the polyQ tract of AR. In

our work, we showed that introducing a term that defines the energy contribution,

∆ELi+4,i, of the sci → mci−4 hydrogen bond between Gln and Leu improved the

results for the AR polyQ tract. However, after the optimization of ∆EXi+4,i for

different peptide lengths, we observed that E changes along with the Gln number of

the tract. This result suggests that the formation of the polyQ helix is cooperative

and having one sci → mci−4 hydrogen bond makes it easier to form for the second

one.

Fixing Agadir requires the optimizing ∆EXi+4,i values for each type of amino

acid and introducing the cooperativity to the algorithm. Each amino acid has

a different intrinsic helical propensity, solvent-accessible solvent area (SASA) and

hydrophobicity or charge according to their sidechain geometry. Thereby, all these

characteristics will have an effect on the ∆EXi+4,i. AR polyQ tract is one of the

most convenient systems to calculate the value of ∆EXi+4,i, since it has four Leu

residues. Four residues form exactly one turn of a helix, having four of the same

amino acid at the N-terminal of the tract amplifies the effect of the amino acid.

Right now, our colleagues are working on point mutations in the first position

preceding the polyQ tract but the effect may not be as clear to optimize the

values. Also, to introduce the cooperativity to the algorithm, first we need to

prove our hypothesis and solve the mechanism of cooperativity.
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Figure 9.4: a. Comparison of the residue-specific secondary structure obtained by

reweighting the first (black) and second (red) halves of the MD trajectory of peptide

L4Q20 b. Comparison of the frequencies of the various types of hydrogen bonds involving

Gln side chains by reweighting the first (top) and second (bottom) halves of the MD tra-

jectory obtained for L4Q16. In this figure sc-sc refers to hydrogen bonds between Gln side

chains, where one acts as acceptor and the other one as donor; sc-mc refers to hydrogen

bond where the Gln side chain acts as donor; and mc-sc to hydrogen bonds where the Gln

side chain acts as acceptor.
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• The stability of AR polyQ helix is positively correlated with its length, and

the helical propensity of the residues gradually increases at the N-terminus

upon tract elongation.

• Side chain to main chain hydrogen bonds between the Hε21 of the carbox-

amide group in the side chain of glutamine at position i and the mainchain

carbonyl group of residue at position i-4 (sci → mci−4)stabilizes the polyQ

helix.

• Gln can simultaneously donate hydrogen both from its side chain and main

chain to the CO of the residue at relative position i-4. These types of hy-

drogen bonds called bifurcated hydrogen bonds.

• According to QM calculations, the Gln side chain is a better donor than the

main chain and the cumulative interaction in the bifurcated hydrogen bond

is strong.

• Agadir underestimates the helicity of the AR polyQ tract. Introducing sci →
mci−4 hydrogen bonds to the Agadir improves the results.

• The formation of the polyQ helix is cooperative. The effective strength of

the sci → mci−4 hydrogen bond correlated with the positions and the total

number of bonds.
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• Bioinformatics analysis shows that the four residues preceding the polyQ

tracts in the human proteome enriched in Leu and they are predicted to be

more helical when compared to random sets.
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11.1 AR Sequence
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11.2 Backbone chemical shifts of L4Q4

# AA H N C CA CB

49 Lys 0.0 0.0 0.0 0.0 0.0

50 Lys 0.0 0.0 0.0 0.0 0.0

51 Pro 0.0 0.0 0.0 0.0 0.0

52 Gly 8.68804 109.9799 0.0 0.0 0.0

53 Ala 8.33197 123.9989 0.0 0.0 0.0

54 Ser 8.51705 115.26975 175.20 58.74703 63.36192

55 Leu 8.35150 124.6916 177.88 56.07240 41.87189

56 Leu 8.10257 121.61542 177.87 55.88152 41.86799

57 Leu 8.04165 121.90772 178.01 55.83973 41.91361

58 Leu 8.11173 121.85241 178.17 55.87823 42.05869

59 Glu 8.33104 120.06676 176.77 56.52391 28.97372

60 Gln 8.37547 120.68263 176.46 56.29909 29.19332

61 Gln 8.41722 120.86788 176.14 56.07039 29.38276

62 Gln 8.42887 121.59968 175.82 55.85014 29.39399

63 Lys 8.45195 112.03120 0.0 0.0 0.0

64 Lys 8.18612 117.06059 0.0 0.0 0.0
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11.3 Backbone chemical shifts of L4Q8

# AA H N C CA CB

49 Lys 0.0 0.0 0.0 0.0 0.0

50 Lys 0.0 0.0 0.0 0.0 0.0

51 Pro 0.0 0.0 0.0 0.0 0.0

52 Gly 0.0 0.0 0.0 0.0 0.0

53 Ala 8.33981 123.9700 0.0 53.23899 19.34415

54 Ser 8.52467 115.24488 175.32405 58.93018 63.31054

55 Leu 8.32830 124.6700 178.13466 56.31548 41.87122

56 Leu 8.07549 121.22485 178.19657 56.30884 41.87791

57 Leu 7.98996 121.49885 178.37086 56.30884 41.87122

58 Leu 8.07122 121.41161 178.59465 56.52222 41.88437

59 Glu 8.30788 119.74579 177.43975 57.18406 28.77146

60 Gln 8.35149 120.42568 177.32777 57.18564 28.96234

61 Gln 8.41158 120.43608 177.17847 57.01944 28.96711

62 Gln 8.39531 120.43344 176.94713 56.75690 28.97072

63 Gln 8.36342 120.56965 176.71627 56.54933 29.17011

64 Gln 8.38387 120.72348 176.39577 56.30800 29.19043

65 Gln 8.40580 120.97214 176.09276 56.07174 29.40070

66 Gln 8.44401 121.71199 175.82115 55.86555 29.41073

67 Lys 8.47072 124.1100 0.0 56.51940 33.01324

68 Lys 8.19155 105.0700 0.0 0.0 0.0
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11.4 Backbone chemical shifts of L4Q12

# AA H N C CA CB

49 Lys 0.0 0.0 0.0 0.0 0.0

50 Lys 0.0 0.0 0.0 0.0 0.0

51 Pro 0.0 0.0 0.0 0.0 0.0

52 Gly 8.67893 121.84785 0.0 0.0 0.0

53 Ala 8.34462 123.9600 0.0 0.0 0.0

54 Ser 8.52441 115.25812 175.39514 58.99273 63.29034

55 Leu 8.32475 124.7000 178.23859 56.52503 41.79823

56 Leu 8.06876 121.07664 178.33371 56.52268 41.87229

57 Leu 7.96937 121.34651 178.56589 56.52905 41.77881

58 Leu 8.05937 121.25263 178.81874 56.74576 41.76248

59 Glu 8.30923 119.67024 177.75455 57.46137 28.72469

60 Gln 8.35082 120.43685 177.68664 57.61583 28.77017

61 Gln 8.43305 120.44370 177.62237 57.50406 28.74594

62 Gln 8.40209 120.40231 177.38821 57.34006 28.73897

63 Gln 8.34600 120.46795 177.20172 57.33535 28.74372

64 Gln 8.34800 120.46752 177.08730 57.17795 28.77306

65 Gln 8.35730 120.55844 176.99493 56.92953 28.87817

66 Gln 8.37600 120.59200 176.87233 56.74359 28.97309

67 Gln 8.40217 120.70270 176.65591 56.53346 29.07394

68 Gln 8.41360 120.84774 176.35721 56.23760 29.18904

69 Gln 8.43011 121.07155 176.07589 55.99267 29.32309

70 Gln 8.46304 121.78703 175.83552 55.85918 29.40708

71 Lys 8.48099 124.6000 175.63987 0.0 0.0

72 Lys 8.19478 105.1200 0.0 0.0 0.0
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11.5 Backbone chemical shifts of L4Q16

# AA H N C CA CB

49 Lys 0.0 0.0 0.0 0.0 0.0

50 Lys 0.0 0.0 0.0 0.0 0.0

51 Pro 0.0 0.0 0.0 0.0 0.0

52 Gly 8.68659 121.89359 174.17642 45.11139 0.0

53 Ala 8.34493 123.9500 178.66270 0.0 0.0

54 Ser 8.52863 115.22656 175.43275 59.03091 63.26770

55 Leu 8.30813 124.6830 178.34616 56.64598 41.76242

56 Leu 8.05183 120.91999 178.48562 56.67580 41.78212

57 Leu 7.94433 121.17432 178.69000 56.70043 41.75799

58 Leu 8.03889 121.09633 178.98269 56.93778 41.79497

59 Glu 8.30071 119.56306 178.02803 57.94841 28.66866

60 Gln 8.34408 120.41775 177.94517 57.84877 28.70385

61 Gln 8.43521 120.41793 177.89145 57.74899 28.66866

62 Gln 8.40107 120.34850 177.68945 57.68478 28.66866

63 Gln 8.32674 120.41201 177.50354 57.62612 28.66450

64 Gln 8.32989 120.41201 177.47247 57.52445 28.66866

65 Gln 8.33775 120.41201 177.37262 57.34848 28.73318

66 Gln 8.34875 120.44555 177.29496 57.23997 28.78923

67 Gln 8.36248 120.50137 177.18956 57.14839 28.82249

68 Gln 8.37209 120.55488 177.08416 57.03958 28.82665

69 Gln 8.38463 120.62177 176.95102 56.85782 28.85991

70 Gln 8.39425 120.66525 176.84007 56.70421 28.94723

71 Gln 8.40653 120.74652 176.64843 56.45668 29.11797

72 Gln 8.42507 120.90956 176.35713 56.21869 29.15884

73 Gln 8.43829 121.12643 176.06968 55.99278 29.35945

74 Gln 8.46860 121.82459 175.82213 55.85581 29.41104

75 Lys 8.48305 124.1700 175.64567 56.45094 32.93116

76 Lys 8.19281 105.0900 0.0 0.0 0.0
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11.6 Backbone chemical shifts of L4Q20

# AA H N C CA CB

49 Lys 0.0 0.0 0.0 0.0 0.0

50 Lys 0.0 0.0 0.0 0.0 0.0

51 Pro 0.0 0.0 0.0 0.0 0.0

52 Gly 0.0 0.0 0.0 0.0 0.0

53 Ala 0.0 0.0 0.0 0.0 0.0

54 Ser 8.53659 115.22902 175.46075 59.08105 63.29383

55 Leu 8.30619 124.68 178.39997 56.70177 41.77524

56 Leu 8.05084 120.83257 178.56275 56.80352 41.87274

57 Leu 7.93784 121.0876 178.75536 56.8665 41.6907

58 Leu 8.03460 121.00796 179.06464 57.10013 41.79801

59 Glu 8.30431 119.51435 178.15838 58.10212 28.60899

60 Gln 8.34776 120.38054 178.08956 58.02622 28.62014

61 Gln 8.44584 120.40928 178.05492 57.96645 28.5458

62 Gln 8.41007 120.33089 177.86569 57.89523 28.55016

63 Gln 8.32674 120.39076 177.71224 57.80495 28.56512

64 Gln 8.32455 120.32389 177.66902 57.74325 28.59095

65 Gln 8.33023 120.39319 177.61031 57.63781 28.69308

66 Gln 8.34350 120.42784 177.55895 57.53978 28.74013

67 Gln 8.35459 120.42784 177.51125 57.47884 28.7507

68 Gln 8.36055 120.48847 177.36512 57.33999 28.81308

69 Gln 8.37307 120.53684 177.33153 57.23037 28.84267

70 Gln 8.37645 120.56391 177.25176 57.1573 28.93298

71 Gln 8.38263 120.60993 177.151 57.01114 28.84162

72 Gln 8.39109 120.60993 177.0409 56.95999 28.95709

73 Gln 8.39842 120.66858 176.90749 56.80653 28.98143

74 Gln 8.41111 120.76558 176.78994 56.60922 28.98006

75 Gln 8.42659 120.82255 176.6304 56.41191 29.14513

76 Gln 8.43846 120.95401 176.35751 56.25571 29.2217

77 Gln 8.45078 121.17525 176.07202 55.9634 29.39091

78 Gln 8.47913 121.85921 175.8181 55.84465 29.41107

79 Lys 0.0 0.0 0.0 0.0 0.0

80 Lys 0.0 0.0 0.0 0.0 0.0

113



APPENDIX 11. Appendix

11.7 MD parameters for the minimization and equili-

bration

# VARIABLES DECLARATION

set numMin 5000 ; # Number of steps to minimize

set numNVE 25000 ; # Number of steps for NVE

set numNPT 500000 ; # Number of steps for NPT

set numSteps [expr $numNVE + $numNPT] ; # Total number of steps for the

simulation.

set inputname input

set outputname equ

set structure structure

set parameters par all22star prot.inp

set temperature 300

set logfreq 1000

# SIMULATION SETTINGS

restart on

restartfreq 5000

restartname $outputname.restart

structure $structure.psf

coordinates $structure.pdb

parameters $parameters

temperature $temperature

#celldimension

extendedsystem $inputname.xsc

timestep 4

rigidbonds all

hydrogenscale 4

switching on

switchdist 7.5

cutoff 9
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exclude scaled1-4

1-4scaling 1.0

fullelectfrequency 2

langevin on

langevintemp $temperature

langevindamping 1

outputname $outputname

dcdfreq 25000

dcdfile $outputname.dcd

pme on

pmegridspacing 1.0

constraints on

consref structure.restrained.pdb

constraintscaling 1.0

berendsenpressure on

berendsenpressuretarget 1.01325

berendsenpressurerelaxationtime 800

energyfreq $logfreq

# TCL FORCES SETTINGS

tclforces on

set cons off 30000 ; # Turn off constraints after X many steps

proc calcforces init {} {
# Declaration of this procedure is required, even

# if you don’t need to initialize atom groups, etc.

}

proc calcforces {} {
global numNVE cons off logfreq

# Get Current Step

set step [getstep]
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# Control switch from NVE to NPT

if {$step > $numNVE && $step%$logfreq == 0} {
#puts ‘Turning on barostat’

berendsenpressure on

} else {
if {$step == 0} {
#puts ”Barostat off, step $step”

berendsenpressure off

}
}

# Turn off restraints

if {$step == $cons off} {
puts ‘# Constraints set to 0, step $step’

constraintscaling 0

}
}

proc calcforces endstep { } { }

# Run minimization

minimize $numMin

# Run simulation

run $numSteps
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11.8 MD parameters for the production run

# VARIABLES DECLARATION

set inputname run.restart

set outputname run

set structure structure

set parameters par all22star prot.inp

set temperature 300

set logfreq 1000

# SIMULATION SETTINGS

restart on

restartfreq 25000

restartname $outputname.restart

wrap on

structure $structure.psf

coordinates $structure.pdb

bincoordinates $inputname.coor

binvelocities $inputname.vel

parameters $parameters

temperature $temperature

#celldimension

extendedsystem $inputname.xsc

timestep 4

rigidbonds all

hydrogenscale 4

switching on

switchdist 7.5

cutoff 9

exclude scaled1-4

1-4scaling 1.0

fullelectfrequency 2
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langevin on

langevintemp $temperature

langevindamping 0.1

# Configure barostat

berendsenpressure off

berendsenpressuretarget 1.01325

berendsenpressurerelaxationtime 800

useflexiblecell off

useconstantratio off

outputname $outputname

energyfreq 5000

xtcfreq 25000

xtcfile $outputname.xtc

pme on

pmegridspacing 1.0

energyfreq $logfreq

# Run simulation

run 5000ns
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11.9 Replica Averaged MD parameters for the equili-

bration run

; VARIOUS PREPROCESSING OPTIONS

; Preprocessor information: use cpp syntax.

; e.g.: -I/home/joe/doe -I/home/mary/roe

include =

; e.g.: -DPOSRES -DFLEXIBLE (note these variable names are case sensitive)

define =

; RUN CONTROL PARAMETERS

integrator = steep

; Start time and timestep in ps

tinit = 0

dt = 0.001

nsteps = 10000

; For exact run continuation or redoing part of a run

init-step = 0

; Part index is updated automatically on checkpointing (keeps files separate)

simulation-part = 1

; mode for center of mass motion removal

comm-mode = Linear

; number of steps for center of mass motion removal

nstcomm = 100

; group(s) for center of mass motion removal

comm-grps =

; LANGEVIN DYNAMICS OPTIONS

; Friction coefficient (amu/ps) and random seed

bd-fric = 0

ld-seed = 1993

; ENERGY MINIMIZATION OPTIONS

; Force tolerance and initial step-size

emtol = 1000

emstep = 0.001

; Max number of iterations in relax-shells

niter = 20
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; Step size (ps2) for minimization of flexible constraints

fcstep = 0

; Frequency of steepest descents steps when doing CG

nstcgsteep = 100

nbfgscorr = 10

; TEST PARTICLE INSERTION OPTIONS

rtpi = 0.05

; OUTPUT CONTROL OPTIONS

; Output frequency for coords (x), velocities (v) and forces (f)

nstxout = 0

nstvout = 0

nstfout = 0

; Output frequency for energies to log file and energy file

nstlog = 1000

nstcalcenergy = 100

nstenergy = 1000

; Output frequency and precision for .xtc file

nstxtcout = 0

xtc-precision = 1000

; This selects the subset of atoms for the .xtc file. You can

; select multiple groups. By default all atoms will be written.

xtc-grps =

; Selection of energy groups

energygrps =

; NEIGHBORSEARCHING PARAMETERS

; cut-off scheme (group: using charge groups, Verlet: particle based cut-offs)

cutoff-scheme = Verlet

; nblist update frequency

nstlist = 1

; ns algorithm (simple or grid)

ns-type = grid

; Periodic boundary conditions: xyz, no, xy

pbc = xyz

periodic-molecules = no

; Allowed energy drift due to the Verlet buffer in kJ/mol/ps per atom,
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; a value of -1 means: use rlist

verlet-buffer-drift = 0.005

; nblist cut-off

rlist = 1

; long-range cut-off for switched potentials

rlistlong = -1

nstcalclr = -1

; OPTIONS FOR ELECTROSTATICS AND VDW

; Method for doing electrostatics

coulombtype = PME

coulomb-modifier = Potential-shift-Verlet

rcoulomb-switch = 0

rcoulomb = 1.0

; Relative dielectric constant for the medium and the reaction field

epsilon-r = 1

epsilon-rf = 0

; Method for doing Van der Waals

vdw-type = Cut-off

vdw-modifier = Potential-shift-Verlet

; cut-off lengths

rvdw-switch = 0

rvdw = 1.0

; Apply long range dispersion corrections for Energy and Pressure

DispCorr = No

; Extension of the potential lookup tables beyond the cut-off

table-extension = 1

; Separate tables between energy group pairs

energygrp-table =

; Spacing for the PME/PPPM FFT grid

fourierspacing = 0.12

; FFT grid size, when a value is 0 fourierspacing will be used

fourier-nx = 0

fourier-ny = 0

fourier-nz = 0

; EWALD/PME/PPPM parameters

pme-order = 4

ewald-rtol = 1e-05
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ewald-geometry = 3d

epsilon-surface = 0

optimize-fft = no

; IMPLICIT SOLVENT ALGORITHM

implicit-solvent = No

; GENERALIZED BORN ELECTROSTATICS

; Algorithm for calculating Born radii

gb-algorithm = Still

; Frequency of calculating the Born radii inside rlist

nstgbradii = 1

; Cutoff for Born radii calculation; the contribution from atoms

; between rlist and rgbradii is updated every nstlist steps

rgbradii = 1

; Dielectric coefficient of the implicit solvent

gb-epsilon-solvent = 80

; Salt concentration in M for Generalized Born models

gb-saltconc = 0

; Scaling factors used in the OBC GB model. Default values are OBC(II)

gb-obc-alpha = 1

gb-obc-beta = 0.8

gb-obc-gamma = 4.85

gb-dielectric-offset = 0.009

sa-algorithm = Ace-approximation

; Surface tension (kJ/mol/nm2) for the SA (nonpolar surface) part of GBSA

; The value -1 will set default value for Still/HCT/OBC GB-models.

sa-surface-tension = -1

; OPTIONS FOR WEAK COUPLING ALGORITHMS

; Temperature coupling

tcoupl = No

nsttcouple = -1

nh-chain-length = 10

print-nose-hoover-chain-variables = no

; Groups to couple separately

tc-grps =

; Time constant (ps) and reference temperature (K)
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tau-t =

ref-t =

; pressure coupling

pcoupl = No

pcoupltype = Isotropic

nstpcouple = -1

; Time constant (ps), compressibility (1/bar) and reference P (bar)

tau-p = 1

compressibility =

ref-p =

; Scaling of reference coordinates, No, All or COM

refcoord-scaling = No

; OPTIONS FOR QMMM calculations

QMMM = no

; Groups treated Quantum Mechanically

QMMM-grps =

; QM method

QMmethod =

; QMMM scheme

QMMMscheme = normal

; QM basisset

QMbasis =

; QM charge

QMcharge =

; QM multiplicity

QMmult =

; Surface Hopping

SH =

; CAS space options

CASorbitals =

CASelectrons =

SAon =

SAoff =

SAsteps =

; Scale factor for MM charges

MMChargeScaleFactor = 1

; Optimization of QM subsystem
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bOPT =

bTS =

; SIMULATED ANNEALING

; Type of annealing for each temperature group (no/single/periodic)

annealing =

; Number of time points to use for specifying annealing in each group

annealing-npoints =

; List of times at the annealing points for each group

annealing-time =

; Temp. at each annealing point, for each group.

annealing-temp =

; GENERATE VELOCITIES FOR STARTUP RUN

gen-vel = no

gen-temp = 300

gen-seed = 173529

; OPTIONS FOR BONDS

constraints = none

; Type of constraint algorithm

constraint-algorithm = Lincs

; Do not constrain the start configuration

continuation = no

; Use successive overrelaxation to reduce the number of shake iterations

Shake-SOR = no

; Relative tolerance of shake

shake-tol = 0.0001

; Highest order in the expansion of the constraint coupling matrix

lincs-order = 4

; Number of iterations in the final step of LINCS. 1 is fine for

; normal simulations, but use 2 to conserve energy in NVE runs.

; For energy minimization with constraints it should be 4 to 8.

lincs-iter = 1

; Lincs will write a warning to the stderr if in one step a bond

; rotates over more degrees than

lincs-warnangle = 30

; Convert harmonic bonds to morse potentials
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morse = no

; ENERGY GROUP EXCLUSIONS

; Pairs of energy groups for which all non-bonded interactions are excluded

energygrp-excl =

; WALLS

; Number of walls, type, atom types, densities and box-z scale factor for Ewald

nwall = 0

wall-type = 9-3

wall-r-linpot = -1

wall-atomtype =

wall-density =

wall-ewald-zfac = 3

; COM PULLING

; Pull type: no, umbrella, constraint or constant-force

pull = no

; ENFORCED ROTATION

; Enforced rotation: No or Yes

rotation = no

; NMR refinement stuff

; Distance restraints type: No, Simple or Ensemble

disre = No

; Force weighting of pairs in one distance restraint: Conservative or Equal

disre-weighting = Conservative

; Use sqrt of the time averaged times the instantaneous violation

disre-mixed = no

disre-fc = 1000

disre-tau = 0

; Output frequency for pair distances to energy file

nstdisreout = 100

; Orientation restraints: No or Yes

orire = no

; Orientation restraints force constant and tau for time averaging

orire-fc = 0
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orire-tau = 0

orire-fitgrp =

; Output frequency for trace(SD) and S to energy file

nstorireout = 100

; Free energy variables

free-energy = no

couple-moltype =

couple-lambda0 = vdw-q

couple-lambda1 = vdw-q

couple-intramol = no

init-lambda = -1

init-lambda-state = -1

delta-lambda = 0

nstdhdl = 50

fep-lambdas =

mass-lambdas =

coul-lambdas =

vdw-lambdas =

bonded-lambdas =

restraint-lambdas =

temperature-lambdas =

calc-lambda-neighbors = 1

init-lambda-weights =

dhdl-print-energy = no

sc-alpha = 0

sc-power = 1

sc-r-power = 6

sc-sigma = 0.3

sc-coul = no

separate-dhdl-file = yes

dhdl-derivatives = yes

dh-hist-size = 0

dh-hist-spacing = 0.1

; Non-equilibrium MD stuff

acc-grps =

accelerate =
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freezegrps =

freezedim =

cos-acceleration = 0

deform =

; simulated tempering variables

simulated-tempering = no

simulated-tempering-scaling = geometric

sim-temp-low = 300

sim-temp-high = 300

; Electric fields

; Format is number of terms (int) and for all terms an amplitude (real)

; and a phase angle (real)

E-x =

E-xt =

E-y =

E-yt =

E-z =

E-zt =

; AdResS parameters

adress = no

; User defined thingies

user1-grps =

user2-grps =

userint1 = 0

userint2 = 0

userint3 = 0

userint4 = 0

userreal1 = 0

userreal2 = 0

userreal3 = 0

userreal4 = 0
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11.10 Replica Averaged MD parameters for the pro-

duction run

; RUN CONTROL PARAMETERS

integrator = md

; Start time and timestep in ps

tinit = 0

dt = 0.002

nsteps = 500000

; For exact run continuation or redoing part of a run

init-step = 0

; Part index is updated automatically on checkpointing (keeps files separate)

simulation-part = 1

; mode for center of mass motion removal

comm-mode = Linear

; number of steps for center of mass motion removal

nstcomm = 100

; group(s) for center of mass motion removal

comm-grps =

; LANGEVIN DYNAMICS OPTIONS

; Friction coefficient (amu/ps) and random seed

bd-fric = 0

ld-seed = -1

; ENERGY MINIMIZATION OPTIONS

; Force tolerance and initial step-size

emtol = 10

emstep = 0.01

; Max number of iterations in relax-shells

niter = 20

; Step size (ps2) for minimization of flexible constraints

fcstep = 0

; Frequency of steepest descents steps when doing CG

nstcgsteep = 1000

nbfgscorr = 10

; TEST PARTICLE INSERTION OPTIONS

128



APPENDIX 11. Appendix

rtpi = 0.05

; OUTPUT CONTROL OPTIONS

; Output frequency for coords (x), velocities (v) and forces (f)

nstxout = 0

nstvout = 5000

nstfout = 0

; Output frequency for energies to log file and energy file

nstlog = 1000

nstcalcenergy = 20

nstenergy = 1000

; Output frequency and precision for .xtc file

nstxout-compressed = 5000

compressed-x-precision = 1000

; This selects the subset of atoms for the compressed

; trajectory file. You can select multiple groups. By

; default, all atoms will be written.

compressed-x-grps =

; Selection of energy groups

energygrps =

; NEIGHBORSEARCHING PARAMETERS

; cut-off scheme (Verlet: particle based cut-offs, group: using charge groups)

cutoff-scheme = Verlet

; nblist update frequency

nstlist = 20

; ns algorithm (simple or grid)

ns-type = grid

; Periodic boundary conditions: xyz, no, xy

pbc = xyz

periodic-molecules = no

; Allowed energy error due to the Verlet buffer in kJ/mol/ps per atom,

; a value of -1 means: use rlist

verlet-buffer-tolerance = 0.005

; nblist cut-off

rlist = 1

; long-range cut-off for switched potentials

rlistlong = -1
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nstcalclr = -1

; OPTIONS FOR ELECTROSTATICS AND VDW

; Method for doing electrostatics

coulombtype = PME

coulomb-modifier = Potential-shift-Verlet

rcoulomb-switch = 0.8

rcoulomb = 1.0

; Relative dielectric constant for the medium and the reaction field

epsilon-r = 1

epsilon-rf = 0

; Method for doing Van der Waals

vdw-type = Cut-off

vdw-modifier = Potential-shift-Verlet

; cut-off lengths

rvdw-switch = 0.8

rvdw = 1.0

; Apply long range dispersion corrections for Energy and Pressure

DispCorr = No

; Extension of the potential lookup tables beyond the cut-off

table-extension = 1

; Separate tables between energy group pairs

energygrp-table =

; Spacing for the PME/PPPM FFT grid

fourierspacing = 0.12

; FFT grid size, when a value is 0 fourierspacing will be used

fourier-nx = 0

fourier-ny = 0

fourier-nz = 0

; EWALD/PME/PPPM parameters

pme-order = 4

ewald-rtol = 1e-05

ewald-rtol-lj = 0.001

lj-pme-comb-rule = Geometric

ewald-geometry = 3d

epsilon-surface = 0

; IMPLICIT SOLVENT ALGORITHM
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implicit-solvent = No

; GENERALIZED BORN ELECTROSTATICS

; Algorithm for calculating Born radii

gb-algorithm = Still

; Frequency of calculating the Born radii inside rlist

nstgbradii = 1

; Cutoff for Born radii calculation; the contribution from atoms

; between rlist and rgbradii is updated every nstlist steps

rgbradii = 1

; Dielectric coefficient of the implicit solvent

gb-epsilon-solvent = 80

; Salt concentration in M for Generalized Born models

gb-saltconc = 0

; Scaling factors used in the OBC GB model. Default values are OBC(II)

gb-obc-alpha = 1

gb-obc-beta = 0.8

gb-obc-gamma = 4.85

gb-dielectric-offset = 0.009

sa-algorithm = Ace-approximation

; Surface tension (kJ/mol/nm2) for the SA (nonpolar surface) part of GBSA

; The value -1 will set default value for Still/HCT/OBC GB-models.

sa-surface-tension = -1

; OPTIONS FOR WEAK COUPLING ALGORITHMS

; Temperature coupling

Tcoupl = v-rescale

nsttcouple = 5

nh-chain-length = 10

print-nose-hoover-chain-variables = no

; Groups to couple separately

tc-grps = system

; Time constant (ps) and reference temperature (K)

tau-t = 0.2

ref-t = 278

; pressure coupling

Pcoupl = no

Pcoupltype = Isotropic
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nstpcouple = -1

; Time constant (ps), compressibility (1/bar) and reference P (bar)

tau-p = 1

compressibility = 4.5e-5

ref-p = 1.0

; Scaling of reference coordinates, No, All or COM

refcoord-scaling = No

; OPTIONS FOR QMMM calculations

QMMM = no

; Groups treated Quantum Mechanically

QMMM-grps =

; QM method

QMmethod =

; QMMM scheme

QMMMscheme = normal

; QM basisset

QMbasis =

; QM charge

QMcharge =

; QM multiplicity

QMmult =

; Surface Hopping

SH =

; CAS space options

CASorbitals =

CASelectrons =

SAon =

SAoff =

SAsteps =

; Scale factor for MM charges

MMChargeScaleFactor = 1

; Optimization of QM subsystemv bOPT =

bTS =

; SIMULATED ANNEALING

; Type of annealing for each temperature group (no/single/periodic)

annealing =
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; Number of time points to use for specifying annealing in each groupv annealing-

npoints =

; List of times at the annealing points for each group

annealing-time =

; Temp. at each annealing point, for each group.

annealing-temp =

; GENERATE VELOCITIES FOR STARTUP RUN

gen-vel = no

gen-temp = 300

gen-seed = -1

; OPTIONS FOR BONDS

constraints = all-bonds

; Type of constraint algorithm

constraint-algorithm = lincs

; Do not constrain the start configuration

continuation = no

; Use successive overrelaxation to reduce the number of shake iterations

Shake-SOR = no

; Relative tolerance of shake

shake-tol = 0.0001

; Highest order in the expansion of the constraint coupling matrix

lincs-order = 4

; Number of iterations in the final step of LINCS. 1 is fine for

; normal simulations, but use 2 to conserve energy in NVE runs.

; For energy minimization with constraints it should be 4 to 8.

lincs-iter = 1

; Lincs will write a warning to the stderr if in one step a bond

; rotates over more degrees than

lincs-warnangle = 30

; Convert harmonic bonds to morse potentials

morse = no

; ENERGY GROUP EXCLUSIONS

; Pairs of energy groups for which all non-bonded interactions are excluded

energygrp-excl =
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; WALLS

; Number of walls, type, atom types, densities and box-z scale factor for Ewald

nwall = 0

wall-type = 9-3

wall-r-linpot = -1

wall-atomtype =

wall-density =

wall-ewald-zfac = 3

; COM PULLING

pull = no

; ENFORCED ROTATION

; Enforced rotation: No or Yes

rotation = no

; Group to display and/or manipulate in interactive MD session

IMD-group =

; NMR refinement stuff

; Distance restraints type: No, Simple or Ensemble

disre = No

; Force weighting of pairs in one distance restraint: Conservative or Equal

disre-weighting = Conservative

; Use sqrt of the time averaged times the instantaneous violation

disre-mixed = no

disre-fc = 1000

disre-tau = 0

; Output frequency for pair distances to energy file

nstdisreout = 100

; Orientation restraints: No or Yes

orire = no

; Orientation restraints force constant and tau for time averaging

orire-fc = 0

orire-tau = 0

orire-fitgrp =

; Output frequency for trace(SD) and S to energy file

nstorireout = 100
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; Free energy variables

free-energy = no

couple-moltype =

couple-lambda0 = vdw-q

couple-lambda1 = vdw-q

couple-intramol = no

init-lambda = -1

init-lambda-state = -1

delta-lambda = 0

nstdhdl = 50

fep-lambdas =

mass-lambdas =

coul-lambdas =

vdw-lambdas =

bonded-lambdas =

restraint-lambdas =

temperature-lambdas =

calc-lambda-neighbors = 1

init-lambda-weights =

dhdl-print-energy = no

sc-alpha = 0

sc-power = 1

sc-r-power = 6

sc-sigma = 0.3

sc-coul = no

separate-dhdl-file = yesv dhdl-derivatives = yes

dh-hist-size = 0

dh-hist-spacing = 0.1

; Non-equilibrium MD stuff

acc-grps =

accelerate =

freezegrps =

freezedim =

cos-acceleration = 0

deform =

135



APPENDIX 11. Appendix

; simulated tempering variables

simulated-tempering = no

simulated-tempering-scaling = geometric

sim-temp-low = 300

sim-temp-high = 300

; Electric fields

; Format is number of terms (int) and for all terms an amplitude (real)

; and a phase angle (real)

E-x =

; Time dependent (pulsed) electric field. Format is omega, time for pulse

; peak, and sigma (width) for pulse. Sigma = 0 removes pulse, leaving

; the field to be a cosine function.

E-xt =

E-y =

E-yt =

E-z =

E-zt =

; Ion/water position swapping for computational electrophysiology setups

; Swap positions along direction: no, X, Y, Z

swapcoords = no

; AdResS parameters

adress = no

; User defined thingies

user1-grps =

user2-grps =

userint1 = 0

userint2 = 0

userint3 = 0

userint4 = 0

userreal1 = 0

userreal2 = 0

userreal3 = 0

userreal4 = 0
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