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## Introduction

In this paper we generalise the well-known Gauss algorithm for counting primitive representations of positive integers by positive definite ternary quadratic forms [[3]. Arts 278-292) to the case of quadratic forms in $k$ variables. Our main considerations are based on the systematic use of exterior algebra which, in our opinion, simplifies the whole treatment and helps to understand some apparently hidden ideas.

Some applications of our treatment are given.

## 1. Preliminaries

Let $f\left(x_{1} \ldots, x_{k}\right)=\sum_{1, j=1}^{k} f_{i j} x_{i} x_{j}$ be a k-quadratic form with associated matrix $F=\left(f_{i j}\right)$. We will assume throughout that all our quadratic forms are integral in the classical sense (i.e., with $f_{i j} \in \mathbb{Z}$ ), symmethic (i.e., $F=F^{t}$ where $F^{t}$ denotes the transpose of $F$ ) and non singular (i.e. $\operatorname{det} F \neq$ $\neq 0$ ). We shall also assume that our forms are positive
definite though most results still hold for the general case. We shall write indistinctly either $f$ or $F$ for a quadratic form. We will say that $f$ is primitive if the entries of $F$ generate the unit ideal.

The adjoint $\mathrm{m}^{\text {adj }}$ of a square $k$-matrix $M$ can be introduced as follows: it is the matrix associated to the endomorphism $\left(\begin{array}{c}k-1 \\ (\Lambda)\end{array}{ }^{*} \Lambda^{k-1} E^{*} \longrightarrow{ }^{k-1} E^{*}\right.$ in the basis $\left\{(-1)^{i-1} e_{1}^{*} \ldots \ldots e_{i}^{*} \ldots \ldots e_{k}^{*}\right\}_{l \leq i \leq k}$, where is the endomorphism of $E=\mathbb{Z}^{k}$ with matrix $M$ in the (canonical) basis $e_{1}, \ldots, e_{k}$ and where $e_{1}^{*}, \ldots, e_{k}^{*}$ denotes its dual basis.

## From the commutative diagram

(1)

where $\mathrm{e}^{*}$ stands for the contraction (on the left) with $e_{1}^{*} \ldots \ldots e_{k}^{*}$ (the commutativity of (1) is easily checked), we infer, taking $t=1$, the well-known expression

$$
M^{\operatorname{adj}} \cdot M=\operatorname{det} M \cdot I_{k}
$$

and, by duality, that $M . M^{\text {adj }}=\operatorname{det} M . I_{k}$, with $I_{k}$ standing for the identity matrix of order $k$. If $\operatorname{det} M \neq 0$, we obtain $\operatorname{det}\left(M^{a d j}\right)=(\operatorname{det} M)^{k-1}$ and $\left(M^{a d j}\right)^{a d j}=\left(\operatorname{det} M^{k-2} \cdot M\right.$.

When we speak of the adjoint of a quadratic form $f$ we will mean the quadratic form associated with the adjoint of the matrix $f$ (symmetry and nonsingularity are obviously preserved).

We remark in passing that Laplace's expansion rule for determinants is a consequence of the commutativity of (1) -which holds for an arbitrary comutative ring $R$ and a finitely generated free R-module E- provided that we take $\left\{e_{I}\right\}_{I}$ as basis in $\Lambda^{t} E$, where $I=\left\{i_{1}<\ldots<i_{t}\right\}$ runs over the ordered subsets of $t$ elements of $\{1, \ldots, k\}$ and $e_{\mathcal{I}}$ stands for $e_{1_{1}} \wedge^{\ldots \wedge e_{i_{t}}}$, and $\left\{\omega_{I},\right\}$ as basis in $\Lambda E$, where $I^{\prime}$ is the ordered complement $\left\{j_{1}, \ldots, j_{k-t}\right\}$ of $I$ in $\{1, \ldots, k\}$ and $\omega_{I^{\prime}}=\operatorname{sgn}\left(I, I^{\prime}\right) e_{j_{1}}^{*} \ldots e_{j_{k-t}}^{*}$. Actually it is easy to see, with the above bases, that the matrix of $\Lambda^{t} \varphi$ is the t-th exterior power $\Lambda^{t} M$ of the matrix $M$, i.e., ( $M_{I J}$ ), where $M_{I J}$ stands for the $t$-minor of $M$ defined by the rows of $I$ and the columns of $J$. The matrix ( $A_{I}, J$ ) associated with $k-t$ *
$\Lambda \varphi$ satisfies $A_{I} J^{\prime}=\operatorname{sgn}\left(I, I^{\prime}\right) \operatorname{sgn}(J, J ') M_{J I}$.
(Observe that the $t$-th exterior power can be defined for a nonsquare matrix).

Remark. In the case $t=1$, we observe that the adjoint $M^{\text {adj }}$ of $M$ is the matrix $\Delta . \Lambda^{k-1} M^{t}$. $\Delta$ where $\Delta=\left((-1)^{i-1} \delta_{i j}\right)$. If, $k-1 \quad k-1$ for a square $k$-matrix $N$ we put $\lambda N=\Delta(\Lambda N) \Delta$ ' we see that
 is also a square $k$-matrix.

Let $f$ be as before, l.e., a $k$-quadratic form and $g$ an $h$-quadratic form with $h \leq k$. The set $R^{*}(g, f)$ of primitive representations $o f g$ by $f$ is defined as
$R^{*}(g, f)=\left\{A \in M_{k x h}(\mathbb{Z}) \mid A^{t_{F A}}=G, g . c . d\right.$. of the entries of $\left.A^{h} A=1\right\}$. The condition that the entries of $\Lambda^{h} A$ have g.c.d. one means exactly that the columns of $A$ may extended to a basis of $E=\mathbb{Z}^{k}$.

Similarly, if $n$ is an integer, the primitive representations $o f \mathrm{n}$ by f is the set
$R^{*}(n, f)=\left\{\left(x_{1}\right) \in \mathbb{Z}^{k} \mid f\left(x_{1}, \ldots, x_{k}\right)=n\right.$, g.c.d. $\left.\left(x_{1}, \ldots, x_{k}\right)=1\right\}$. This coincides with $R^{*}(g, f)$, for $g$ the form $n x^{2}$.

The proper isotropy group of $f$ is defined as
$O^{+}(f)=\left\{A \in S L_{k}(\mathbb{Z}) \mid A^{t} F A=F\right\}$.
We set $r^{*}(g, f)=\# R^{*}(g, f), r(n, f)=\# R^{*}(n, f)$ and $o^{+}(f)=\# O^{+}(f)$.

Two $k$-forms $f$, f'are properly equivalent if and only if there exists a matrix $A \in S L_{k}(\mathbb{Z})$ such that $F^{\prime}=A^{t} F A$.
2. Primitive representations of positive integers by quadratic forms

Proposition 1. Let $f$ be a $k$-quadratic form. Then there exists a primitive representation $X$ of a positive integer $n$ by $f$ if and only if there exists a ( $k-1$ ) - quadratic form $g$ of determinant $n$. $(\operatorname{det}(f))^{k-2}$ and a primitive representation $A$ of $g$ by $f^{\text {adj }}$ such that $x=\Delta \Lambda^{k-1} \Lambda$.

Proof. Let $X$ be a primitive representation of $n$, so that, in particular, $X^{t} F X=n$. As $\Lambda E * \simeq E$ (by contraction) and each element of $\mathrm{K}_{\mathrm{A}} \mathrm{I}^{*}$ is decomposable (see [1] p.A III 171, Cor., which also holds for a free module), there exists an k-1
$\underset{k-1}{\text { integral } k x(k-1)}$ matrix $y$ such that $\Lambda Y=\Delta X$ or, equivalently, $\Delta . \Lambda^{k-1} Y=X$. Let $G=Y^{t_{F}}{ }^{a d j} Y$. By the symmetry of $F^{\text {adj }}$ we have $\operatorname{det} G=\stackrel{k-1}{\Lambda G}=\left(\Lambda^{k-1} Y\right)^{t}\binom{k-1}{F^{2 d j}}\binom{k-1}{\Lambda}=$ $=\left(\Lambda_{Y}^{k-1}\right)^{t} \Delta \Delta\left(\Lambda_{\Lambda}^{k-1} F^{a d j}\right) \cdot \Delta \Delta\binom{k-1}{Y}=X^{t}\left(F^{\operatorname{adj}}\right)^{\operatorname{adj}} X=$ $=X^{t} \cdot(\operatorname{det} F)^{k-2} \cdot F \cdot X=n \cdot(\operatorname{det} F)^{k-2}$.

Obviously $Y$ is primitive because $X$ is so. The converse is clear from the above.

Remark. If $\mathbf{k}=2$, this proposition is vacous, so we will assume henceforth that $k>2$.

From the preceding proposition we can assure that the $\operatorname{map} A \longmapsto \Delta \Lambda^{k-1} A$ from the set $a$ of primitive representations of $(k-1)$ - quadratic forms of determinant $n$. (det(f)) $)^{k-2}$ by $f^{\text {adj }}$ to $R^{*}(n, f)$ is surjective. With this notation we have.
proposition 2. If $A$ and $B$ are in $a$, then $\Lambda A=\frac{k-1}{\Lambda} B$ if and only if there exists a matrix $C \in S L_{k-1}(\mathbb{Z})$ such that $A=B C$.

Proof. Let $v_{1}, \ldots, v_{k-1}$ and $w_{1}, \ldots, w_{k-1}$ be the respective columns of $A$ and $B$. We can complete $v_{1}, \ldots, v_{k-1}$ to a basis of $\mathbb{Z}^{k}$ with a suitable $v$, because $A$ is primitive. Then
$w_{1} \ldots w_{k-1}, v i s$ also a basis of $z^{k}$ with the same orientation as $v_{1}, \ldots, v_{k-1}, v_{\text {, }}$ because, by hypothesis,
$v_{1} \wedge \ldots v_{k-1}=w_{1} \ldots \ldots \wedge w_{k-1}$.
If we now write each $v_{i}, 1 \leq i \leq k$, as a linear combina tion of $w_{1}, \ldots, w_{k-1}, v=$

$$
v_{i}=\lambda_{1} w_{1}+\ldots+\lambda_{k-1} w_{k-1}+\lambda v,
$$

we see, by making the wedge product with $v_{1} \wedge \ldots v_{k-1}$, that $\lambda=0$, from which follows the existence of $C$. The converse is obvious.

Proposition 3. Let $g$ and $g '$ be two $(k-1)$ - quadratic forms of determinant $n(\operatorname{det}(f))^{k-2}$. Then the images under $A \longmapsto \Delta \Delta^{k-1} A$ of the subsets $R^{*}\left(g, f^{\text {adj }}\right)$ and $R^{*}\left(q^{\prime}, f^{\text {adj }}\right)$ of $a$ are either equal or disjoint according as $g$ and $g$ ' are properly equivalent or not.

Proof. Let $G=A^{t} F^{a d j}{ }_{A}$ and $G^{\prime}=B^{t} F^{a d j} B$. If $A_{A}^{k-1}=\frac{k-1}{A} B$ then, by proposition $2, A=B C$ for some $C \in S L_{k-1}(\mathbb{Z})$ and this implies that $G=C^{t} G^{\prime} C$, i.e., that $g$ and $g{ }^{\prime}$ are properly equivalent, in which case $A \longmapsto A C$ establishes a bijection between $R^{*}\left(g, f^{a d j}\right)$ and $R^{*}\left(g^{\prime}, E^{a d j}\right)$, and these two sets have the same image in $R^{*}(n, f)$ because k-1 $k-1$ $\Lambda A=\Lambda(A C)$.

Remark. In the above proof, observe that if $G=G^{\prime}$, then $C$ automatically belongs to $\mathrm{O}^{+}(\mathrm{g})$.

From the preceding results the next theorem is obvious.

Theorem 4. $r^{*}(n, f)=\sum \frac{r^{*}\left(g, f^{\text {ad } j}\right)}{o^{+}(g)}$,
where the sum is extended to a complete set of representatives $g$ of (k-1) - quadratic forms of determinant $n(\operatorname{det} f)^{k-2}$ modulo proper equivalence.

## 3. Evaluation of $r^{*}(g, f)$

For simplicity, instead of $f^{a d j}$, we take $f$ as a $k$ - quadra tic form and $g$ a (k-1) - quadratic form primitively represented by f .

For each primitive representation $B$ of $g$ by $f$ let us now construct a square root of $-\operatorname{det}(f) \mathrm{g}^{\mathrm{adj}}$ modulo det(g) :

Extend $B$ to an oriented basis $\overline{\mathbf{B}}$ of $\mathbf{Z}^{\mathbf{k}}$ and put $\overline{\mathrm{G}}=\overline{\mathrm{B}}^{\mathrm{t}_{\mathrm{F}} \overline{\mathrm{B}}}$. Then $\overline{\mathrm{G}}$ is an extension of G properly equivalent to $F$. In particular $\operatorname{det} \bar{G}=\operatorname{det} f$.

From $\overline{\mathrm{G}} \cdot \overline{\mathrm{G}}^{\mathrm{adj}}=\operatorname{det}(\mathrm{f}) \cdot \mathrm{I}_{\mathrm{k}}$ we infer

$$
{ }^{2} \bar{G} \cdot{ }^{2}\left(\bar{G}^{\mathrm{adj}}\right)=(\operatorname{det}(f))^{2} \cdot I\binom{k}{2}
$$

On the other hand, by the diagram (1),

$$
\stackrel{2}{\Lambda \bar{G}} \cdot\left({ }^{k-2} \bar{\Lambda} \bar{G}\right)^{*}=\operatorname{det}(f) \cdot I\binom{k}{2}
$$

```
These two expressions yield
    N(\mp@subsup{\overline{G}}{}{\textrm{adj}})=\operatorname{det}(f)\cdot(\mp@code{N-2}\overline{\textrm{G}}\mp@subsup{)}{}{*},
```

from which, writing $G^{\text {adj }}=\left(G_{i j}\right), \bar{G}^{\text {adj }}=\left(\bar{G}_{i j}\right)$,
${ }^{2}\left(\bar{G}^{\mathrm{adj}}\right)=\left(\bar{G}_{\mathbf{I J}}^{(2)}\right)$, and setting $I=\{i, k\}, J=\{j, k\}$, with $i, j<k$, we get, taking into account $\bar{G}_{k k}=\operatorname{det}(g)$ and $\operatorname{sgn}\left(I, I^{\prime}\right) . \operatorname{sgn}\left(J, J^{\prime}\right)=(-1)^{i+j}$, that

$$
\begin{align*}
\bar{G}_{I J}^{(2)} & =\bar{G}_{i j} \cdot \operatorname{det}(g)-\bar{G}_{i k} \bar{G}_{j k}=\operatorname{det}(f) \cdot\left(\wedge_{\Lambda}^{k-2} \bar{G}\right)_{I^{\prime} J^{\prime}}^{*}=  \tag{2}\\
& =\operatorname{det}(f) \cdot\left(\Lambda^{k-1} G\right)_{\{i\}^{\prime},\{j\}}^{*}=\operatorname{det}(f) \cdot G_{i j},
\end{align*}
$$

i.e.,

$$
\bar{G}_{i k} \bar{G}_{j k} \equiv-\operatorname{det}(f) \cdot G_{i j}(\bmod \cdot \operatorname{det}(g)), \text { which means }
$$

that

$$
\sum_{i=1}^{k-1} \bar{G}_{i k} x_{i}^{2} \equiv-\operatorname{det}(f) \cdot G^{\operatorname{adj}}(\bmod \cdot \operatorname{det}(g))
$$

Remark. Obviously, if $g$ and $g{ }^{\prime}$ are properly equivalent then $r^{*}(g, f)=r^{*}\left(g^{\prime}, f\right)$.

Proposition 5. With our previous notation, the association $B \longmapsto \sum_{i=1}^{k-1} \bar{G}_{i k} x_{i}$ induces a well defined map from $R^{*}(g, f)$ to the set of homogeneus linear forms in
$\left(\mathbb{\pi} / \operatorname{det}(g) \mathbb{z}^{\prime}\right)\left[x_{1}, \ldots, x_{k-1}\right]$ which are square-roots of $-\operatorname{det}(f) . g^{a d j}$ modulo $\operatorname{det}(g)$.

Proof. Let us extend $B$ to another oriented basis $\bar{B}$ of $\mathbb{Z}^{k}$. Then $\hat{B}=\bar{B} T$ for some $T$ of the form

$$
\left(\begin{array}{l|l} 
& I_{k-1}  \tag{3}\\
\vdots & \alpha_{k-1} \\
\hline 0 \ldots 0 & 1
\end{array}\right)
$$



```
\({ }_{\lambda}^{k-1}()^{t}\), i.e., passing to adjoints, we get
    \(\tilde{G}^{\imath a d j}=T^{\text {adj }} \bar{G}^{\text {adj }}\left(T^{t}\right)^{a d j}\).
```

An explicit calculation for the last column of $G^{\sim a d j}$ gives

$$
\begin{equation*}
\tilde{G}_{i k}=\bar{G}_{i k}-\alpha_{i} \operatorname{det}(g), \tag{4}
\end{equation*}
$$

for $1 \leq 1<k$, so that

$$
\tilde{G}_{i k} \equiv \bar{G}_{i k}(\bmod . \operatorname{det}(g)) .
$$

To the square roots of $-\operatorname{det}(f) g^{\text {adj }}$ modulo $\operatorname{det}(g)$, we next associate extensions of $g$. More precisely,

Proposition 6. Let $f$ be a k-quadratic form, $g$ a(k-1)-quadratic form and $b=b_{1} x_{1}+\ldots+b_{k-1} x_{k-1} \in \mathbb{Z}\left[x_{1}, \ldots, x_{k-1}\right]$ a square root of $-\operatorname{det}(f) \mathrm{g}^{\text {adj }}$ modulo $\operatorname{det}(\mathrm{g})$. Then there exists a unique k-quadratic form $\bar{g}_{b}$ (with matrix $\bar{G}_{b}=\left(\bar{g}_{i j}\right)$ ), extension of $g$ with $\operatorname{det} \bar{G}_{b}=\operatorname{det}(f)$, such that $\vec{G}_{i k}=b_{i}$, for $1 \leq i \leq k$, where $\left(\bar{G}_{i j}\right)=\left(\bar{G}_{b}\right)^{\text {adj }}$. The entries of $\bar{G}_{b}$ are not necessarily integral.

## Proof. From the expression (see formula (2))

$$
\begin{equation*}
\bar{G}_{i j} \cdot \operatorname{det} g-b_{i} b_{j}=\operatorname{det}(f) \cdot G_{i j} \tag{5}
\end{equation*}
$$

we have that $\bar{g}_{b}^{a d j}$ is unique and therefore $\bar{g}_{b}$ is unique too. \#

Remark. The $k$-quadratic form $\bar{g}_{b}$ in the preceding proposition can have all its entries integral but this implies neither that $\bar{g}$ is equivalent to $f$ nor that $\bar{g}_{b}$ belongs to the genus of $£(c f .[2] \mathrm{Ch} .9)$.

For each square root $b=b_{1} x_{1}+\ldots+b_{k-1} x_{k-1} \in \mathbb{Z}\left[x_{1}, \ldots, x_{k-1}\right]$ of $-\operatorname{det}(f) . g^{\text {adj }}$ modulo det ( $g$ ), such that $\bar{g}_{b}$ is properly equivalent to $f$, which implies that $\bar{g}_{b}$ has integral entries, let $\mathfrak{\zeta}^{+}\left(\bar{g}_{b}, f\right)$ denote the set of proper representations of $\bar{g}_{b}$ by f, i.e..

$$
\boldsymbol{\xi}^{+}\left(\bar{g}_{b}, f\right)=\left\{M \in S L_{k}(\mathbb{Z}) \mid M^{t} F M=\bar{G}_{b}\right\}
$$

Obviously, $\boldsymbol{\gamma}^{+}\left(\bar{g}_{b}, f\right)$ is in bijection with $\mathrm{O}^{+}(f)$.

We map $\mathfrak{Z}^{+}\left(\bar{g}_{b}, f\right)$ to $R^{*}(g, f)$ by sending each $M$ to the submatrix obtained from $M$ by deleting its last column.

Remark. Let $\varphi$ the map induced from the union of the sets $\boldsymbol{\zeta}^{+}\left(\bar{g}_{b}, f\right)$ to $R^{*}(g, f)$. Clearly $\varphi$ is surjective : if $B \in R^{*}(g, f)$, extend $B$ to a oriented basis $\bar{B}$ of $\mathbf{z}^{k}$ and put $\overline{\mathrm{G}}=\overline{\mathrm{B}}^{t} \mathrm{~F} \overline{\mathrm{~B}}$. Then, if b is the square root associated to $\overline{\mathrm{G}}^{\text {adj }}$ then by uniqueness (cf. prop. 6), $\overline{\mathrm{G}}=\overline{\mathrm{g}}_{\mathrm{b}}$, so that $\bar{B} \in \boldsymbol{\sigma}^{+}\left(\bar{g}_{b}, f\right)$ and $\varphi(\bar{B})=B$.

Proposition 7. Let $b=b_{1} x_{1}+\ldots+b_{k-1} x_{k-1}$ and $c=c_{1} x_{1}+\ldots+c_{k-1} x_{k-1}$ be square roots of $-\operatorname{det}(f) g^{\text {adj }}$ modulo det $(g)$ such that both $\bar{g}_{b}$ and $\bar{g}_{c}$ are properly equivalent to $f$. Then, the images under $\varphi$ of $\boldsymbol{\vartheta}^{+}\left(\bar{g}_{b}, f\right)$ and $\vartheta^{+}\left(\bar{g}_{c}, f\right)$ are either disjoint or coincide according to $b \nexists c$ or $b \equiv c$ (mod det(g)) respectively. Moreover, the restriction of $\varphi$ to each $\mathfrak{F}^{+}\left(\bar{g}_{b}, f\right)$ is injective.

Proof. Let $M \in \zeta^{+}\left(\bar{g}_{b}, f\right)$ and $M^{\prime} \in \xi^{+}\left(\bar{g}_{c}, f\right)$ be such that
$\varphi(M)=\varphi\left(M^{\prime}\right)$. Then necessarily there exists $T \in S L_{k}(\mathbb{Z})$ of type (3) such that $M=M^{\prime} T$. But then $\bar{G}_{b}=T^{t}{ }_{\bar{G}}{ }_{c} T$ and proceeding as in the proof of proposition 5 we get (cf. formula (4))

$$
b_{i}=c_{i}-\alpha_{i} \operatorname{det}(g)
$$

which fmplies $b \equiv c(\bmod d e t g)$, and the injectivity statement if $b=c$. Moreover, from $\bar{G}_{b}=T^{t} \bar{G}_{c} T$ we see that $M \longmapsto M T$ establishes a bijection between $\mathscr{\mathscr { G }}^{+}\left(\bar{g}_{c}, f\right)$ and $\mathscr{\mathscr { G }}^{+}\left(\bar{g}_{b}, f\right)$ and as $\varphi(M)=\varphi(M T)$, because $T$ is of type (3), these sets have the same image under $\varphi$.

Conversely, if $b \equiv c(\bmod \operatorname{det} g)$, write $b_{i}=c_{i}-\alpha_{i} \operatorname{det} g$ for suitable integers $\alpha_{i}$ and consider

$$
T=\left(\begin{array}{c|c}
I_{k-1} & \alpha_{1} \\
& \alpha_{k-1} \\
\hline 0 \ldots 0 & 1
\end{array}\right)
$$



Then a simple calculation shows that the last column of
 (cf. propos. 6), $T^{a d j} \bar{G}_{C}^{a d j}\left(T^{t}\right)^{a d j}=\bar{G}_{b}^{a d j}$. In other words, $\mathrm{T}^{\mathrm{t}} \overline{\mathbf{G}}_{\mathbf{c}} \mathbf{T}=\overline{\mathrm{G}}_{\mathrm{b}}$, and thus, as we have just seen, $\varphi\left(\mathcal{Z}^{+}\left(\bar{g}_{c}, f\right)=\varphi\left(\tilde{Z}^{+}\left(\bar{g}_{b}, f\right)\right.\right.$.

Corollary 8. If $g$ is a ( $k-1$ )-quadratic form primitively represented by a $k$-quadratic form $f$, then

$$
x^{*}(g, f)=o^{+}(f) \cdot s(g, f)
$$

where $s(g, f)$ denotes the total number of inequivalent (mod. $\operatorname{det}(g)$ ) square roots $b=b_{1} x_{1}+\ldots+b_{k-1} x_{k-1}$ of $-\operatorname{det}(f) . g^{\text {adj }}$ whose associated $\bar{g}_{b}$ are properly equivalent to f .

Remark. In fact $s(g, f)$ is an invariant of the genus of $g$ (for the definition of genus see [2] , Ch. 9). If $\mathrm{g}^{\prime}$ is in the genus of $g$, then (cf. [2] , p. 140) there exists a form $g^{\prime \prime}$ properly equivalent to $g$ such that $g^{\prime \prime} \equiv g^{\prime}(\bmod M)$, for all $M>1$. Then, obviously for each $f_{j}$ in the genus of $f, s\left(g, f_{j}\right)$ is an invariant of the genus of $g$. We shall write $s\left(g e n ~ g, f{ }_{j}\right)$.

## 3. Sums of squares

We now give some special properties that appear when $f=I_{k}$, i.e., $f\left(x_{1} \ldots, x_{k}\right)=x_{1}^{2}+\ldots+x_{k}^{2}$. We keep all the preceding notations.

Proposition 9. If $g$ is primitively represented by $I_{k}$. Then, $g$ is necessarily primitive.

Proof. Let $p$ be a prime which divides all the entries of $g$. Then $p \mid \operatorname{det}(g)$ and $p \mid G_{i j}$ so that from (2), for $i=j$, we infer $p \mid \bar{G}_{i k}$, for all $i$, in which case, expanding the determinant of $\bar{G}^{\text {adj }}$ by its last column, we get $\mathbf{p} \mid \operatorname{det}\left(\bar{G}^{\text {adj}}\right)=\left(\operatorname{det} I_{k}\right)^{k-1}$, which is impossible.

Proposition 10. If $f=I_{k}$, the unique $k$-quadratic form $\bar{g}_{b}$ obtained in proposition 6 is in fact integral.

Proof. As in this case $\left(\bar{G}_{b}{ }^{a d j}\right)^{a d j}=\bar{G}_{b}$, it suffices to see that $\bar{G}_{b}$ adj is integral. This assertion is immediate from the expression (5).

$$
\bar{G}_{i j} \cdot \operatorname{det}(g)-b_{i} b_{j}=G_{i j}
$$

together with the fact that $\sum_{i=1}^{k-1} b_{i} x_{i}$ is a square root of $-g^{\text {adj }}$, i.e., that

$$
b_{i} b_{j}=-G_{i j}+\lambda_{i j} \operatorname{det}(g)
$$

for suitable integers $\lambda_{i j}$.
\#

## 4. Applications

i) As a first application we give a formula for $r^{*}\left(n, I_{3}\right)$ known by Gauss, and which, in fact., motivated the developments of some techniques we have just already explained.

We assume that n is a positive integer non congruent to 0,4 or 7 modulo 8. Otherwise, as is well-known, $n$ is not a primitive sum of three squares.

Under this condition, by theorem 4 and proposition 9.

$$
r^{*}\left(n, I_{3}\right)=\sum \frac{r^{*}\left(g, I_{3}\right)}{o^{+}(g)}
$$

where the sum is extended to a complete set of representatives g of primitive 2-quadratic forms of determinant $n$, i.e., of discriminant $-4 n$, modulo proper equivalence. Moreover, in this sum we can reject the terms such that $r^{*}\left(g, I_{3}\right)=0$. If $n>3$, then we know $o^{+}(g)=2$ (see [9], p. 63). If $n=3$, we observe that if $g=a x^{2}+2 b x y+c y^{2}$ is a primitive, i.e., g.c.d. $(a, b, c)=1$, binary form represented by $I_{3}$, then g.c.d. $(a, 2 b, c)=2$ so that $0^{+}(g)=6$.

Thus, for $n>3$, the above sum may be written as

$$
r^{\star}\left(n, I_{3}\right)=\frac{1}{2} \quad r^{*}\left(g, I_{3}\right),
$$

but by corollary $8, \mathrm{r}^{*}\left(\mathrm{~g}, \mathrm{I}_{3}\right)=\mathrm{o}^{+}\left(\mathrm{I}_{3}\right) . \mathrm{s}=24 . \mathrm{s}$.
Now, for a square - root of $-g^{\text {adj }}(\bmod n)$, there exist a unique integral extension $\bar{g}_{b}$ of $g$, with det $\bar{g}_{b}=1$ (cf. proposition 10 ). Such $a \bar{g}_{b}$ must be necessarily positivedefinite and consequently properly equivalent to $I_{3}$, because $I_{3}$ has improper automorphs, that is, there exists $U \mathrm{GL}_{3}(\mathbb{Z})$, with $\operatorname{det} U=-1$, such that $U I_{3} U=I_{3}$ (cf. [6] , Section 9.2). This shows that $s$ is equal to the total number of squareroots of $-g^{\text {adj }}(\bmod n)$. Let us now calculate these.

We have to solve for $b=b_{1} x_{1}+b_{2} x_{2}$ the congruences

$$
\begin{equation*}
b_{1}^{2} \equiv-g_{22}(\bmod \cdot n) \tag{6}
\end{equation*}
$$

$$
\begin{equation*}
b_{1} b_{2} \equiv g_{12}(\bmod . n) \tag{7}
\end{equation*}
$$

(B) $\quad b_{2}^{\dot{c}} \equiv-g_{11}(\bmod . n)$

By the chinese remainder theorem, if
$n=2{ }^{\mu} p_{1}^{\alpha_{1}} \ldots p_{s}^{\alpha}\left(\mu=0\right.$ or $\left.1, \alpha_{i}>0\right)$, this is reduced to solve the same system modulo $2^{\mu}$ (if $\mu=1$ ) and the different $p_{i}{ }_{1}$.

The case modulo 2 obviously has a unique solution.
Let us now consider the case modulo $p_{i}{ }_{i}$ (this occurs if and only if $n>2)$, and observe that $g_{11}$ and $g_{22}$ cannot both be divisible by $p_{i}$, since, otherwise, $p_{i} \mid g_{12}$ and $g$ would not be primitive. So, assume for instance, that $p_{1} \not \mathrm{Xg}_{22}$. Then (6) has exactly 2 solutions (cf. [5] p.44), because $g$ is primitively represented by $I_{3}$ and this implies the existence of solutions for the above system as we have seen in 52. But, for each solution $b_{1}$ of (6), there exists a unique solution $b_{2}$ of (7). this is because $b_{1}$ is invertible (mod $p_{i}{ }_{i}$, since $p_{i} \nmid g_{22}$. This solution for $b_{2}$ in (7) satisfies (8) automatically :

$$
\begin{aligned}
b_{2}^{2} & \equiv\left(b_{1}^{-1} g_{12}\right)^{2} \equiv-g_{22}^{-1} g_{12}^{2} \equiv-g_{22}^{-1} \cdot\left(g_{11} \cdot g_{22}\right) \\
& \equiv-g_{11}\left(\bmod \cdot p_{i}^{\alpha}\right) .
\end{aligned}
$$

Thus the above system has exactly 2 solutions modulo $p_{i}^{\alpha_{i}}$ and, consequently, $2^{s}$ solutions modulo $n$. So we have

Theorem 11. If $n \neq 0,4,7(\bmod 8)$ is an integer greater than 3, then

$$
\mathbf{r}^{*}\left(\mathrm{n}, \mathrm{I}_{3}\right)=12.2^{\mathrm{t}} \cdot \ell,
$$

where $\ell$ is the number of proper equivalence classes of primi tive binary quadratic forms of determinant $n$ which are primi tively represented by $I_{3}$ and $t$ is the number of distinct odd prime factors which divide $n$. \#
ii) Recall (cf. [7]) that the weight of the number of primitive representations of $n$ by all the forms in the genus of $f$ is

$$
\mu^{*}(n, \operatorname{gen} f):=\sum_{i=1}^{k} \frac{r^{*}\left(n, f_{j}\right)}{o^{+}\left(f_{j}\right)}
$$

with the $f_{j}$ running over a complete set of representatives of the classes in the genus of $f$ and $k$ denotes the number of proper classes in the genus of $f$.

Now, let $\mu(\operatorname{gen} f)$ be the weight of the genus of $f$, i.e.,
$\mu(\operatorname{gen} f)=\sum_{j=1}^{k} \frac{1}{o^{+}\left(f_{j}\right)}$

So, if $s\left(g e n g_{i}\right.$, gen $f$ ) is the number of square roots of $-\operatorname{det}\left(f^{a d j}\right) . g_{i}^{a d j}$ whose associated $\bar{g}_{b}$ are in the sane of $f$, we obtain

Proposition 12. $\mu^{*}(n, \operatorname{gen} f)=\sum_{i=1}^{m} s\left(\right.$ gen $g_{i}$, gen $\left.f\right) . \mu\left(\right.$ gen $\left.g_{i}\right)$ where $m$ is the number of genera of ( $k-1$ )-quadratic forms of determinant $\operatorname{det}(f)^{k-2}$. $n$.

Proof. We first observe that $\circ^{+}\left(f^{a d j}\right)=o^{+}(f)$, and so, by theorem 4 and corollary 8 , we have

$$
\frac{x^{*}\left(n_{i} f_{j}\right)}{o^{+}\left(f_{j}\right)}=\sum \frac{s\left(g_{i}, f_{j}\right)}{o^{+}\left(g_{i}\right)}=\sum_{i=1}^{m} s\left(\operatorname{gen} g_{i}, f_{j}\right) \cdot \mu\left(\operatorname{gen} g_{i}\right)
$$

which concludes the proof, because obviously
$s\left(\right.$ gen $\left.g_{i}, \operatorname{gen} f\right)=\sum_{j=1}^{k} s\left(\operatorname{gen} g_{i}, f_{j}\right)$.
\#
iii) We now consider the congruent number problem (see [8|), and denote by $h(-4 n)$ the number of classes of primitive binary quadratic forms of discriminant $-4 n$, i.e., of determinant $n$. We give another proof of the fact (cf. [8]) that no prime congruent to 3 modulo 8 is a congruent number.

Proposition 13. Let $p \equiv 3(\bmod 8)$ be a prime integer. Then $p$ is not congruent.

Proof. We let $f$ stand for the quadratic form $2 x^{2}+y^{2}+32 z^{2}$ and $g$ for $2 x^{2}+y^{2}+8 z^{2}$, and use the fact that if $n$ is congruent then $r^{*}(n, g)=2 r^{*}(n, f)$, for $n$ a square free positive integer (see [8]).

By applying Siegel's "Hauptsatz" [7] we know that $r^{*}(n$, gen $g)=4 h(-4 n)$.

As the genus of $g$ consist of a unique class (see [4]), we conclude that for a congruent square-free positive integer, we must have $r^{*}(n, f)=2 h(-4 n)$.

On the other hand, we have seen that $r^{*}(n, f)=4 t$, for some positive $t$, so, if $n$ is congruent then $h(-4 n)$ is even.

Now, take a prime $p \equiv 3(\bmod 8)$. We have that $h(-p)$ is odd (cf. [9] p. 112 Korollar), and that $h(-4 p)=3 h(-p)$ (cf. Ex. 8)d), p. 74 cf. [9]). We thus conclude that $p$ is not congruent. \#
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