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Introduction 

In this paper we generalise the well-known Gauss algo

rithm for counting primitive representations of positive 

integers by positive definite ternary quadratic forros ([3), 

Arts 278-292) to the case of quadratic forros in k variables. 

Our main considerations are based on the systematic use of 

exterior algebra which, in our opinion, simplifies thewhole 

treatment and helps to understand sorne apparently hidden 

ideas. 

Sorne applications of our treatment are given. 

l. Preliminaries 

k 
Let f (x

1
, •.• ,xk) = L f 1 J. x 1 xJ. be a k-quadratic forro 

i,j=l 

with associated matrix F = (fij). We will assume throughout 

that all our quadratic forros are lntegial in the classical 

sense (i.e., with fijE z ), aymmetile (i.e., F = Ft where 

Ft denotes the transpose of F) and non alngulai 

1 O). We shall also assume that our forros are 
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deninite though most results still hold for the general case. 

We shall write indistinctly either f or F for a quadratic 

form. We will say that f is p~imitive if the entries of F 

generate the unit ideal. 

The adjoint Madj of a square k-matrix M can be intro-

duced as follows: it is the matrix associated to the endo-

k-1 • k-1 • k-1 • morphism (A t.pl f,, E - f¡ E in the basis 

i 1 • • • {(-1) - e
1
A,,,Ae

1
A,,,Aek} , where 

l~i~k 
is the endomorphism 

of E= :,¿k with matriÁ M in the (canonical) basis e 1 , .•. ,ek 

• • and where e 1 , ••. ,ek denotes its dual basis. 

From the commutative diagram 

t t t 
f¡ E f¡ 'f • f¡ E 

(1) 

l ¡J.· • det 'I' • (..Je ) 

k-t • k-t .1 f,, 't' ) k-t • h E h E 

• wher~~e stands for the ernt~aetion (on the left) with 

* * e
1

n •• ,Aek (the commutativity of (1) is easily checked), 

we infer, taking t = 1, the well-known expression 

and, by duality, that M.Madj = det M.Ik, with Ik standing 

for the identity matrix of order k . If det MI O, weobtain 

det (Madj) = (det M)k-l and (Madj)adj (det M)k- 2 .M. 
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When we speak of the adjoint of a quadratic form f we 

will mean the quadratic form associated with the adjoint 

of the matrix F(symmetry and nonsingularity are obviously 

preserved). 

We remark in passing that Laplace's expansion rule for 

determinants is a consequence of the commutativity of (1) 

-which holds for an arbitrary commutative ring R and a 

finitely generated free R-module E- provided that we take 

{e
1

} as basis in AtE, where I = {i
1
<,.,<it} runs over the 

I 
ordered subsets of t elements of {l, ••. ,k} and e

1 
stands 

k-t * 
as basis in A E, where I' 

is the ordered complement {j 1 , ••• ,jk-t} of I in {I, ••• ,k} 

* * and w 
I' 

sgn(I,I') e. ,,.. ....... e. 
JI Jk-t 

Actually it is easy to 

see, with the above bases, that the matrix of At~ is the 

t-th exterior power At M of the matrix M, Le., {M
1
J), where 

M1J stands for the t-minor of M defined by the rows of I 

and the columns of J. The matrix (A1 ,J,) associated with 

k-t * 
A lf satisfies AI'J' = sgn(I,I') sgn(J,J') MJI • 

(Observe that the t-th exterior power can be defined for 

a nonsquare matrix). 

Remark. In the case t = I, we observe 
k-1 

of Mis the matrix ó. A Mt.ó where 6 

k-1 
for a square k-matrix N we put A N 

that the adjoint Madj 

= ((-l)i-16 .. ) . If, 
1) 

k-1 
ó( A N)ó 'we see that 

a· k-1 k-1 k-1 
Mª J = A(M)t = ( A M)t and that A (NP) 

k-1 k-1 
.\ N. A P, if P 

is also a square k-matrix. 
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Let f be as before, i.e., a k-quadratic form and g an 

• h-quadratic form with h~k. The set R (g,f) of p~lrnltlve 

~ep~e•entatlona 06 g by f is defined as 

R • (g f) {A~M ('"') 1 AtFA G d of the entries of ,hA=l J. ' = ~ kxh u. = ' g • e· • 11 

The condition that the entries of AhA have g.c.d. one means 

exactly that the columns of A may extended to a basis of 

E = l'Zk • 

Similarly, if nis an integer, the p~lrnltlve ~ep~eaen

tatlona 06 n by f is the set 

• forro nx2 • This coincides with R (g,f), for g the 

The proper isotropy group off is defined as 

+ 
o (f) 

• • • We set r (g,f) H R (g,f), r (n,f) 1# R (n,f) and 

+ + 
o (f) = H O (f). 

Two k-forms f, f'are p~ope~ly equivalent if and only 

if there exists a matrix A E SLk (7.l) such that F 
1 

= A tFA. 

2. Primitive representations of positive integers by 

guadratic forms 

Proposition l. Let f be a k-quadratic form. Then there 

exists a primitive representation X of a positive integer 

n by f if and only if there exists a (k-1) - quadratic form 

g of determinant n. (det(f))k- 2 anda primitive representa-
k-1 

tion A of g by fadj such that X= A A A, 
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Proof. Let X be a primitive representation of n, so that, 
k-1 * 

in particular, XtFX 
k-1 * 

each element of A E 

n. As A E "E (by contraction) and 

is decomposable (see [1) p.A III 171, 

Cor., which also holds for a free module), there exists an 
k-1 

integral kx(k-1) matrix Y such that A Y= 6X or, equivalently, 
k-1 

6. A Y X. Let G = YtFadjY. By the symmetry of Fadj we have 

det G 

k-1 k-1 . k-1 
( A Y)t M( A FªdJ).M (AY) 

xt. (det F)k- 2 .F.X = n. (det F)k- 2 

Obviously Y is primitive because X is so. The converse is 

clear from the above. 

Remark. If k = 2, this proposition is vacous, so we will 

as sume henceforth that k > 2. 

From the preceding proposition we can assure that the 
k-1 

map A 1--+ 6 A A from the set a of primitive representations 

k-2 of (k-1) - quadratic forms of determinant n. (det(f)) by 

a· * fª J to R (n,f) is surjective. With this notation we have. 

k-1 
Proposition 2. If A and B are in a, then A A 

k-1 
A B if and 

only if there exists a matrix C ~ SLk-l (:IZ) such that A = BC. 

Proof. Let v 1 , .. ., vk- l and w l' . , . , wk-l be the respective 

columns of A and B. We can complete v 1 , .•• ,vk-l to a basis 

of ?Zk with a suitable v, because A is primitive. Then 
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w1 , ••. ,wk-l' vis also a basís of 2'lkwith the same orienta

tion as v 1 , ..• ,vk-l'v, because, by hypothesis, 

If we now write each vi, l 5 i 5 k, as a linear combina 

tion of w1 , ••. ,wk-l'v 

we see, by making the wedge product with v 1~••·~vk-l' that 

A= O, from which follows the existence of C. The converse 

is obvious. # 

Proposition 3. Let g and g' be two (k-1) - quadratic forms 

of determinant n(det(f))k- 2 . Then the images under 
k-1 * d. * d. 

A......_ 6 /\ A of the subsets R (g,fª J¡ and R (g',fª J¡ of Cl 

are either equal or disjoint according as g and g' are pro

perly equivalent or not. 

k-1 
/\ B 

then, by proposition 2, A~ BC for sorne C ~SLk-l (7t) and 

this implies that G = ctc'c, i.e., that g and g' are pro

perly equivalent, in which case A~ AC establishes a 

bijection between R*(g,fadj) and R*(g',fadj), and these 

* two sets have the same image in R (n,f) because 
k-1 k-1 

/\ A = /\ (AC) • # 

Remark. In the above proof, observe that if G 

+ 
automatically belongs to O (g). 
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From the preceding results the next theorem is obvious. 

* Theorem 4. r (n,f) [ 
+ o (g) 

where the sum is extended to a complete set of representatives 

g of (k-1) - quadratic forms of determinant n(det f)k- 2 modulo 

proper equivalence. 

* 3. Evaluation of r (g,f) 

For simplicity, instead of fadj, we take fas a k - quadr~ 

tic form and g a (k-1) - quadratic form primitively represented 

by f. 

For each primitive representation B of g by f let us now 

construct a 6qua~e ~oat of - det(f) gadj modulo det(g) 

Extend B to an oriented basi.s B of Zk and put 

G 

to 

Then Gis an exten6~an of G properly equivalent 

F. In parti.cular det G = det f. 

From - -adj G.G = det(f).Ik we in fer 

2 2 d' 2 
IIG 11 caª J¡ = (det (f)) • I (~)" 

On the other hand, by the diagram (1), 

2 
AG 

k-2 * 
< /\ Gl = det(f) ·\~¡ · 

These two expressions yield 

2 d' k-2 * 
l\(Gª J¡ = det(f). ( /\ G) 
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ad' d' 
from which, wri ting G J = (Gij), aª J = (Gij), 

~(Gadj) = (G~;>i, and setting I = {i,k} , J = {j,k} , with 

i,j <k , we get, taking into account Gkk = det(g) and 

' ' i+. sgn(I,I ).sgn(J,J) = (-1) J, that 

(2) 

i.e., 

- (2) 
GIJ Gijºdet(g) - Gik Gjk 

k-1 * 
det(f).(AG),, 

{i},{j} 

k-2 - * det (f). ( A G) , , 
I J 

det(f).Gij 

Gik Gjk - - det(f).Gij (mod. det (g)), which means 

that 

t: 
2 

Gik xi - - det(f) .Gadj (mod. det (g) l. R 

i=l 

Remark. Obviously, if g and g' are properly equivalent then 

* * r (g,f) =r (g',f). 

Proposition S. With our pre\'ious notation, the association 

k-1 * 
B ~ r Gik xi induces a well defined map from R (g,f) 

i=l 

to the set of homogeneus linear forms in 

( '1:/ det (g) 211 ) ( x 1 , • • • , xi::- 1) which are square-root.s of 

ad' -det(f).g J modulo det(g). 

Proof. Let us extend B to another oriented basis B of ,zk. 
'\, 

Then B = BT for sorne T of the forro 
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(3) 

'v 

If G 
'vt 'v 'v 

B F B , then G = Tt G T, and by applying 

k-1 
A ( )t, i.e., passing to adjoints, we get 

<vadj adj _adj t adj 
G = T G (T) 

<vadj 
An explicit calculation for the last column of G gives 

(4) 

for 1 ~ i < k, so that 

'v 

Gik _ Gik (mod. det(g)). 

a· To the square roots of - det(f) gª J modulo det(g), we 

next associate extensions of g. More precisely, 

Proposition 6. Let f be a k-quadratic forro, g a(k-1)-quadratic 

forro and b = b 1x 1+ ••• +bk-lxk-l E Z [x1 , ••• ,xk_l] a square root 

of -det(f) gadj modulo det(g). Then there exists a unique 

k-quadratic forro gb(with matrix Gb = (g1 j)), extension of g 

with det Gb 

where (Gij) 

integral. 

det(f), such that Gik = b 1 , for 1 ~ i ~ k , 

(Gb)adj. The entries of Gb are not necessarily 
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Proof. F.rom the expression (see formula (2)) 

we have that g~dj is unique and therefore gb is unique too. # 

Remark. The k-quadratic form gb in the preceding proposition 

can have all its entries integral but this implies neither 

that gis equivalent to f nor that gb belongs to the genus 

of f ( cf. [ 2] Ch. 9) • 

For each square root b = b 1x 1 + ..• +bk-l~-1E7L[x 1 , ... ,xk-ll 

d' 
of -det(f).gª J modulo det(g), such that gb is properly 

equivalent to f, which implies that gb has integral entries, 

+ -let i (gb,f) denote the set of p~ope~ representations of 

gb by f, Le., 

Obviously,i+(gb,f) is in bijection with O+(f). 

We map 'l+(gb,f) to R*(g,f) by sending each M to the 

submatrix obtained from M by deleting its last column. 

Remark. Let ~ the map induced from the union of the sets 

?;+ (gb,f) to 

* 
BE R (g,f), 

put G = Bt F 

R*(g,f). Clearly ~ is surjective if 

extend B to a oriented basis B of :iik and 

B. Then, if bis the square root associated 

to Gadj then by uniqueness (cf. prop. 6), G = gb , so that 

B E '?;+ (gb, f) and lf(B) = B. 
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d' 
e= c 1x 1 + ••• +ck-lxk-l be square roots of -det(f) gª J modulo 

det(g) such that both gb and ge are properly equivalent to f. 

Then, the images under f of ci+(gb,f) and 't+(gc,f) are either 

disjoint or coincide according to b / e or b = e (mod det(g)) 

respectively. Moreover, the restriction off to each 

~+ -
~ (gb,f) is injective. 

+ - 1 + -
Proof. Let M ,;'t (gb,f) and M E "t (gc,f) be such that 

1 

ff>(M) = <9(M ) • Then necessarily there exists Te SLk(Z) of 

type (3) such that M = M
1

T. But then Gb = TtG T and 
·C 

proceeding as in the proof of proposition S we get (cf. 

formula (4)) 

which implies b = e (mod det g), and the injectivity statement 

- t if b = c. Moreover, from Gb = T Ge T we 

.,.,+ -establishes a bijection between O (gc,f) 

f(M) = ~(MT), because T is of type (3), 

same image under 'f' • 

see that M ~ MT 

+ -and i (gb,f) andas 

these sets have the 

Conversely, if b = e (mod det g), write bi 

for suitable integers o 1 and consider 

T 
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Then a simple calculation shows that the last column of 

T
adj -adj t adj t 

Ge (T ) is(b
1

, ... ,bk-l'det g) and so, by uniqueness 
d" d" t adj d" 

(cf. propos. 6), Tª J G~ J (T) : G~ J • In other words, 

t- -T GcT: Gb, and thus, as we have just seen, 

~+ - ~+ -'f (~ (gc,f) "' Cf (-G (gb,f) # 

Corollary 8. If gis a (k-1)-quadratic form primitively 

represented by a k-quadratic form f, then 

r*(g,f) = o+(f).s(g,f), 

where s(g,f) denotes the total number of inequivalent 

(mod. det(g)) square roots b: h 1x 1+ ••• +bk-lxk-l of 

-det(f) .gadj whose associated gb are properly equivalent 

to f. 

Remark. In fact s(g,f) is an invariant of the genus of 

g (fer the definition of genus see [2] , Ch. 9). If g' 

is in the genus of g, then (cf. [2] , p. 140) there 

exists a form g" properly equivalent to g such that 

g" = g' (mod M), fer all M > l. Then, obviously fer each 

fj in the genus off, s(g,fj) is an invariant of the genus 

of g. We shall write s(gen g,fj). 

3. Sums of squares 

We now give sorne special properties that appear when 

2 2 
f: Ik , i.e., f(x 1 ••• ,xk) x 1+ ••• +xk . We keep all the 

preceding notations. 

- 12 -



Proposition 9. If gis primitively represented by Ik. 

Then, gis necessarily primitive. 

Proof. Let p be a prime which divides all the entries of g. 

Then pldet(g) and plGij so that from (2), for i = j , we 

infer PIGik , for all i, in which case, expanding the 

determinant of Gadj by its last column, we get 

pldet(Gadj) = (det Ik)k-l , which is impossible. # 

Proposition 10. If f = Ik, the unique k-quadratic form gb 

obtained in proposition 6 is in fact integral. 

d . adj 
Proof. As in this case (Gbª J) Gb, it suffices to see 

- adj that Gb is integral. This assertion is immediate from 

the expression (5) 

together with the fact that 

-gadj , i.e., that 

for 8Uitable integers ~ij 

4. Applications 

~ 
i=l 

bixi is a square root of 

# 

* i) As a first application we give a formula for r (n,I 3 ) 

known by Gauss, and which, in fact., motivated the deve

lopments of sorne techniques we have just already explained. 
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We assume that nis a positive integer non congruent to 0,4 

or 7 modulo 8. Otherwise, as is well-known, nis nota 

primitive sum of three squares. 

Under this condition, by theorem 4 and proposition 9, 

L 
where the sum is extended to a complete set of representatives 

g of primitive 2-quadratic forms of determinant n, i.e., of 

discriminant -4n, modulo proper equivalence. Moreover, in this 

* sum we can reject the terms such that r (g,I3) o. If n > 3, 

then we know o+(g) = 2 (see (9] , p. 63). If n 3, we observe 

that if g = ax 2+2bxy+cy2 is a primitive, i.e., g.c.d. (a,b,c)=l, 

binary form represented by 1 3 , then g.c.d. (a,2b,c) = 2 so that 

o+(g) = 6. 

Thus, fer n > 3, the above sum may be written as 

1 
2 

* + but by corollary 8, r (g,I
3

) = o (I 3 ) .s = 24.s. 

Now, fer a square - root of -gadj(mod n), there exista 

unique integral extension gb of g, with det gb = 1 (cf. 

proposition 10). Such a gb must be necessarily positive

definite and consequently properly equivalent to 1 3 , because 

1 3 has improper automorphs, that is, there exists U GL3 (Zl), 

with det U = -1 , such that UtI 3u = 1 3 (cf. [6] , Section 9.2). 

This shows that sis equal to the total number of square

roots of -gadj (mod n). Let us now calculate these. 

- 14 -



We have to solve for b = b 1x 1+b 2x 2 the congruences 

(6) b2 
1 = -g22 (moa. n) 

(7) blb2 = g12 (moa. n) 

(8) b¿ 
2 = -gll (moa. n) 

By the chinese remainder theorem, if 

lJ ª1 ªs 
n = 2 p1 •••Ps (IJ = o or 1, a 1 > o), this is reduced to 

solve the same system modulo 21J (if lJ = 1) and the different 

ª1 
pi 

The case modulo 2 obviously has a unique solution. 

ª1 
Let us now consider the case modulo p 1 (this occurs 

if and only if n > 2), and observe that g 11 and g 22 cannot 

both be divisible by pi , since, otherwise, p 1 ¡g12 and g 

woula not be primitive. So, assume for instance, that 

pifg22 • Then (6) has exactly 2 solutions (cf. [5] p.44), 

because gis primitively representea by r 3 ana this implies 

the existence of solutions for the above system as we have 

seen in §2. But, for each solution b 1 of (6), there exists 

a unique solution b 2 of (7) • this is because b 1 is invertible 

ª· (mod p 1
1 ), since p 1fg 22 • This solution for b 2 in (7) satisfies 

(8) automatically: 
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ªi Thus the above system has exactly 2 solutions modulo pi and, 

consequently, 2s solutions modulo n. So we have 

Theorem 11. If n / 0,4,7 (mod 8) is an integer greater than 

3, then 

where t is the number of proper equivalence classes of prim! 

tive binary quadratic forms of determinant n which are prim! 

tively represented by 1
3 

and t is the number of distinct odd 

prime factors which dividen. 

ii) Recall (cf. (7]) that the weight of the number of primi

tive representations of n by all the forms in the genus off 

is 

* \J (n, gen f) 
* r (n,fj) 

o+ (f.) 
J 

with the f. running overa complete set of representatives 
J 

of the classes in the genus off and k denotes the number 

of proper classes in the genus off. 

Now, let \J (gen f) be the weight of the genus of f, i.e., 

\J (gen f) 
.k-=L 
j=l 

1 

So, if s(gen g 1 , gen f) is the number of square roots 

of -det(fadj).g1dj whose associated gb are in the same 

off, we obtain 
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* Proposition 12. µ (n, gen f) 

where mis the number of genera of (k-1)-quadratic forros of 

determinant det(f)k- 2 . n 

Proof. We first observe that o+(fadj) 

theorem 4 and corollary 8, we have 

=L 
s(gi,fj) 

+ 
o (gi) 

o+(f), and so, by 

which concludes 

s(gen gi,gen f) 

the proof, because obviously 

t s(gen gi,f .) 
j=l J 

iii) We now consider the congruent number problem (see [BJ), 

and denote by h(-4n) the number of clqsses of primitive binary 

quadratic forms of discriminant -4n, i.e., of determinant n. 

We give another proof of the fact (cf. [8]) that no prime 

congruent to 3 modulo 8 is a congruent number. 

Proposition 13. Let p _ J(mod 8) be a prime integer. Then p 

is not congruent. 

Proof. We let f stand for the quadratic form 2x 2+y 2+322 2 and 

g for 2x2+y 2+02 2 , and use the fact that if nis congruent 

* * then r (n,g) = 2r (n,f), forna square free positive integer 

(see [8]). 
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·:_ 

By applying Siegel's "Hauptsatz" [7] we know that 

* r (n,gen g) = 4h(-4n). 

As the genus of g consist of a unique class (see [4J), 

we conclude that for a congruent square-free positive integer, 

* we must have r (n,f) 2h(-4n). 

* On the other hand, we have seen that r (n,f) 4t, for 

sorne positive t, so, if n is congruent then h(··4n) is even. 

Now, take a prime p _ 3(mod 8). We have that h(-p) is 

.odd (cf, [9] p. 112 Korollar), and that h(-4p) = 3 h(-p) 

(cf. Ex. 8)d), p. 74 cf, [9]). We thus conclude that pis 

not congruent. H 
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