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Abstract: A study of the implementation of deep learning using artificial neural networks is undertaken aiming to 

reduce processing time and human supervision in the characterization of exoplanets’ light curves. Firstly, to 

understand the problem and the techniques involved, a convolutional neural network proposed by Shallue & 

Vanderburg for the Kepler mission is studied and recreated. Secondly, different alternative neural networks are 

proposed and compared with the original one, aiming to improve the classification performance.                            

  

I. INTRODUCTION 

Since the first transiting exoplanet was discovered in 1999 

[1], detections of exoplanets through transiting photometry 

have substantially increased, and the number of exoplanets 

discovered through photometric observations now represents a 

total of 76,7% of the discoveries [2].  

A transiting exoplanet is seen as a periodic U shape of 

decreasing luminosity in the light curve of the host star. 

Nevertheless, there are other sources that can decrease the 

luminosity of a star and cause identification errors. For 

instance, variable stars, like δ Scuti variables, which have 

fluctuations in their luminosity because of variations of their 

outer layers. Also, binary stars, which represents a 1,3% of the 

stars observed by Kepler [3] produce dips in the light curves: 

depending on the distance between the two stars, the transit of 

one star in front of the other can be seen as a V shape of 

decreasing luminosity or as a sinusoidal shape [4]. 

Furthermore, their secondary eclipse can also produce an 

exoplanet false positive [5]. In addition, instrument noise [6] 

and stellar variability [7] in the host star can also be sources of 

error. 

In the last decade the number of transit surveys has gone 

up, and consequently the amount of data to process has 

significantly increased. In order to speed up the selection of 

the interesting targets, many algorithms have been developed. 

Firstly, an initial selection is done through a pipeline, which 

identifies periodic signal events that may be consistent with an 

exoplanet; this is known as the threshold crossing event (TCE). 

Next, a characterization of these TCE is done looking for 

exoplanet transit signals. One option for this characterization 

is using deep learning through neural networks. 

In this work the use of neural networks in order to 

characterize exoplanet transits is studied. The aim is, firstly, to 

reproduce the results of Shallue & Vanderburg [8] with their 

best convolutional neural network. Secondly, to propose 

alternative configurations and compare the results aiming to 

define a more efficient neural network.  

In this project, processed data from [8] has been used and 

can be downloaded here [9]. This data is from Kepler Object 

of Interest Catalog-Q1-Q17 DR24 [10], but before using these 

samples, and according to [8], a pre-processing is performed, 

which consists of phase-fold the observations centring the 

TCE in the light curve. Two different representations of the 

light curve are used, one is a global view of the light curve, 

and the other one is focused on the TCE. Furthermore, the light 

curves are normalized and the low-frequency variability is 

removed.  

All TCEs in the Kepler Object of Interest Catalog - Q1-

Q17 DR24 have been labelled, and used as a training set in 

autovetter (see [11] for more detail); this classification is 

divided into three different classes: a consistent signal that 

corresponds to a planet candidate (PC), astrophysical false 

positives (AFP) and a non-transiting phenomenon (NTP). In 

this work the same labelled training set as in [11] will be used 

in order to train and test the neural networks. 

The second section of this paper is a brief introduction to 

what a neural network is and how they can be evaluated. In the 

third section, the Shallue & Vanderburg’s model is described. 

In the fourth section, the evaluation and comparison of our 

reproduction of the model made by Shallue & Vanderburg is 

presented. In the fifth section, alternative models are proposed 

and evaluated. Finally, the conclusions are presented. 

II. NEURAL NETWORKS 

An artificial neural network (ANN) is a network composed 

by nodes (also called neurons), which use weights aiming to 

recreate the behaviour of biological neurons and the 

connections between them. ANNs are used in order to solve 

artificial intelligence problems such as pattern recognition. 

Every node is a computational unit that relates the inputs 

(𝑥̂) with the outputs (𝑦̂) through an activation function (Φ), as 

a function of a set of weights (𝑤̂) and sometimes a bias value 

(𝑏), as in equation 1:  

 𝑦̂ = Φ {∑ 𝑤𝑖𝑥𝑖 + 𝑏

𝑑

𝑖=1

} (1)  

In this case, the input to the activation function has 2d 

variables implementing the behaviour of the network. 

These activation functions are commonly used to give non-

linearity to the neural network. They allow solving non-trivial 

problems using less nodes [12]. During neural network 

training, the bias and weights are adjusted in order to minimise 

the loss function. 

The term deep neural network is used when the neural 

network has multiple levels of non-linear operators and when 

many hidden layers between the input and the output layer are 

present. 

In this paper, a deep convolutional neural network (CNN) 

has been used. We include here just a concise description of 

this type of ANN, and we refer the reader to the provided 

references for details. This kind of neural networks use the 

convolution in at least one layers. The terms kernel or filter are 

used for the structural units (like a vector or a matrix) where 

the weights of the layer are placed. In order to do the 

convolution, the kernel is placed in every possible position on 
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the input (whether the convolution is done in the input layer) 

or in the feature map (feature representation in hidden layers) 

and the scalar product is performed [12]. 

Shallue & Vanderburg [8] and other works [13][14] proved 

that the use of convolutional neural networks gives good and 

efficient results in exoplanet characterization.  

Neural networks are trained using cross-validation so as to 

optimize the network parameters [15]. This means that the 

dataset is divided into parts: one is used to train the model 

(training set) while the other is used to validate the results 

during the process (validation set), and finally additional data 

is used in order to test the final model (test set). It is common 

that the size of the training set is larger than the validation set, 

for instance, 70-30 or 80-20. In this case Shallue & 

Vanderburg divided their dataset using 80% for training, 10% 

for validation and finally 10% for testing.  

Neural networks make use of randomness in order to 

explore all the parameter space, reach faster the lowest 

minimum in this mapping, achieve better generalization, etc. 

For example, randomness is used in the initialization of weight 

values.  

Due to the importance of randomness in machine learning, 

one model using the same dataset can give slightly different 

results in different training runs. In order to avoid the problem 

and achieve uniform fulfilment in the mapping of the inputs to 

the outputs, a common solution is to run the same model 

multiple times and average the different outputs. Jointly, a 

group of such neural networks reduces the residual 

generalization error [15]. 

A. Evaluation of a neural network performance 

In order to assess a model, the concepts of accuracy and 

loss are used, which represent respectively how the model is 

fitting the training dataset and if the model under study is 

losing the ability to predict in the general cases. Furthermore, 

the concepts of precision and recall are commonly used for the 

same purpose. Both are plotted in the precision-recall curve. 

Precision is defined as the number of true positives over the 

number of true positive plus false positive (high precision 

relates to low false positive rate). On the other hand, recall is 

the rate between true positives over true positive plus false 

negative (high recall relates to low false negative rate). In 

addition, the term of AUC (area under the curve) it is often 

used, which means, in the case of plotting the true positive vs 

false positive rate, the probability of a randomly selected 

sample being classified as positive higher than negative. In this 

case, as an exoplanet or a false positive, respectively. This kind 

of plot is called the receiver operating characteristic (ROC) 

curve. 

 In order to implement our neural network, the software 

library TensorFlow [16] has been used. It was chosen because 

Shallue & Vanderburg developed their neural networks with it 

and, also, because it is well documented. 

III. SHALLUE & VANDERBURG MODEL 

The best neural network proposed by [8] is called Astronet, 

which is a deep convolutional neural network. Shallue & 

Vanderburg decided to use the light curves of TCE as inputs 

of the neural network.  

 The input light curves were obtained after processing the 

data of Kepler Object of Interest Catalog-Q1-Q17 DR24. 

Firstly, for each TCE light curve, any transit that corresponded 

to any other TCE was extracted. Secondly, the low-frequency 

variability was also removed. Thirdly. Two different phase-

folding of the light curves were performed, centring the event 

in the middle, aiming to create two different representations of 

the light curves, the local and the global view:  

On the one hand, the phase-folding was done dividing the 

light curve into 2001 uniformly equally spaced intervals 

through the TCE period (𝜆 =
𝑡

2001
), where 𝑡 is the TCE period. 

The median fluxes in each interval were calculated and the 

global view was obtained (Figure 1).  

On the other hand, in the case of the local view, the 

observations through a range of 4 times the transit duration in 

either side were divided into 201 equally spaced intervals 

(𝜆 =
8𝑑

201
), where 𝑑 is the transit duration. But in this view, so 

as to make transits more visible and reduce scatter, the median 

fluxes were calculated using not only values within the 

intervals, but also the ones from the adjacent intervals. In 

particular, the width of the range of values used by Shallue & 

Vanderburg was δ = 0.16d [8], that represents a total width of 

4 λ intervals.  

Finally, both representations were normalized with median 

value set to 0 and the minimum value to -1. 

FIG. 1: Light curve in the global view (left) and local view (right) 

of Kepler-134 b. 

 

The structure of Astronet is shown in Figure 2. It can be 

seen that the neural network has two different inputs, the left 

one is the global view of the TCE, and the right one is the local 

view. After some convolution, Max-Pool and Fully connected 

layers, an output is returned using a sigmoid activation 

function in the last layer. The output has values between 0 and 

1, which represent the probability of the TCE to be an 

exoplanet. It uses a sigmoid function because this function 

usually fits well when the dataset is imbalanced. 

The parameters like the number of units in a layer, the 

kernel size, the activation function, etc. are called 

hyperparameters. 

Depending on the hyperparameters that are chosen in the 

different layers, the model can achieve better or worse results. 

The hyperparameters used by Shallue & Vanderburg are the 

ones that optimize their model. They are shown in Figure 2 

inside the parentheses in each layer.  

Furthermore, Astronet is trained with 50 epoch and 64 

batch size. The first one is the number of times the model will 

work through the training dataset, and the other one is the 

number of samples that are used in each training step in order 

to change the weight of the model. Also, it uses an 

optimization algorithm called Adam algorithm with the 

following parameters: 𝛼 = 10−5, 𝛽1 = 0.9, 𝛽2 = 0.999 and 

𝜖 = 10−8. 
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FIG. 2: Diagram of Astronet. Blue rectangles are 1-dimension 

convolution layers, in parentheses from left to right, the filters, kernel 

size, padding and activation function. Orange rectangles are 1-

dimension Max-Pool layers, in parentheses form left to right, the pool 

size and strides. Green ellipses are fully connected layers (in 

Tensorflow they are called dense), in parentheses, from left to right, 

the number of units and the activation function. Finally, the purple 

rectangle is the output layer which is a fully connected layer with a 

single unit using the function sigmoid as activation function. 

IV. EVALUATION & COMPARISON 

In order to compare the re-implementation made in this 

paper and Astronet, the terms explained in section II.A are 

used. The final results obtained and the ones of Shallue & 

Vanderburg’s model are compared and shown in Table I. It can 

be seen that the test accuracy for both of them is very close. In 

addition, both AUC values are close too, indicating that we 

have successfully reproduced the network.  
   

Test Accuracy AUC 

Astronet 0.960 0.988 

Reproduction 0.957 0.990 

TABLE I: Test accuracy and AUC (in the true positive vs. false 

positive) for Shallue & Vanderburg’s model (Astronet) and the 

reproduction.  
 

A reason for having slightly different results could be the 

random initialization of the weights and the serendipity in the 

training process.  

Also, the precision-recall curve of both models is shown in 

Figure 3. It can be seen that the Shallue’s precision-recall 

curve is a bit higher than the one achieved in this work; this 

means that they can choose a threshold where the precision and 

recall are higher, in other words, lower false positive and false 

negative rate. 

 
FIG. 3. Precision vs. recall for Astronet and the reproduction. The 

Astronet’s curve is extracted from [8]. 
 

Note that despite the area under the curve in the Precision-

Recall graphic for Astronet being higher than the achieved in 

this work, the AUC in the reproduction is greater than Shallue 

& Vanderburg’s model. One must note that the AUC and the 

area under the curve in the Precision-Recall are not the same. 

Probably this difference is due to the fact that the AUC 

overestimates the model skills when the dataset is imbalanced 

[17], as in this case, where the number of light curves labelled 

as exoplanet are 3600 in front of 12137 light curves labelled 

as not exoplanet (AFP + NTP). 

In order to understand how the neural network works, we 

have experimented by setting parts of the light curve to zero 

and see how the returned probability changes. Using this 

process, Shallue & Vanderburg proved that the neural network 

learns to identify the primary and secondary eclipses in the 

global view [8].  

Now, so as to comprehend in detail the role of each part of 

both inputs, and also find any weaknesses in this model, we 

did something similar to the method by Shallue & Vanderburg. 

In this case, nine different configurations were tested setting to 

zero different parts of the local and global view. For example, 

while the global view was unchanged, the local view was set 

all zero. The most illustrative configuration was the one where 

we “cleansed” the light curve except the part where the 

luminosity of the star decreased, thus simulating a noise-free  
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reference level. Figure 3 shows the light curve after applying 

this change. It can be easily compared with the original light 

curve in Figure 1.  

FIG. 3: Light curve in the Global view (left) and local view 

(right) of Kepler-134 b. All values are set to zero except the TCE. 

 

When an exoplanet was processed using this configuration, 

the probability returned of being an exoplanet dropped off 

from 91% to only 10%. A reasonable explanation of a decline 

of 80% is that possibly the neural network has learned to 

identify an exoplanet if in the light curve, the luminosity 

decreases more than the standard deviation of the noise. As the 

noise was set all to zero except at the transit, the neural 

network could not compare its magnitude with the noise, then 

it could not identify the transit as due to an exoplanet, and the 

probability significantly decreased. 

Notice that one can use different ways to estimate how the 

neural network works by varying the input and seeing how the 

output changes. Nevertheless, its internal functioning is 

opaque, as the weights fitted during the training do not provide 

any clue about why these values were chosen, and how they 

affect in achieving the desired performance. That is why neural 

networks are usually described as black-boxes. 

V. PROPOSED MODELS 

After a successful reproduction of the work of Shallue & 

Vanderburg, different models can be proposed, putting into 

practice the knowledge acquired through the previous work. 

Firstly, the introduction of auxiliary parameters to the 

neural network was tested. For example, as the light curve in 

the local and global view are normalized, part of the lost data 

in the process can be useful to characterise an exoplanet. For 

example, in a distant eclipsing binary, the eclipses make sharp 

transits.  

Secondly, as it has been suggested in the section IV, if the 

neural network takes into account the relationship between the 

depth of the signal and the standard deviation of the noise, 

maybe introducing the SNR of the light curve as an additional 

parameter could help the neural network to identify exoplanets 

more efficiently. 

The data of the depth and the SNR used in these models are 

also from the database of Kepler Object of Interest Catalog - 

Q1-Q17 DR24 [10]. 

Although Shallue & Vanderburg proved in [8] that using 

both local and global view in their net achieved better results, 

the use of only one view with parameters is also tested as one 

of the proposed alternative models. 

The different models tested are shown in Table II. 

The first test was to check whether a simpler or a complex 

structure could achieve better results. These were only the 

cases of the models using the local view with and without 

auxiliary parameters (see Table II). Their performances were 

improved when two convolution layers and two (Local view 

and Local view + D) or five (Local view + P) dense layers were 

used. Also, the use of a Max-Pool layer (with pool size equal 

to 5) between both convolution layers seemed to improve the 

performance. Furthermore, the number of epochs required for 

training the neural network could be reduced because the 

neural network started overfitting. 

The other models achieved better results using the same 

structure as Astronet. 

Secondly, the number of units in the fully connected layers 

was changed. For instance, the units tested were 128, 256, 512. 

The results of the validation loss as a function of the epochs 

showed that 128 units were the best choice for models with 

both auxiliary parameters. But, when only one auxiliary 

parameter was used, 256 units were a better choice. 

Nevertheless, no sign of improvement was found using these 

number of units in the other model’s performance. Finally, the 

last hyperparameter tested was the use of padding. In all cases 

the use of padding improves the performance, as Shallue & 

Vanderburg proved.  

The other hyperparameters were not changed because the 

proposed models differ only in the part of adding one or two 

auxiliary parameters. Then, using part of the hyperparameters 

of Astronet was likely a good choice. 

In Table II, the best results of the test accuracy and AUC 

obtained by different models are shown.  
 

Test Accuracy AUC 

Astronet 0.960 0.988 

Global & Local view + P  0.963 0.988 

Global & Local view + D 0.960 0.988 

Local view 0.934 0.976 

Local view + D + SNR 0.929 0.972 

Local view + D 0.928 0.977 

Global view 0.957 0.987 

Global view + D + SNR 0.955 0.987 

Global view + D 0.957 0.986 

TABLE II: Test accuracy and AUC calculated by different neural 

networks. Where D represents de auxiliary parameter depth, SNR the 

auxiliary parameter of the SNR and P means both depth and SNR.  

 

It can be seen that only two models have the same or very 

slightly higher performance than Astronet. Furthermore, the 

models Local view and Global view achieve better results than 

the ones in [8]. 

In order to comprehend the relevancy of the values of the 

depth and SNR in the model, something similar to the last part 

of section IV is done. If the depth was set to zero, almost all 

probabilities returned by the neural network did not change. 

But when the value introduced was very high, for instance, 105 

ppm, all probabilities becomes zero. This suggests that 

introducing the depth as an auxiliary parameter does not have 

an important role when transits’ depths are slight, but it could 

be useful in cases of false positives with sharp depths. 

On the other hand, in the case of varying the value of the 

SNR, the probability of being an exoplanet was barely 

unaffected when it was set to zero. Nevertheless, for high 

values of SNR, the probability decreased. These behaviours 

probably mean that the dataset used is biased in the way that a 

significant part of the light curves labelled as exoplanet have 
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low SNR. This hypothesis is proposed as there is no reason 

why a star with an exoplanet must have low SNR. 

However, the results in Table II seem to support the fact 

that using these auxiliary parameters reduce the performance 

of the neural network in cases where only one view is used. 

VI. CONCLUSIONS 

In this work the best neural network made by Shallue & 

Vanderburg has been successfully reproduced, reaching a 

0.957 test accuracy compared to the 0.960 reached by Astronet 

and also almost the same AUC value 0.990 instead of 0.988. 

Moreover, models using the global and local view with 

auxiliary parameters reached the same performance of 

Astronet, with the one using both depth and SNR achieving 

very slightly higher test accuracy value (0.963) and the same 

AUC value (0.988). However, maybe the results could be 

improved if further computational time is spent trying different 

configuration and hyperparameters. 

In addition, this work has proved that the use of neural 

networks in order to characterise exoplanets is an efficient 

option that can reduce the processing time and human 

supervision. Since to use neural networks a lot of data is 

needed, further exoplanets discoveries in the following 

decades will be an important contribution in this area. 

In future work, a neural network which uses both views 

with auxiliary parameters obtained by a parametric modelling 

of the light curve [18] would be interesting to evaluate. 
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