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Abstract: Computational ghost imaging (CGI) is a innovative technique capable of performing
imaging with a single-pixel detector (SP) by illuminating the scene with an ensemble of random
patterns and calculating the correlation of those patterns and the object. Therefore, it’s based
on a statistical model. Nevertheless, this way of carrying out an image reconstruction presents
some issues regarding long data-acquisition time and a low reconstruction quality. Recently, a
new computational imaging technique called Fourier ghost imaging (FGI) was proposed which can
reconstruct images by acquiring their Fourier spectrum, therefore making use of a deterministic
model. Simulations on both methods are performed with its corresponding analysis on the efficiency
and their robustness against noise. Our work may provide a guideline for researchers to decide
whether or not they use a ghost imaging technique.

I. INTRODUCTION

Over the last two decades, ghost imaging (GI) has
aroused great concern for counter-intuitive imaging
mechanism due to its capability of reconstructing im-
ages with a single-pixel detector. In conventional imaging
techniques, the object is recorded by spatially resolved
detectors such as through a charge-coupled device (CCD)
camera. However, in GI the same reconstruction can be
achieved by single-pixel detector, like a photodiode (PD).

The GI enables robust imaging against noise, owing to
statistical correlation processing between a known refer-
ence and an unknown object intensity field. Therefore,
given the time series data obtained from the detector,
the effect of turbulence or scattering media between the
object and the detector planes can be widely reduced.

Ghost imaging was initially considered as a quantum
effect making use of random patterns coming from spon-
taneous parametric down-conversion [1] or speckle pat-
terns generated by a laser beam and a rotating ground-
glass [2]. Both methods use a beam splitter, dividing in
two arms the optical setup and making the one beam that
interacts with the object be collected by the single-pixel
detector (often called bucket detector).

Thereafter, computational ghost imaging was intro-
duced by Shapiro in [3]. CGI combines computer gen-
erated random patterns and a spatial light modulator
(SLM) to obtain the reference field. If instead of using
laser light, incoherent light is used, there will be no need
for free-space propagation calculation [4]. Thus, the in-
tensity of the object plane is computationally obtained
without a camera, significantly simplifying the optical
setup.

Due to its potential, several applications of CGI have
been studied in different fields such as 3D imaging [4],
color imaging [5],phase retrieval [6], thermal light imag-
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ing [7], astronomical ghost imaging [9], optical encryption
[10], X-ray ghost tomography [8] and so on. Especially,
ghost imaging becomes very interesting for those who
need minimally invasive imaging techniques under weak
illumination (e.g. in the biomedical field to avoid photo-
bleaching).

One of the major problems CGI faces is the fact that to
be able to achieve sharp images, it requires a large num-
ber of patterns to be projected over the object, which
makes it more time-consuming. To improve the perfor-
mance of CGI, several algorithms have been designed
in order to increase the signal-to-noise ratio (SNR) of
the pictures allowing them to reconstruct better images
within less pattern projections (e.g. differential ghost
imaging [11], normalized ghost imaging [12], or correla-
tion of powers of intensity [13]). Although these meth-
ods can improve the results of the GI, they still require
a large number of measurements and a long computa-
tion time (for large images, it might be a few hours or
more). To overcome these problems, a new approach
arises: Instead of projecting random patterns taken from
a nonorthogonal basis onto the object, we rather use or-
thogonal patterns to do so. Thus, improving the image
contrast with much smaller number of patterns and mak-
ing the reconstruction computation into a deterministic
model (in contrast to ghost image which is designed as
a statistical model). Several orthogonal basis were pro-
posed such as Hardaman patterns [14], wavelet transform
patterns [15], principal component analysis patterns [16],
and the one we will analyse in this paper: Fourier sinu-
soidal patterns [17].

Fourier ghost imaging achieves reducing the number of
measurements and the computation time by the illumi-
nation of sinusoidal patterns and the reconstruction algo-
rithm based on the Fourier spectrum acquisition and its
posterior Fourier transform. Besides constituting an or-
thogonal basis, FGI is good for reconstructing images in
a fast way given the fact that, in general, low frequencies
contain much more image information than the higher
ones, making the quality of the image improve drasti-
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FIG. 1: Scheme of the optical setup of the ghost
imaging and fourier ghost imaging technique.

cally within a few measurements on the single-pixel. We
confirm the feasibility of the method and, by carrying out
numerical simulations, conclude that the method outper-
forms the CGI method in terms of efficiency and turns
out to be useful in high-SNR situations.

In Fig.(1) a simplified scheme of the optical setup is
shown to perfrom CGI and FGI.

II. PRINCIPLE OF CGI AND FGI

In this section we give a brief explanation of CGI and
FGI, which have been described in detail elsewhere [3,
17]. For the sake of simplicity, we will assume that the
SLM plane corresponds to the object plane. The object is
illuminated by a random pattern displayed on the SLM.
The scattered light is collected by a lens and focalized
into the single-pixel detector. This process is repeated a
large number of times while changing the patterns. The
intensity measured in the SP, I0, is described as:

D0 =

∫
beam area

O(x, y)Ir(x, y) dxdy, (1)

where O(x,y) is the object function (the one we want
to reconstruct) and Ir(x, y) is the intensity distribution
of the rth pattern, r = 1, 2, 3, ..., n, n being the number
of measurements. This can be calculated from a com-
putational perspective as the inner product between the
pattern (no matter what the basis is) and the object.

According to CGI, the object image is reconstructed
by calculating the correlation between the random pat-
tern distributions Ir(x, y) and their corresponding mea-
surements in the SP D0. The retrieved image G(x,y) is
described as

G(x, y) =
1

n

n∑
r=1

(D0 − 〈D0〉)Ir(x, y)

= 〈D0I(x, y)〉 − 〈D0〉 〈I(x, y)〉 , (2)

where 〈...〉 denotes the ensemble average over the n
measurements. Thus, given that D0 is given by Eq.(1),
G(x,y) converges to O(x,y) as n increases. The Eq.(2)
reflects that the object image is estimated by the corre-
lation value of each pattern. In FGI, we seek to acquire
the Fourier spectrum first and thereafter, to retrieve the
image by applying an inverse Fourier transform. Fourier
spectrum is composed by a group of coefficients. Each
one of those correspond to a unique sinusoidal pattern
with a specific frequency and therefore, is the visual-
ization of how the function is decomposed into a set of
orthogonal sinusoidal waveforms of different frequencies.
To obtain such coefficients, one can project sinusoidal
patterns onto the object and measure its correlation with
the single-pixel detector. Thus, knowing how strongly
correlated that pattern with a specific frequency is with
the object. The reconstructed the Fourier spectrum of a
2D function (the image G(x,y)), The Fourier transform
F is described as:

G̃(u, v) = F{G(x, y)}

=

M−1∑
x=0

N−1∑
y=0

G(x, y)exp
[
−j2π

(ux
M

+
vy

N

)]
, (3)

where u and v are the spatial frequencies, and M and
N are the number of pixels the image will have on the
x and y axis, respectively. The Fourier basis patterns
can be obtained by applying an inverse Fourier transform
F−1to a delta function δ̃(u, v, φ).

δ̃(u, v, φ) =

{
exp(jφ) u = u0 and v = v0
0 elsewhere

(4)

where φ is a parameter we put in order to choose the
phase of our sinusoidal pattern so to be able to retrieve
the phase information (which is the most important in
an image). The sinusoidal pattern is therefore computed
as:

Iφ(x, y) =
1

2

[
1+
∣∣∣F−1

{
δ̃(u, v, φ)

}∣∣∣] (5)

For the FGI reconstruction, since Fourier coefficients
F (u, v) are complex-valued they need to be acquired
within the projection of more than one pattern. In our
case, this will be done by projecting 4 different pat-
terns I0(x, y),Iπ(x, y), Iπ

2
(x, y) and I 3π

2
(x, y) and using

their respective measurements in the single-pixel detec-
tor D0,Dπ, Dπ

2
and D 3π

2
to be able to obtain the real
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(a) CGI pattern (b) FGI pattern

FIG. 2: Typical patterns used in CGI (a) and FGI (b)

(a) Ghost (b) Brain

FIG. 3: a) 128x128-pixel binary image of a ghost. b)
256x256-pixel grayscale image of a brain.

and the imaginary part of the coefficient in the following
way:

F (u, v) = (D0 −Dπ) + j(Dπ
2
−D 3π

2
) (6)

This data acquisition will be on going until we get to
the frequency in which we want to stop (this frequency
can be limited by the SLM resolution). Finally, we can
obtain G(x, y) matrix by computing the inverse Fourier
transform of the Fourier spectrum. For this type of FGI,
to fully sample a M ×N pixel image it will take 4×M ×
N measurements to do a complete reconstruction of the
Fourier spectrum. But with the prior knowledge that the
Fourier spectrum for real-value functions (like an image)
is conjugated symmetric, the number of measurements
boils down to n = 2×M ×N .

In Fig.(2), two typical patterns from the CGI and FGI
ensemble are shown.

III. NUMERICAL SIMULATIONS

To compare the feasibility and the quality of both
methods, we carried out numerical simulations. We sim-
ulated CGI by using random patterns and FGI by us-
ing sinusoidal patterns like the one in Fig.(2b). Since
sampling strategies may change the quality of the recon-
structed images of FGI, we will use the circular path ac-

quisition since it has been proved to be the best one for
general purposes according to [18].The sampling strategy
refers to the path along which the Fourier coefficients are
to be acquired. In our case, circular path means that we
retrieve the coefficients from low to high frequencies in a
circular way.

Two test objects were used to see the quality of the
reconstructions (see Fig.(3)). Images of a ghost and a
brain were reconstructed for different numbers of samples
and numerical results are shown in Fig.(4) and Fig.(5),
respectively. Notice that for the FGI the percentage of
spectrum acquired is given along with the number of pat-
terns projected.

As can be seen in Fig.(4) and Fig.(5), FGI outperforms
CGI not only in terms of quality in the reconstruction
but also in terms of efficiency, given the fact that the
image is fully retrieved with maximal quality once we
have projected all the orthogonal pattern basis onto the
object. For the sake of clarity, quantitative analysis has
been made into the reconstructed images by calculating
the structural similarity (SSIM) index to compare the
quality. SSIM is defined as:

SSIM =
(2µGµO + c1) (2σGO + c2)

(µ2
G + µ2

O + c1) (σ2
G + σ2

O + c2)
(7)

where µG and µO are the average value of G(x, y) and
O(x, y); σG and σO are their variance; σGO is the co-
variance between G(x, y) and O(x, y); c1 = (k2 ∗ L)2

and c2 = (k2 ∗ L)2 are the constant with K1 = 0.1 and
K2 = 0.03; L is the dynamic range of the grayscale val-
ues. Note that, SSIM is a comprehensive index that can
reflect the contrast, brightness and structural informa-
tion of the image, widely used in image processing. This
index runs from 0 to 1 ( being 1 the maximal similarity
and 0 the minimal).

The results obtained in the comparison can be seen in
the following tables for the ghost and the brain, respec-
tively.

Looking at the tables (I) and (II) we clearly see that
FGI is much more efficient, being able to fully reconstruct
the image. I addition, we see a rapid increase in the SSIM
during the first projections, reaching in both cases the 0.2
within less than a 1% of spectrum acquisition. This phe-
nomena is due to the fact that, when decomposed in their

FIG. 4: Numerical results of CGI and FGI in free-noise
condition for the ghost image.
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no patterns 656 (1%) 3276 (5%) 6552 (10%) 32768 (50%) 65536 (100%) 1000000
CGI 0.05 0.09 0.12 0.19 0.20 0.26
FGI 0.29 0.40 0.45 0.53 1

TABLE I: SSIM index for the different ghost images for
a given number of patterns (and, in the case of FGI,

also the percentage of acquisition).

no patterns 2620 (1%) 13108 (5%) 26212 (10%) 131072 (50%) 262144 (100%) 1000000
CGI 0.05 0.09 0.11 0.19 0.21 0.27
FGI 0.23 0.41 0.48 0.58 1

TABLE II: SSIM index for the different brain images
for a given number of patterns (and, in the case of FGI,

also the percentage of acquisition).

frequencies, most of the images have strong low-frecuency
components, meaning that their spectrum is very ”ener-
getic” at the center compared to the magnitudes of the
components on the high-frequency zone. This allows FGI
to be able to perform a reliable reconstruction within a
few pattern projections. Thus, making it a faster method
capable of taking good pictures while being in undersam-
pling conditions.

In order to study the robustness of both methods
against noise, we studied how they respond by varying
the signal to noise ratio (SNR). A Gaussian distributed
noise on the output of the detector is superimposed. It
has been assumed here, that the incident light on the
single-pixel detector was in the range of 0-1. In a similar
way that Shibuya and colleagues did in [19] to study the
noise robustness of Hardaman transform imaging, let us
add a Gaussian noise of center value and variance σ2 of
zero and 9×10−8, respectively. Therefore, by varying the
light intensity of the signal from 1.8× 10−5 to 2× 10−2,
we look at the reconstruction of the images within a SNR
range from 0.03 to 33.

Fig.(6) shows the results of the reconstruction of the
image, where noise was added at the output of the
single-pixel detector. Two different number of samples
n are used in the reconstruction of CGI: n = 65536 and
n = 1000000. For the FGI reconstruction only n = 65536
is shown. If we take a look at the results,we will see that
the noise is progressively suppress by increasing n in the
CGI. The visibility of the reconstructions by FGI is still
higher than the ones performed by CGI under the same
number of projections for high-SNR conditions. Never-

FIG. 5: Numerical results of CGI and FGI in free-noise
condition for the brain image.

theless, for low-SNR conditions, the visibility is practi-
cally the same. Thus, both methods are affected by noise
in a similar way, but the fact that FGI can retrieve a bet-
ter image within the same number of projections, gives
it an advantage to perform better. On the other hand, if
the data-acquisition time is not a problem, and our main
target is to reduce noise, an interesting solution given
its simplicity could be using CGI for a large number of
measurements.

IV. CONCLUSIONS

In this study we performed some numerical simula-
tions regarding two unconventional imaging techniques:
computational ghost imaging (CGI) and Fourier ghost
imaging (FGI). Thus, confirming their feasibility. The
given results have shown that FGI outperforms CGI in
terms of efficiency and quality. By making use of the
Fourier spectrum properties such as its symmetry and
its energy concentration in the low-frequency zone, and
given the fact that we are dealing with a deterministic
model due to the orthogonal basis patterns that we are
projecting, this method obtains a great advantage over
CGI and gives rise to a very interesting solution to the
original problems of CGI regarding long data-acquisition
time and a low reconstruction quality.

A comparative study was carried out between compu-
tational ghost imaging (CGI) and Fourier ghost imaging
(FGI) under various SNR condition, confirming that the
recent method FGI is more useful than CGI for a fixed
total number of illuminations n under high-SNR condi-
tions. Nevertheless, CGI might be an interesting solution
to enable the visibility by simply increasing the number
of measurements n (and therefore the acquisition time).

FIG. 6: Numerical results of the reconstruction of the
ghost image by CGI for n = 65536 and n = 1000000

and FGI for n = 65536, where noise was added at the
output of the single-pixel detector.
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