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Entanglement entropy in low-energy field theories at a finite chemical potential
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We investigate the leading area-law contribution to entanglement entropy in a system described by a general
Lagrangian with O(2) symmetry containing first- and second-order time derivatives, namely, breaking the
Lorentz invariance. We establish a connection between the Higgs gap present in a symmetry-broken phase
and the area-law term for the entanglement entropy in the general nonrelativistic case. Our predictions for the
entanglement entropy and correlation length are successfully compared to numerical results in two paradigmatic
systems: the Mott insulator to the superfluid transition for ultracold lattice bosons and the ground state of
ferrimagnetic systems.
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I. INTRODUCTION

In condensed-matter physics, relativistic quantum field
theories often arise as low-energy effective approximations.
However, in multiple situations, the local Lorentz invariance is
lost. As a prominent example, near a quantum phase transition
[1], a dynamical critical exponent different from one indicates
the different scaling of space and time. A second example is
non-Lorentz-invariant systems where the ground state sponta-
neously breaks a symmetry of the Hamiltonian. Goldstone’s
theorem ensures the presence of Nambu-Goldstone (NG)
bosons at low energy [2,3], but the lack of Lorentz invariance
may dramatically change their dispersion relation [4–7]. Non-
relativistic NG bosons have been extensively studied recently
[7] and naturally appear in the many-body context [8], e.g., in
the presence of long-range interactions [9].

The nature of the low-energy excitations of a many-body
system is deeply related to the quantum fluctuations in the
ground state and has a profound impact on the structure
of quantum entanglement across the system. For instance,
the scaling of ground-state entanglement entropy with the
subsystem size displays a logarithmic violation of the so-
called area law [10–15] in one-dimensional gapless systems
with short-range interactions [13] or in the presence of a
Fermi surface in any dimension [16,17], and, in bosonic
systems with spontaneous symmetry breaking, a subdominant
universal additive logarithmic correction carries the nature of
the Goldstone modes [9,18,19].

In the present paper, we study the entanglement present
in a general nonrelativistic field-theoretical description with
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O(2) symmetry. The latter appears both in many condensed-
matter-physics phenomena [1] and in particle physics at a
finite chemical potential, e.g., kaon condensation [20] with an
enlarged U (2) symmetry. We show that the dominant area-
law prefactor of entanglement entropy acquires a universal
contribution throughout the phase diagram, associated with
the finite correlation length in the gapped disordered phase,
and to an elusive “Higgs correlation length” in the gapless
ordered phase, associated with amplitude fluctuations of the
order parameter. We discuss the relevance of our analyti-
cal field-theory predictions for two prominent examples of
many-body phenomena: the superfluid (SF) to Mott insulator
(MI) quantum phase transition for ultracold lattice bosons
and ferrimagnets, which are gapless yet short-range-correlated
systems.

II. NONRELATIVISTIC LOW-ENERGY THEORY

We consider the general O(2)-invariant Lagrangian density
L describing the dynamics of a complex field ψ (�r, t ) = (φ1 +
iφ2)/

√
2 in D + 1 dimensions,

L/K = |(∂t − iμr )ψ |2 − c2|∇ψ |2 − m2|ψ |2 − c4|ψ |4, (1)

where the global factor K plays the role of a kinetic mass for
the field degrees of freedom [see Eq. (2)]. The (relativistic)
chemical potential μr breaks the Lorentz invariance of the
theory and is relevant to many condensed-matter problems
where Lorentz invariance is absent [1,21]. For certain systems,
such as superconductors, the equations of motion have to be
symmetric under complex conjugation as a consequence of
particle-hole symmetry [22,23]. This imposes the coefficient
of the first-order time derivative to vanish, and, therefore,
μr = 0. On the contrary, in pure nonrelativistic systems, the
dynamics is driven by a Schrödinger equation and only con-
tains first-order time derivatives, e.g., superfluid helium. The
Lagrangian Eq. (1) was studied in the context of relativistic
Bose-Einstein condensates [24,25] and more recently in the
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study of nonrelativistic NG bosons [6,7,26], which naturally
appear in systems at a finite chemical potential [27–29] where
the interplay between first- and second-order time derivatives
can lead to the appearance of massive NG bosons [30].

Our purpose is to study the ground-state bipartite entangle-
ment entropy for systems effectively described at low energy
by the Lagrangian Eq. (1). In particular, we will consider
the influence of the Lorentz-invariance-breaking chemical
potential, especially at the quantum phase transition between
the disordered phase and the long-range-ordered phase. We
consider a subsystem A immersed in an infinite ground state
and compute the von Neumann entropy S of its reduced
state ρA = TrB|�0〉〈�0|, where TrB denotes the trace over
B degrees of freedom (the complement of A), and |�0〉 is
the ground state. In D = 2, 3, S obeys a so-called area law
over the whole phase diagram, namely, it scales as S = aA
up to subdominant corrections, where A is the area of the
boundary between the A and the B regions [15]. In gapless
D = 1 systems, S may display a logarithmic violation of the
area law, namely, S ∝ ln L where L is the length of the A
subsystem [13]. Furthermore, throughout the paper, we will
not consider the subdominant corrections [19] and focus,
instead, on the area-law coefficient a. Our main purpose is
to identify universal contributions to a.

For our purpose, it is more convenient to work with
the Hamiltonian formulation of the theory. We introduce
the canonical moments π1/2 = δL

δ(∂t φ1/2 ) = K (∂tφ1/2 ± μrφ2/1).
The Hamiltonian operator reads in Fourier space,

H(k) = 1

2K

(
π2

1 + π2
2

) + K

2
(m2 + c2k2)

(
φ2

1 + φ2
2

)
+μr (φ1π2 − φ2π1) + K

4
c4

(
φ2

1 + φ2
2

)2
, (2)

where [φa(k), πb(k′)] = iδa,bδ(k − k′) and [φa(k), φb(k′)] =
[πa(k), πb(k′)] = 0. Throughout the paper, we will
consider a Gaussian approximation to the ground state,
accounting for harmonic quantum fluctuations around
a saddle-point (mean-field) solution. Our focus is the
entanglement content of such quantum fluctuations. At
the mean-field level, two phases are found: a disordered phase
for m2 � μ2

r (such that φ
(0)
1 = φ

(0)
2 = π

(0)
1 = π

(0)
2 = 0)

and an ordered phase for m2 < μ2
r where the O(2)

symmetry is spontaneously broken [φ(0)
2 = π

(0)
1 =

0, φ
(0)
1 = √

(μ2
r − m2)/c4, π

(0)
2 = −Kμrφ

(0)
1 e.g., φ

(0)
2 =

π
(0)
1 = 0, φ

(0)
1 = √

(μ2
r − m2)/c4, π

(0)
2 = −Kμrφ

(0)
1 ]. The

quadratic Hamiltonian governing the harmonic fluctuations
around this mean-field solution is found upon replacing
φ1/2 → φ

(0)
1/2 + φ1/2 and π1/2 → π

(0)
1/2 + π1/2 and neglecting

terms of order O(φ3
1/2, π

3
1/2) and higher. We also subtract the

mean-field ground-state energy contribution.

III. DISORDERED PHASE

In the disordered phase (m2 � μ2
r ), the quadratic Hamilto-

nian is simply obtained from Eq. (2) by setting c4 = 0. The
excitation spectrum displays two gapped modes of energy
ω±

k = 
k ± μr with 
k = √
m2 + c2k2, see the Appendix

for details. Even though the Hamiltonian Eq. (2) depends
on μr , its ground state is, in fact, independent of μr . This

is a manifestation of the silver blaze problem, i.e., at zero
temperature, thermodynamical observables are independent
of the chemical potential up to some critical value [31],
namely, μ2

r � m2. Specifically, as shown in the Appendix, we
find a factorized ground-state wave-functional �0[φ1, φ2] =
�
k [φ1]�
k [φ2] with

�
k [φ] ∝ exp

{
−1

2

∫
dDk K
kφ

2

}
. (3)

This expression explicitly shows that quantum fluctuations in
the ground state are only sensitive to the combined excitation
energy ω+

k + ω−
k = 2
k as a consequence of the conservation

of the charge associated with the O(2) invariance of the full
theory. Furthermore, it shows that entanglement entropy S is
the sum of two contributions, stemming from the uncoupled
Gaussian fluctuations of the φ1 and φ2 fields. Entanglement
entropy, therefore, obeys an area law containing a nonuniver-
sal UV-cutoff-dependent part a0 and a universal contribution
a1 governed by the correlation length ξ = c/m [13,32], see
also the Appendix,

S/A = a0 − 2a1(ξ ), (4)

where a1(ξ ) = 1/(12ξ ) in D = 2 and a1(ξ ) =
(24πξ 2)−1 ln ξ in D = 3.

IV. ORDERED PHASE

In this part (μ2
r > m2), we focus on the ordered phase for

systems in D = 2, 3 spatial dimensions as in D = 1 long-
range order is not stable, and the physics is not captured by
the Gaussian approximation we consider. Here, φ1 and φ2,
respectively, capture amplitude and phase fluctuations of the
order parameter ψ (0) = √

(μ2
r − m2)/c4, and we find

H(2)
ord.(k) = 1

2K

(
π2

1 + π2
2

) + μr (φ1π2 − φ2π1)

+ K

2

[
φ2

1

(
c2k2 + 3μ2

r − 2m2
) + φ2

2 (c2k2 + μ2
r )

]
.

(5)

We first discuss the relativistic case (μr = 0, m2 < 0). In
this situation, amplitude and phase fluctuations are decoupled.
They are the normal modes of the theory, namely, the gapped
Higgs mode with frequency ωH

k = √
c2k2 − 2m2 (the Higgs

gap is �H = |m|√2) and the gapless Goldstone mode with
ωG

k = ck. As a consequence, the ground-state wave-functional
factorizes: �0[φ1, φ2] = �ωH

k
[φ1]�ωG

k
[φ2] so that entangle-

ment entropy is again the sum of two contributions: S = SH +
SG. Both contributions satisfy an area law in D � 2 spatial
dimensions, and the area-law prefactor of SG (stemming from
the gapless Goldstone mode) is nonuniversal [19,33–36]. SH,
on the other hand, contains a universal contribution −a1(ξH)
to the area-law prefactor [13], governed by the Higgs corre-
lation length ξH = c/�H. The expression of a1(ξ ) is given
after Eq. (4). This prediction is one of our main results. It
shows that, upon crossing the O(2) quantum-critical point,
entanglement entropy displays a universal singularity, directly
stemming from the Higgs mode going gapless at the critical
point. Such a dependence on the correlation length was known
in the (gapped) disordered phase [32] but not in the (gapless)
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FIG. 1. Entanglement entropy per unit area across the two-
dimensional (2D) phase diagram of the model Eq. (1). Region A
is half of a N × N torus (N = 100). The dotted line denotes the
critical line μ2

r = m2 separating the disordered (DIS.) and the ordered
phase (ORD.). The dashed lines correspond to constant entanglement
entropy. The arrows mark trajectories where the area-law prefactor is
plotted in Fig. 2.

ordered phase where it is a consequence of the Higgs gap. This
singularity has been observed in previous numerical studies
[37–39], and our paper provides its analytical explanation at a
field-theory level.

In the general nonrelativistic case (μr 	= 0), the normal
modes (a gapped φH and a gapless φG mode) are lin-
ear combinations of φ1 and φ2, see the Appendix for de-
tails. The Goldstone mode maintains a linear dispersion
at low-energy ωG

k ≈ cGk, albeit with a modified velocity
cG = c

√
(μ2

r − m2)/(3μ2
r − m2). The Higgs gap is �H =√

6μ2
r − 2m2, and, most importantly, it remains finite at the

phase transition (�H = 2|μr |). In this nonrelativistic case,
entanglement entropy cannot be separated into two additive
contributions stemming from amplitude and phase fluctu-
ations. We can, however, evaluate it numerically, see the
Appendix, following well-established methods to compute en-
tanglement entropy for Gaussian states [35,40]. In Fig. 1, we
show entanglement entropy in the (−m2, μr ) phase diagram
for D = 2. Interestingly, the nonrelativistic quantum critical
points are actually not critical, as all correlation functions
decay exponentially with a correlation length governed by the
gap ξ = c/(2|μr |). This feature is clear from the discussion
in the disordered phase: The ground state is independent of
μr as long as μr � m, including at the critical point μr = m.
Therefore, it is identical to the ground state with μr = 0
and m > 0, namely, strictly inside the disordered phase. This
observation is key to understand the low-energy properties of
ferrimagnets as discussed at the end of the paper.

The results presented above are very general and affect
a large variety of models whose low-energy dynamics is
captured by the Lagrangian Eq. (1). In the following, we
provide two prominent examples where our results can be
directly applied.

FIG. 2. Singular behavior of the area-law coefficient in the ther-
modynamic limit. (1) Trajectories (a) and (b) of Fig. 1. The dashed
lines correspond to Eq. (4) using ξ = c/m in the disordered phase
and ξH = c/�H in the ordered one. (2) Trajectory (c). Triangles:
2D Bose-Hubbard results (slave-boson method of Ref. [39]); circles:
numerics on the Gaussian field theory explained in the Appendix.

V. THE BOSE-HUBBARD MODEL

We first consider a paradigmatic instance of the O(2)
quantum phase transition: the MI to SF transition in the
Bose-Hubbard (BH) model in D = 2 dimensions [41]. The
Hamiltonian describes a square-lattice Bose gas with contact
interactions at zero temperature [42],

H = −J
∑
〈i, j〉

(b†
i b j + H.c.) + U

2

∑
i

b†
i b†

i bibi − μ
∑

i

b†
i bi,

(6)
where bi (b†

i ) are bosonic annihilation (creation) operators
on site i = 1, . . . , N, μ is the chemical potential, J is the
hopping amplitude, and U is proportional to the two-bosons
interaction strength. Near the critical point, an effective low-
energy description of the system applies [1,42,43]. This effec-
tive description coincides with the Lagrangian Eq. (1) where
the order parameter is proportional to the vacuum expectation
value of the bosonic annihilation operator ψ (�r, t ) ∝ 〈bi(t )〉.
The coefficients of the Lagrangian Eq. (1) can be expressed
in terms of the Bose-Hubbard parameters [1,44], see the
Appendix.

The transition between the MI and the SF may occur
via two different mechanisms: either the interaction strength
is varied at the fixed integer filling fraction or the particle
number is changed by adjusting the chemical potential. In the
former case, the low-energy description becomes relativistic
[22] so that μr = 0, see the Appendix. The phase transition
occurs across the O(2) quantum-critical point where the Higgs
correlation length ξH diverges. In the latter case, relativistic
invariance is not present (μr 	= 0), and the Higgs gap remains
finite at the transition. The comparison between our results
for the entanglement entropy along these two paths in the
phase diagram and the analytical formula Eq. (4) using ξ =
c/m in the disordered phase and ξH = c/�H in the ordered
one is shown in Fig. 2 (panel 1). The agreement is, in all
cases, extremely good. Finally, on the SF side, touching the
O(2) point by varying μ at fixed U = Uc, we predict that
entanglement entropy behaves linearly with μ, in agreement
with the numerical results of Ref. [39] [Fig. 2 (panel 2)].
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VI. NONRELATIVISTIC NAMBU-GOLDSTONE BOSONS

The Lagrangian Eq. (1) with c4 = 0 and μ2
r = m2 has been

proposed as the low-energy description of NG bosons without
Lorentz invariance [6,7] in a physical situation where the
system has a rotational O(3) symmetry which is broken down
to O(2), i.e., the ground state chooses a particular orientation.
Following the general classification given in Refs. [45–47],
the original complex scalar field can be identified with two NG
fields ψ (�r, t ) = π1(�r, t ) + iπ2(�r, t ). One of them corresponds
to a type-B NG boson and has a quadratic dispersion relation
[7]; the other one is a so-called gapped partner [27–30].

From our previous discussion, one sees that these systems
are at the critical point between the disordered and the ordered
phase at finite chemical potential μr = m. They exhibit a finite
correlation length ξ = c/m, although they present quadratic
gapless excitations. Therefore, entanglement entropy should
obey an area law [see Eq. (4)]. This should be compared
with the relativistic case where (type-A) NG bosons acquire
a linear dispersion relation and a diverging correlation length.

Here, we focus on the D = 1 case where entanglement en-
tropy is expected to scale according to SE ∼ ln ξ [12,13,51].
We validate our approach by considering a particular family of
systems, namely, ferrimagnets, which are spin systems living
on two sublattices A1 ∪ A2. On the A1 sublattice, we define
�Si as spin-s1 operators, and on the A2 sublattice, we define �τ j

as spin-s2 operators. Spins interact via Heisenberg-type ex-
change interactions with Hamiltonian Hferrimag. = J

∑
〈i, j〉 �Si ·

�τ j . Typically, the ground state of the system exhibits ferri-
magnetic order, i.e., an antialignment of the spins living on
different sublattices. In this case, the different magnitude of
the spins induces a total magnetization density in the system
m = 〈Sz〉/N ∼ |s1 − s2|. This is an indicator of the nonzero
expectation value of the commutator of two broken charges
〈[Sx, Sy]〉 	= 0, which breaks Lorentz invariance [7].

The low-energy effective description of ferrimagnets is the
Lagrangian Eq. (1) with c4 = 0 and μ2

r = m2 [52], whose
low-energy excitations are ω±

k = √
m2 + c2k2 ± m. Thus, we

expect quadratic type-B NG bosons ω−
k = ρk2 and a gapped

partner ω+
k = �, where ρ and � are the spin stiffness and

energy gap, respectively. In terms of the coefficients of the
Lagrangian Eq. (1), we identify ρ = c2/(2m) and � = 2m,
which allows us to write the expression for the correlation
length (in units of the lattice spacing),

ξ = 2

√
ρ

�
. (7)

We compare the prediction Eq. (7) for the correlation
length with various numerical computations on Hferrimag.

where a very short correlation length was found together with
gapless excitations [48,50,53], two key features which are
clearly present at the field-theory level. Indeed, Eq. (7) allows
us to predict the value of the correlation length for several
ferrimagnets using previously obtained numerical results for
ρ and �. The results are summarized in Fig. 3. Our prediction
for ξ is systematically smaller than those predicted by spin-
wave theory ξ−1 = ln(s1/s2) [48] and closer to the (more
accurate) value obtained using matrix product states [48,50]
for (s1 = 1, s2 = 1/2). In addition to existing results in the
literature, we also carried out iDMRG simulations [54] and

FIG. 3. Panel 1: Correlation lengths for different ferrimagnetic
systems with spins (s1, s2). Predicted values from Eq. (7) using
previously computed values for ρ and � from the spin wave [48]
(stars), interacting spin wave [48] (upper triangles), and Monte
Carlo and exact diagonalizations [48,49] (squares). For (s1, s2) =
(1, 1/2), we include the value obtained using matrix product states
in Refs. [48,50] (circles). Lower triangles are results obtained using
infinite density-matrix renormalization group (iDMRG). Panel 2:
Entanglement entropy for different ferrimagnets as a function of the
extracted correlation length.

computed the correlation lengths for different spin values s1

and s2. We found a good agreement with the prediction Eq. (7)
using existing Monte Carlo data for the values of ρ and �.
Finally, we observe that these values of ξ are also consistent
with entanglement entropy scaling as S ∼ ln ξ .

VII. OUTLOOK

We have investigated the area-law prefactor of entan-
glement entropy in nonrelativistic low-energy field theories
with O(2) symmetry. Our predictions have been successfully
confronted with two prominent examples from condensed-
matter physics: the Mott insulator to superfluid transition and
nonrelativistic Nambu-Goldstone bosons in ferrimagnets. Our
findings, which could be tested in quantum simulators [55,56],
also apply to particle-physics models with a nonzero chemical
potential.
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APPENDIX: DETAILS OF THE DERIVATIONS

In this Appendix, we provide further details about:
(1) The representation of the ground-state wave functional

in real space in the disordered phase and its connection with
entanglement entropy.

033016-4



ENTANGLEMENT ENTROPY IN LOW-ENERGY FIELD … PHYSICAL REVIEW RESEARCH 2, 033016 (2020)

(2) The Gaussian approximation in the ordered phase and
the computation of entanglement entropy.

(3) The explicit relation with the parameters of the Bose-
Hubbard model.

1. Disordered phase

We consider the free nonrelativistic theory describing
the dynamics of a complex scalar field ψ = (φ1 + iφ2)/

√
2,

whose Lagrangian density in (D + 1)-dimensional spacetime
is given by

L/K = |(∂t − iμr )ψ |2 − c2|∇ψ |2 − m2|ψ |2 − c4|ψ |4.
(A1)

The theory is nonrelativistic because of the presence of
the term μr 	= 0. We work with the Hamiltonian formu-
lation of the theory. We introduce the canonical moments
π1/2 = δL

δ(∂t φ1/2 ) = K (∂tφ1/2 ± μrφ2/1). The Hamiltonian oper-
ator reads in Fourier space,

H(k) = 1

2K

(
π2

1 + π2
2

) + K

2
(m2 + c2k2)

(
φ2

1 + φ2
2

)
+μr (φ1π2 − φ2π1), (A2)

where [φa(k), πb(k′)] = iδa,bδ(k − k′) and [φa(k), φb(k′)] =
[πa(k), πb(k′)] = 0.

We are now neglecting the interactions, setting c4 = 0.
Therefore, the results derived in this section can be seen
as performing a Gaussian approximation in the disordered
phase described in the main text. We look for a canonical
transformation of the form

π± = 1√
2

[√
�±
K


π1 ±
√

K
�±φ2

]
,

φ± = 1√
2

[√
K


�±
φ1 ∓ 1√

K
�±
π2

]
. (A3)

One can verify that choosing �± = √
m2 + c2k2 ∓ μr and


 = √
m2 + c2k2, the Hamiltonian reads

H(k) = 1
2 (π2

+ + π2
−) + 1

2 (�2
+φ2

+ + �2
−φ2

−). (A4)

Finally the Hamiltonian Eq. (A4) can be diagonalized by
introducing a set of normal modes (±) defined by the anni-
hilation operators,

a± =
√

�±
2

φ± + i√
2�±

π±, (A5)

which allows one to write the Hamiltonian in an harmonic-
oscillator form

H(k) = �+
(
a†

+a+ + 1
2

) + �−
(
a†

−a− + 1
2

)
. (A6)

Because of this harmonic-oscillator form, we know that the
ground-state |�0〉 is uniquely determined by the condition
a+(k)|�0〉 = a−(k)|�0〉 = 0, ∀(k). In the Schrödinger rep-
resentation, the ground-state wave functional is the Gaussian,

�0[φ+, φ−] = N exp

(
−1

2

∫
dDk[φ+�+φ+ + φ−�−φ−]

)
,

(A7)

where N is a normalization factor. Turning back to the
original φ1 and φ2 fields using the canonical transformation
Eq. (A4), one obtains

�0[φ1, π2] = N exp

(
−1

2

∫
dDk

[
φ1K
φ1 + π2

1

K

π2

])
,

(A8)

or equivalently

�0[φ1, φ2] = N exp

(
−1

2

∫
dDk[φ1K
φ1 + φ2K
φ2]

)
,

(A9)

which coincides with the ground-state wave functional of
two relativistic scalar fields of kinetic mass K and dispersion
relation 
(k) = √

m2 + c2k2. This result explicitly shows
that the ground state is independent of μr as long as we
stay in the disordered phase (namely, as long as μ2

r � m2).
From this ground-state wave functional, one can readily
see that the two-point function 〈0|ψ (�x, t )ψ†(�y, t )|0〉 has an
exponential decay exp{−r/ξ} for long-distance r = |�x − �y|
given by the correlation length ξ = c/m. Since we have
been able to express the ground-state wave functional as the
one of a relativistic complex scalar field with a mass m, the
computation of entanglement entropy will be based on the
known results obtained for the relativistic case [10–14].

Consider that we perform a spatial partition of the system
into two parts A and B. The entanglement entropy is defined
as SE = −TrA{ρA ln ρA}, where ρA = TrBρ is the reduced
density matrix obtained by tracing out the degrees of freedom
living on B and ρ = |0〉〈0| is the density matrix which can be
represented using the ground-state wave-functional Eq. (A7).
If the system presents a finite correlation length ξ , the leading
area-law term of entanglement entropy is given by [13,51]

SE = −A
N

12

∫
dD−1k⊥
(2π )D−1

ln
k2
⊥ + ξ−2

k2
⊥ + a−2

, (A10)

where ε = 1/a is the UV cutoff, A is the area of the boundary
separating the two parts of the system A and B, and N = 2
is the number of free scalar fields. One can see that this
integral contains a term which is UV-cutoff dependent and
that makes it nonuniversal. On the other hand, there is a finite
universal term that goes, such as ξ 1−D which can be explicitly
manifested by taking the derivative ∂SE/∂ξ−2,

∂SE

∂ξ−2
= −A

N

12

∫
dD−1k⊥
(2π )D−1

1

k2
⊥ + ξ−2

, (A11)

which leads to the well-known result for D = 2 [13,51],

SE/A = − 1

6ξ
+ a0, (A12)

where a0 stands for some nonuniversal divergent constant cut-
off dependent. In this way, one can compute �SE = SE (ξ →
∞) − SE (ξ ) which should not depend on the UV cutoff, and
therefore, it will be universal in this sense.
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2. Normal modes in the ordered phase

We consider the Lagrangian density,

L/K = |(∂t − iμr )ψ |2 − c2|∇ψ |2 − m2|ψ |2 − c4|ψ |4.
(A13)

Introducing ψ = (φ1 + iφ2)/
√

2, and π1/2 = ∂L
∂ (∂t φ1/2 ) =

K (∂tφ1/2 ± μrφ2/1), we have the equivalent Hamiltonian
density,

H = π1∂tφ1 + π2∂tφ2 − L

= 1

2K

(
π2

1 + π2
2

) + μr (π2φ1 − π1φ2) + Km2

2

(
φ2

1 + φ2
2

)
+ Kc2

2
[(∇φ1)2 + (∇φ2)2] + Kc4

4

(
φ2

1 + φ2
2

)2
. (A14)

We focus on the ordered phase, namely, m2 < μ2
r .

Imposing that δH = 0, we obtain the mean-field
solution φ

(0)
2 = 0, π

(0)
1 = 0, π

(0)
2 = −Kμrφ

(0)
1 , and φ

(0)
1 =

±√
(μ2

r − m2)/c4. Expanding around this mean-field solution
(namely, x → x(0) + x for x = π1/2, φ1/2), and neglecting
terms of order O(x3), we obtain

H(2) = 1

2K

(
π2

1 + π2
2

) + μr (π2φ1 − π1φ2) + K

2
μ2

r

(
φ2

1 + φ2
2

)
+ K

(
μ2

r − m2)φ2
1 + Kc2

2
[(∇φ1)2 + (∇φ2)2]. (A15)

Clearly, when μr = 0, φ1, and φ2 are decoupled and represent
the normal modes (namely, the Higgs and Goldstone modes
of the ordered phase). They contribute independently to en-
tanglement entropy of a subsystem, which, therefore, reads
S = SGoldstone + SHiggs. However, for μr 	= 0 they are coupled.

a. Diagonalization of the Hamiltonian

Going to Fourier space, the Hamiltonian density reads

H(2)(k) = 1

2
(φ1 φ2 π1 π2)H (k)

⎛
⎜⎝

φ1

φ2

π1

π2

⎞
⎟⎠, (A16)

where H is of the form

H (k) =

⎛
⎜⎜⎝

A1 0 0 C
0 A2 −C′ 0
0 −C′ B1 0
C 0 0 B2

⎞
⎟⎟⎠, (A17)

with A1 = K (3μ2
r −2m2 + c2k2), A2 = K (μ2

r + c2k2), B1 =
B2 = 1/K, C = C′ = μr . In order to diagonalize the Hamil-
tonian, we look for a canonical transformation⎛

⎜⎝
φ1

φ2

π1

π2

⎞
⎟⎠ = W

⎛
⎜⎝

q1

q2

p1

p2

⎞
⎟⎠,

where W is chosen of the form

W =

⎛
⎜⎝

α1 α2 0 0
0 0 β1 β2

0 0 γ1 γ2

δ1 δ2 0 0

⎞
⎟⎠.

W represents a canonical transformation iff W JW T = J with

J =

⎛
⎜⎝

0 0 1 0
0 0 0 1

−1 0 0 0
0 −1 0 0

⎞
⎟⎠.

Introducing the matrices X = (α1 α2
δ1 δ2

) and Y = ( γ1 γ2
−β1 −β2

),

W is a canonical transformation iff XY T = Id. The aim of the
canonical transformation W is to bring the matrix H into the
form

W T HW =

⎛
⎜⎜⎝

ω2
1 0 0 0

0 ω2
2 0 0

0 0 1 0
0 0 0 1

⎞
⎟⎟⎠ . (A18)

This is equivalent to having X T M1X = (ω
2
1 0

0 ω2
2
) with M1 =

(A1 C
C B2

) and Y T M2Y = Id with M2 = (B1 C′
C′ A2

). The diag-

onalization may be achieved by noting that (ω
2
1 0

0 ω2
2
) =

X T M1XY T M2Y = X T M1M2Y where we use the fact that
XY T = Id. Since X T = Y −1, we can now diagonalize M1M2

to obtain X, Y, ω1, and ω2. This is performed in two
steps. First, M1M2 is diagonalized, yielding X̃ T M1M2Ỹ =
diag(ω2

1, ω
2
2 ). Y is then obtained by properly normalizing

the columns of Ỹ . We initially have Ỹ T M2Ỹ = diag(λ2
1, λ

2
2).

Finally, we obtain the normal modes by choosing Y =
Ỹ diag(1/λ1, 1/λ2) and X T = Y −1. Then, the Hamiltonian
reads

H(2)(k) =
2∑

i=1

1

2
[pi(k)pi(−k) + ωi(k)2qi(k)qi(−k)], (A19)

where (φ1
π2

) = X (q1
q2

) and ( π1
−φ2

) = Y (p1
p2

).

b. Eigenmodes

The eigenfrequencies are as follows:

ω2
± = c2k2 + 3μ2

r − m2 ±
√

4μ2
r c2k2 + (

3μ2
r − m2

)2
.

(A20)

For the gapless Goldstone mode, we find, expanding at low k,

ω2
G = ω2

− = c2k2 μ2
r − m2

3μ2
r − m2

+ O(k4), (A21)

Hence, a modified sound velocity cG = c
√

μ2
r −m2

3μ2
r −m2 such that

ωG = cGk + O(k2). For the gapped Higgs mode, we find,
instead,

ω2
H = ω2

+ = 6μ2
r − 2m2 + c2k2 5μ2

r − m2

3μ2
r − m2

+ O(k4). (A22)

This defines the Higgs gap: �H = √
6μ2

r − 2m2 and the Higgs

velocity: cH = c
√

5μ2
r −m2

3μ2
r −m2 such that ωH =

√
�2

H + c2
Hk2 +

O(k4).
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c. Correlation functions

Correlation functions in the ground state are obtained
according to〈(

φ1

π2

)
(φ1 π2)

〉
= X

(
1

2ω1
0

0 1
2ω2

)
X T , (A23)

〈(
π1

−φ2

)
(π1 −φ2)

〉
= Y

(
ω1/2 0

0 ω2/2

)
Y T

= 1

4

〈(
φ1

π2

)
(φ1 π2)

〉−1

, (A24)

and 〈φ1φ2〉 = 0 = 〈π1π2〉, 〈φ1π1〉 = i/2 = 〈φ2π2〉.

d. Entanglement entropy

In order to compute the entanglement entropy of a subsys-
tem A, one first forms the correlation matrix for the field de-
grees of freedom belonging to that subsystem: 〈φ1(x)φ2(x′)〉
for x, x′ ∈ A, etc. We assume that A contains N sites. The
correlation matrix is as follows:

C =

⎛
⎜⎜⎜⎝

〈φ1φ1〉 0 (i/2)Id 〈φ1π2〉
0 〈φ2φ2〉 〈φ2π1〉 (i/2)Id

(−i/2)Id 〈π1φ2〉 〈π1π1〉 0

〈π2φ1〉 (−i/2)Id 0 〈π2π2〉

⎞
⎟⎟⎟⎠, (A25)

where 〈φ1φ1〉 represents the N × N matrix 〈φ1(x)φ2(x′)〉 for
x, x′ ∈ A, and similarly for 〈φ1π2〉, etc. Similar to the diago-
nalization of the Hamiltonian, the canonical transformation to
the normal modes may be chosen of the form

W =

⎛
⎜⎝

α1 α2 0 0
0 0 β1 β2

0 0 γ1 γ2

δ1 δ2 0 0

⎞
⎟⎠

where now αi, βi, γi, and δi are N × N matrices. The di-
agonalization of C goes along the same line as that of the
Hamiltonian except for the fact that each symbol now repre-
sents a N × N matrix. Indeed, introducing X = (α1 α2

δ1 δ2
) and

Y = ( γ1 γ2
−β1 −β2

) and denoting

C =

⎛
⎜⎝

A1 0 (i/2)Id C
0 A2 −C′ (i/2)Id

−(i/2)Id −C′T B1 0
CT −(i/2)Id 0 B2

⎞
⎟⎠,

we have that C = diag(X T M1X,Y T M2Y ) with M1 = (A1 C
CT B2

)

and M2 = (B1 C′T
C′ A2

). Diagonalizing the matrix M1M2, one

obtains eigenvalues of the form λ2
i = [ 1

2 + 1
eω̃i −1 ]

2
, where ω̃i

forms the (one-body) entanglement spectrum. The entangle-
ment entropy of A is finally obtained as

S =
∑

i

[(
λi + 1

2

)
ln

(
λi + 1

2

)
−

(
λi − 1

2

)
ln

(
λi − 1

2

)]
.

(A26)

As a further simplification, we note that, if A is periodic
along a certain direction (say x), the correlation matrix C
is block diagonal with respect to the momentum kx along
that direction. The diagonalization may, thus, be achieved
separately in each momentum sector kx, and the entanglement
entropy is the sum of the contributions from the different
sectors kx.

3. Relation with Bose-Hubbard parameters

In this section, we write down explicitly the relations be-
tween the BH parameters and the effective parameters of our
original model. We introduce the notations K1 ≡ 2μrK, c2 ≡
K (m2 − μ2

r ), and K3 ≡ Kc2. For the first lobe n = 1 and
setting U = 1, the following relations can be applied [1,44]

c2 = μ
1 − μ

1 + μ
− zJ, K1 = −∂c2

∂μ
= μ2 + 2μ − 1

(1 + μ)2
,

K = −1

2

∂2c2

∂μ2
= 2

(1 + μ)3
, K3 = J. (A27)

In these relations, the chemical potential of the BH model μ

can be different from the chemical potential of the original
model μr (we add the subscript r to differentiate them). In
order to simplify these relations, we expand around the tip of
the lobe zJc = 3 − 2

√
2 and μc = √

2 − 1, and we obtain the
following relations:

c2/K ≈ z
√

2(Jc − J ) − (μ − μc)2,
(A28)

K1 ≈ 2K (μc)(μ − μc),

where K (μc) = 1/
√

2. If we compare these relations with
the ones for the original models c2/K = m2 − μ2

r and μr =
K1/2K , we see that at leading order,

m2 = z
√

2(Jc − J ), μr = μ − μc, c =
√√

2Jc. (A29)

From Eq. (A12), we can see that inside the Mott-insulator
phase �SE will be independent of the chemical potential,

�SE/A = 1

6

√
z

√
1 − J

Jc
. (A30)

Inside the superfluid phase in the relativistic regime (μ = μc),
we obtain

�SE/A = 1

12

√
2z

√
J

Jc
− 1. (A31)
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