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DFT modelling of the oxygen reduction and evolution reactions (ORR and OER) habitually makes use of
semiempirical corrections to oxygen in the gas phase. Although such corrections are tacit in the model, they
should not be overlooked. In this article, we calculate the errors in the total energy of oxygen for commonly
used exchange-correlation functionals, PW91, RPBE, PBE, and BEEF-vdW, to show that, for all functionals
tested, the error is at least 0.3 eV. We discuss the impact this sizeable error in oxygen has on the modelling
of the ORR and the OER. The error due to oxygen affects not only the overall equilibrium potential of the reac-
tion, but also the energies of individual mechanistic steps. This illustrates that understanding the reasoning
behind the semiempirical corrections for oxygen is important for researching new catalysts which may have
different potential limiting steps.
1. Introduction

The oxygen reduction reaction, ORR, is one of the fundamental
reactions in electrochemistry [1–3]. The ORR takes place at the cath-
ode of polymer electrolyte membrane fuel cells (PEMFCs) and so it
is essential in the development of efficient new energy technologies.
However, the reaction is sluggish, and is by far the largest contribution
to voltage losses for these devices [4]. Platinum is the most active cat-
alyst for the reaction but since it is expensive and scarce, research is
being carried out to try and decrease catalyst loading whilst increasing
activity [3,5,6].

Based on e.g. cyclic voltammetry, X-ray photoelectron spec-
troscopy, Raman spectroscopy, and computational models [7–10],
adsorbed hydroxyl (*OH) is a key ORR intermediate. For different cat-
alytic materials, the overpotential of the reaction can be described as a
function of the *OH free energy of adsorption, ΔGOH, giving rise to a
Sabatier-type volcano plot of reactivity, where surfaces with interme-
diate binding energies have the lowest overpotential [3,10,11].
Indeed, for Pt-based catalysts, the optimal binding of *OH is approxi-
mately 0.10–0.15 eV weaker than for Pt(111) terrace sites [12,13]. To
modify the *OH adsorption energies of Pt-based catalysts, one can
employ compressive strain and/or ligand effects introduced by alloy-
ing and dealloying treatments [14–17].
Assessing the active sites for the reaction on the surface is an impor-
tant step in catalyst development. Since the original work from Feliu’s
group [18], various experimental studies have shown that introducing
step defects to single-crystal surfaces increases the catalytic activity in
acid [19–21]. Conversely, other studies show that decreasing the size
of nanoparticles, and therefore increasing the proportion of step edge
sites, decreases the activity [22,23]. In an attempt to understand these
opposing results, a number of DFT studies have been carried out
[13,16,24]. It is observed that the ORR intermediates bind increas-
ingly strong to Pt surfaces as the numbers of first- and second-nearest
neighbours of the active sites decrease [13,16,24]. Therefore, if ideal
Pt sites for the ORR bind *OH more weakly than Pt(111), undercoor-
dinated step sites are not likely to be responsible for the enhancement.
In fact, Pt(111) sites with increased number of second-nearest neigh-
bours are predicted to bind *OH in the range of interest (0.10–0.15 eV
weaker than Pt(111)), which is found at the bottom of step edges and
similar over-coordinated sites [24–26] present also in hollow nanopar-
ticles, nanoframes and akin nanostructures [6,27].

For computational modelling to be an effective method of screen-
ing catalysts, the results must be in line with experiments and obtained
within reasonable timeframes. Huge efforts have gone into increasing
the accuracy of DFT by improving the functionals used. For instance,
the exchange–correlation energy can be swiftly estimated by means
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of the generalised gradient approximation (GGA), which uses the local
density and its gradient at a given point [28–30]. They can be
extended further to meta-GGAs which include an approximate of the
second derivative [31,32], and long-range interactions can also be
accounted for in a variety of ways [33–35]. Hybrid functionals are
computationally demanding because they include exact, non-local,
Fock exchange, the proportion of which is often determined in an
empirical way. Such exchange is combined with a GGA functional
for the evaluation of correlation contributions to the total energy
[36–38]. In general, the more accurate the functional used, the more
expensive the calculation and so a balance between accuracy and cost
needs to be found. To illustrate this, for a group of 148 molecules, the
mean absolute errors with respect to experiments for a GGA functional,
a meta-GGA and a hybrid are, respectively, 0.76, 0.26 and 0.22 eV
[32]. Thus, for molecules, hybrid functionals are commonly used. Con-
versely, for metals, which have delocalised electron density, GGAs are
often used, as they provide a good comparison to experiment for bulk
and surface properties using reasonable computational resources
[39–41].

Whenmodelling heterogeneous reactions, where metal surfaces and
gas-phase molecules are involved, there is a question of which type of
functional to use. In general, GGAs are used in order to get an accurate
description of the metal surface, however this can introduce unaccept-
able levels of error for the molecules involved [31,32]. These errors
can be mitigated by the addition of semiempirical corrections to the
total energy of the gases, which is regularly done for instance, in the
modelling of reactions belonging to the carbon cycle [42–44].

There is enormous interest in electrochemical reactions involving
molecular oxygen, such as the ORR and the OER [2–4,10,45], but this
molecule is particularly poorly described by GGAs and other types of
exchange–correlation functionals [31] and so a semiempirical correc-
tion is obtained from the equilibrium redox potential of water
[46,47]. In this paper we use four common GGA functionals, Per-
dew-Wang-1991 (PW91) [28], Perdew-Burke-Ernzerhof (PBE) [29],
revised Perdew-Burke-Ernzerhof (RPBE) [30], and Bayesian error esti-
mation functional with van der Waals correlation (BEEF-vdW) [33].
According to Web of Science, to date, the most commonly used func-
tionals to model the ORR or the OER are PBE and RPBE [48]. We
use the functionals to evaluate the error in the calculated energy of
O2 and discuss how it affects the ORR and OER predictions.
2. Method

The DFT calculations were carried out using the VASP code [49].
For each of the functionals (PW91 [28], PBE [29], RPBE [30], and
BEEF-vdW [33]) each gas phase molecule was relaxed using the conju-
gate gradient method until the maximum force on any atom was below
0.01 eV Å−1. The effect of the core electrons on the valence electron
density was described using the Projector Augmented Wave (PAW)
method [50] and a finite temperature Gaussian smearing was used
to facilitate convergence of the self-consistent field process. The Fermi
level was smeared with a width of 0.001 eV, and all energies were
extrapolated to 0 K. The valence electron density was described with
a plane-wave basis set with a cut-off of 450 eV. A convergence test
for the free energy of O2ðgÞ þ 2H2ðgÞ ⇌2H2OðlÞ with cutoffs between
300 and 1000 eV with PBE is included in the Supporting Information
to show that this value provides converged reaction energies. Spin
unrestricted calculations were performed for the oxygen molecule
and the final magnetisation for all functionals was 2 μB, as expected
for a triplet state. The total Gibbs energies of gas-phase species were
calculated using ΔG° ¼ ΔEDFT þ ΔZPE � TΔS°. Zero-point energies
(EZPE) were determined using the harmonic oscillator approximation.
For molecular hydrogen and oxygen, entropy contributions at
298.15 K (S°) were taken from available thermodynamic data [51].
A suitable liquid-phase correction was applied to the entropic correc-
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tion for water [10,46,47,51]. Heat capacity effects were not included,
in view of their small contributions to formation energies in the range
from 0 to 298.15 K [52].

3. Results and discussion

3.1. Oxygen reduction to water via the associative pathway

At the cathode of PEMFCs, O2 is reduced by four proton-electron
transfer steps to water (O2 þ 4Hþ þ 4e� ⇌2H2O). The standard free
energy of the overall reaction, ΔG0

ORR, is −4.92 eV. This can be con-
verted to a standard equilibrium potential for the reaction, E°=1.23 V
vs RHE. It is generally assumed that all catalysts follow the same 4-step
associative mechanism [3,10] described in Eqs. (1)–(4), since studies
have shown that there is a high kinetic barrier towards direct O2 dis-
sociation on Pt [10], see section 3.2. However, it has been proposed
that the dissociative pathway might hold the key to enhance O2 elec-
trocatalysis [53].

� þ O2 þ Hþ þ e� ! �OOH ð1Þ

�OOH þ Hþ þ e� ! �O þ H2O ð2Þ

�O þ Hþ þ e� ! �OH ð3Þ

�OH þ Hþ þ e� ! H2O þ � ð4Þ
Hereon, * represents a free surface site and *X are adsorbed species

(X = O, OH, OOH). The calculated free energy of each step in the cat-
alytic pathway can be written as in Eqs. (5)–(8), where ΔGy

H2O is zero,
as water and proton-electron pairs are used as free-molecule references
for the adsorption energies and the formation of O2.

ΔGy
1 ¼ ΔGy

�OOH � ΔGy
O2

ð5Þ

ΔGy
2 ¼ ΔGy

�O þ ΔGy
H2O � ΔGy

�OOH ð6Þ

ΔGy
3 ¼ ΔGy

�OH � ΔGy
�O ð7Þ

ΔGy
4 ¼ ΔGy

H2O � ΔGy
�OH ð8Þ

Every Gibbs free energy calculated using DFT, ΔGy
i , has some posi-

tive or negative error, εi, associated with it. The error is calculated with
respect to the ideal (experimental) energy, ΔGi, by means of Eq. (9)
[43]:

ɛi ¼ ΔGy
i � ΔGi ð9Þ

The total reaction energy can be determined from the overall reac-
tion and is also the sum of each individual step, Eq (10).

ΔGy
ORR ¼ 2ΔGy

H2O � ΔGy
O2

ð10Þ
In principle, DFT-GGAs model adsorbed states accurately (or at

least with an error comparable to that of clean surfaces), and H2O
and H2 are also well described [31]. Hence, it is generally assumed
that ɛi ¼ 0 for H2 and H2O and that ɛ�OH≈ɛ�OOH≈ɛ�O≈0. Therefore,
using Eqs. (9) and (10) it can be shown that errors in the total reaction
energy are due only to oxygen (Eq. (11)).

ɛORR ¼ ΔGy
ORR � ΔGORR ¼ 2ΔGy

H2O � ΔGy
O2

� �� 2ΔGH2O � ΔGO2ð Þ ¼ �ɛO2

ð11Þ

We calculated ΔGy
ORR for four commonly used functionals and,

using ΔG
�
ORR =−4.92 eV (that is, the experimental value), determined

ɛO2 , the results of which are shown in Table 1. Values of 1.08 and
1.01 V for the ORR equilibrium potential have previously been
recorded for PBE and RPBE, respectively [54]. The systematic shift
of 0.03 V likely stems from the fact that the DFT calculations were



Table 1
For each functional, the calculated reaction energy, ΔG†

ORR , and the equilibrium
potential, Eo vs RHE, are reported. The errors in these values due to oxygen
(where ɛORR ¼ �ɛO2 ) are also presented.

Functional ΔG†
ORR/ eV ɛO2 / eV Eo vs RHE / V ɛ0O2 / V

PW91 −4.59 −0.33 1.15 −0.08
PBE −4.46 −0.46 1.11 −0.12
RPBE −4.18 −0.74 1.04 −0.19
BEEF-vdW −4.11 −0.81 1.03 −0.20
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carried out using different codes and basis sets. For all functionals, ɛO2

is significantly larger than 0.1 eV, which is generally accepted as the
minimum error in DFT-GGAs. In electrochemical experiments, when
the pH is varied by one unit , the potential is shifted by 0.059 V. When
ΔGy

ORR is converted to E° vs RHE, and the error in eV is converted to V
by dividing by the number of transferred electrons (ɛO2 to ɛ0O2 ), all val-
ues are greater than 0.059 V, illustrating that the error is significant
not only in terms of energies, but also in terms of potentials. For all
the functionals tested, the error is conspicuous, but the largest error
is for BEEF-vdW and it has been suggested that ɛH2 = 0.1 eV should
also be used [55]. Since the exchange–correlation energies calculated
with PW91, PBE, RPBE and BEEF-vdW are based on the same general
equation using different coefficients for the various terms in the equa-
tion (see further details in [33]), the differences among these function-
als stem from the choice of those coefficients. BEEF-vdW also includes
non-local interactions, which might also affect its predictions. In
Table 1 we observe that the difference between the experimental result
and the result predicted by DFT without the O2 correction is so large
that the common practice of O2 correction in the gas phase is essential.
Indeed, 1.23 V vs RHE and −4.92 eV are ubiquitously written instead
of the actual DFT-calculated free energies and equilibrium potentials.

In nature, oxygen reduction catalysed by enzymes happens at very
low overpotentials (~0.1 V) and each of the steps in the enzymatic
pathway has a very similar energy [56]. An ideal electrocatalyst, as
shown with the black line in Fig. 1, mimics enzymes and every step
has an equal energy, ΔG0

ORR=4 ≡ −1.23 eV. The same criterion holds
for an ideal OER electrocatalyst, so that every step takes 1.23 eV
[57–59]. For real electrocatalysts, the overpotential required for each
step is calculated from the adsorption energies of the intermediates
Fig. 1. Free energy diagram for the 4-electron ORR reaction on an ideal catalys
electrocatalyst (black line) is shown. The calculated free energy profiles for ideal ca
(red) are also shown.

3

(*O, *OH and *OOH) and the equilibrium potential and it is essential
to consider adsorbate-solvent interactions, especially hydrogen bond-
ing [54,60–62]. In these systems the assumption that
ɛ�OH≈ɛ�OOH≈ɛ�O≈0 may not always be applicable. The method of calcu-
lating the equilibrium potential for each of the reaction steps affects
the error in *O and *OH [54] and there seems to be a systematic error
in how the OAO bond in *OOH is described [63]. Using BEEF-vdW,
some approaches allow for estimation of these errors [64]. However,
the ideal catalyst is affected only by ɛO2 , since the energetics of its iso-
metric electrochemical steps are obtained from the quotient of the
equilibrium potential and the number of electrons transferred.

Fig. 1 illustrates that at each step of the mechanism, ɛO2 causes the
energy released to be underestimated. Furthermore, ɛO2 does not just
affect the overall energy of the reaction, the modelling of any individ-
ual mechanistic step involving O2 will also be affected. For ORR this
affects the first step in the reaction, Eq. (1). From a thermodynamic
perspective, the potential-limiting step of any reaction is the one of
greatest interest. Accurate modelling of this step influences the design
of catalysts with controlled shapes and design of surface atom arrange-
ments to maximise the number of active sites for the reaction [25,65].
For a large number of electrocatalytic materials active for the ORR,
including porphyrins, perovskites, monoxides, doped TiO2 and func-
tionalised graphitic materials, the potential limiting step was calcu-
lated [59]. The percentage of these catalysts limited by each step is
reported in Table 2. The results show that for 61% of the catalysts
analysed, the first step, Eq. (1), is the potential limiting step. If a
greater number of metal surfaces [10,13,16,24,66], which tend to bind
*OH more strongly than oxidized materials, were included in the anal-
ysis, the percentage limited by the final step, Eq. (4), would likely
increase until it is approximately 50%. However, the number of cata-
lysts limited by the first step, Eq. (1), would still be significant and so it
is particularly important to account for ɛO2 for modelling the ORR
since O2 is involved in the potential-limiting step of the reaction for
a majority of current catalysts, see section S3 for the effect of ɛO2 on
the ORR overpotentials for real catalysts.
3.2. Oxygen reduction to water via the dissociative pathway

If the O2 molecule dissociates directly, instead of forming *OOH,
(i.e. 2 � þ O2 ⇌ 2�O), it is said that the ORR proceeds through the
t via the associative mechanism. The free energy for an ideal experimental
talysts calculated with PW91 (blue), PBE (green), RPBE (lilac) and BEEF-vdW



Table 2
The percentage of catalysts [59] analysed which are limited by each step in the
associative ORR and OER reaction pathways. The ORR proceeds from step (1) to
(4), whereas the OER proceeds from step (4) to (1).

% of catalysts limited by step

Pathway step for ORR for OER

� þ O2 þ Hþ þ e� ⇌ �OOH (1) 61 1
�OOH þ Hþ þ e� ⇌ �O þ H2O (2) 1 45
�O þ Hþ þ e� ⇌ �OH (3) 8 43
�OH þ Hþ þ e� ⇌ H2O þ � (4) 31 12

Fig. 2. Free energy diagram for the 4-electron ORR reaction on an ideal cataly
electrocatalyst (black line) is shown. The calculated free energy profiles for ideal ca
(red) are also shown.

Fig. 3. Free energy diagram for the 4-electron OER reaction on an ideal catalyst. T
The calculated free energy profiles for ideal catalysts calculated with PW91 (blue)
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dissociative pathway. After this initial chemical step, *O + *OH,
*O + H2O, *OH, and * + H2O are formed sequentially. The free
energy diagram for the ideal catalyst following the dissociative path-
way is shown in Fig. 2, where the same errors observed in Fig. 1 are
present for the different exchange–correlation functionals analysed.
Since the ideal catalyst is obtained from thermodynamic considera-
tions, it is straightforward to conclude that the free energy for the dis-
sociative adsorption of O2 should be ΔGdiss = 0. Furthermore, in terms
of Gibbs energy, the Brønsted-Evans-Polanyi (BEP) relation reported
by Nørskov et al. [67] for O2 dissociation on stepped transition metals
is the following (in eV):

GTS≈0:58ΔGdiss þ 1:11 ð12Þ
st via the dissociative pathway. The free energy for an ideal experimental
talysts calculated with PW91 (blue), PBE (green), RPBE (lilac) and BEEF-vdW

he free energy for an ideal experimental electrocatalyst (black line) is shown.
, PBE (green), RPBE (lilac) and BEEF-vdW (red) are also shown.
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If the ideal catalyst obeys Eq. (12), its kinetic barrier would be GTS

≈ 1.11 ± 0.26 eV, which is large for a room-temperature process. In
fact, the limit for surmountable barriers at room temperature has been
set at 0.75 eV, corresponding to a turnover frequency of 1 s−1 per site
[68]. This justifies the fact that most ORR analyses focus on the asso-
ciative pathway. However, we note that the ideal thermodynamic cat-
alyst does not necessarily need to follow Eq. (12) and might follow
another with a smaller offset or may follow no BEP relations at all.

3.3. Oxygen evolution reaction

The arguments in the previous section can be extended to other
reactions involving O2, especially the oxygen evolution reaction,
OER, which is the opposite overall reaction to the ORR. Fig. 3 shows
that, for the OER mechanism (which is assumed to be opposite of
the associative ORR pathway [2,69]), ɛO2 affects the overall energy
needed for the reaction and the energetics of ideal catalysts in the
same way. However, Table 2 shows that 87% of catalysts are limited
by the second and third steps, the reverse of Eqs. (2) and (3). Neither
of these steps involve O2 and so for most catalysts, modelling of the
OER potential limiting step is unaffected by ɛO2 . Nevertheless, electro-
catalysis of the OER is an area of intense research with new catalysts
being developed regularly [45,65]. Since the ultimate aim is to equal-
ise the energy needed for each step, modelling of all four steps is
needed and so ɛO2 needs to be considered in the search for highly
active materials. Finally, we note that the simple considerations made
here for the total energy of O2, the ORR/OER reaction energies and
redox potentials, and ideal ORR/OER catalysts, can be coupled with
more advanced methods for the quantification of uncertainty in activ-
ity and stability plots [64,70,71].
4. Conclusion

It is important to understand that tacit semiempirical corrections
are nearly always used for molecular oxygen in DFT-based electro-
catalysis models. This paper shows that for common functionals,
PW91, PBE, RPBE and BEEF-vdW, using the computationally calcu-
lated value for O2 would introduce significant errors (greater than
0.3 eV) into the overall energy for the ORR and OER. The equilibrium
potentials are also affected by these errors, and the DFT-calculated val-
ues are far from the experimental value of 1.23 V vs RHE. Until an
exchange–correlation functional is developed which can describe cat-
alyst surfaces and molecules at the same level of accuracy, a semiem-
pirical correction for oxygen cannot be discarded. Understanding the
reasoning for this correction is important in developing new ORR
and OER catalysts. In general, matching the experimental equilibrium
potential should be a necessary, initial step in computational electro-
catalysis studies.

Declaration of Competing Interest

The authors declare that they have no known competing financial
interests or personal relationships that could have appeared to influ-
ence the work reported in this paper.

Acknowledgments

This work was performed under the project HPC-EUROPA3
(INFRAIA-2016-1-730897) with the support of the EC Research Inno-
vation Action under the H2020 program and the computer resources
and technical support provided by the Barcelona Supercomputing Cen-
ter (BCN). We acknowledge the financial support from Spanish
MICIUN through RTI2018- 095460-B-I00 and María de Maeztu
MDM-2017-0767 grants and, in part, from Generalitat de Catalunya,
grant 2017SGR13. F.C.-V. thanks MICIUN for a Ramón y Cajal research
5

contract (RYC-2015-18996), and F.I. acknowledges additional support
from the 2015 ICREA Academia Award for Excellence in University
Research. E.S. acknowledges the University of Birmingham and the
EPSRC Centre for Doctoral Training in Carbon Capture and Storage
and Cleaner Fossil Energy for financial support through Ph.D. scholar-
ships at the School of Chemistry at the University of Birmingham. P.R.
and E.S. acknowledge the University of Birmingham for financial
support.
Appendix A. Supplementary data

Supplementary data to this article can be found online at
https://doi.org/10.1016/j.jelechem.2021.115178.
References

[1] A.J. Bard L.R. Faulkner Electrochemical Methods: Fundamentals and Applications
2nd ed. 2001 Wiley New York

[2] I. Katsounaros, S. Cherevko, A.R. Zeradjanin, K.J.J. Mayrhofer, Oxygen
Electrochemistry as a Cornerstone for Sustainable Energy Conversion, Angew.
Chemie Int. Ed. 53 (1) (2014) 102–121, https://doi.org/10.1002/anie.
v53.110.1002/anie.201306588.

[3] I.E.L. Stephens, A.S. Bondarenko, U. Grønbjerg, J. Rossmeisl, I.b. Chorkendorff,
Understanding the electrocatalysis of oxygen reduction on platinum and its alloys,
Energy Environ. Sci. 5 (5) (2012) 6744, https://doi.org/10.1039/c2ee03590a.

[4] H.A. Gasteiger, S.S. Kocha, B. Sompalli, F.T. Wagner, Activity benchmarks and
requirements for Pt, Pt-alloy, and non-Pt oxygen reduction catalysts for PEMFCs,
Appl. Catal. B Environ. 56 (1-2) (2005) 9–35, https://doi.org/10.1016/j.
apcatb.2004.06.021.

[5] Z. Liu, Z. Zhao, B. Peng, X. Duan, Y.u. Huang, Beyond Extended Surfaces:
Understanding the Oxygen Reduction Reaction on Nanocatalysts, J. Am. Chem.
Soc. 142 (42) (2020) 17812–17827, https://doi.org/10.1021/jacs.0c07696.

[6] T. Asset, R. Chattot, M. Fontana, B. Mercier-Guyon, N. Job, L. Dubau, F. Maillard, A
Review on Recent Developments and Prospects for the Oxygen Reduction Reaction
on Hollow Pt-alloy Nanoparticles, ChemPhysChem. 19 (13) (2018) 1552–1567,
https://doi.org/10.1002/cphc.v19.1310.1002/cphc.201800153.

[7] A.M. Gómez-Marín, R. Rizo, J.M. Feliu, Oxygen reduction reaction at Pt single
crystals: A critical overview, Catal. Sci. Technol. 4 (2014) 1685–1698, https://doi.
org/10.1039/c3cy01049j.

[8] H.S. Casalongue, S. Kaya, V. Viswanathan, D.J. Miller, D. Friebel, H.A. Hansen, J.K.
Nørskov, A. Nilsson, H. Ogasawara, Direct observation of the oxygenated species
during oxygen reduction on a platinum fuel cell cathode, Nat. Commun. 4 (2013)
2817, https://doi.org/10.1038/ncomms3817.

[9] J.-C. Dong, X.-G. Zhang, V. Briega-Martos, X.i. Jin, J.i. Yang, S. Chen, Z.-L. Yang,
D.-Y. Wu, J.M. Feliu, C.T. Williams, Z.-Q. Tian, J.-F. Li, In situ Raman spectroscopic
evidence for oxygen reduction reaction intermediates at platinum single-crystal
surfaces, Nat. Energy. 4 (1) (2019) 60–67, https://doi.org/10.1038/s41560-018-
0292-z.

[10] J.K. Nørskov, J. Rossmeisl, A. Logadottir, L. Lindqvist, J.R. Kitchin, T. Bligaard, H.
Jónsson, Origin of the overpotential for oxygen reduction at a fuel-cell cathode, J.
Phys. Chem. B. 108 (46) (2004) 17886–17892, https://doi.org/10.1021/
jp047349j.

[11] V. Viswanathan, H.A. Hansen, J. Rossmeisl, J.K. Nørskov, Universality in Oxygen
Reduction Electrocatalysis on Metal Surfaces, ACS Catal. 2 (8) (2012) 1654–1660,
https://doi.org/10.1021/cs300227s.

[12] J. Greeley, I.E.L. Stephens, A.S. Bondarenko, T.P. Johansson, H.A. Hansen, T.F.
Jaramillo, J. Rossmeisl, I. Chorkendorff, J.K. Nørskov, Alloys of platinum and early
transition metals as oxygen reduction electrocatalysts, Nat. Chem. 1 (7) (2009)
552–556, https://doi.org/10.1038/nchem.367.

[13] F. Calle-Vallejo, J. Tymoczko, V. Colic, Q.H. Vu, M.D. Pohl, K. Morgenstern, D.
Loffreda, P. Sautet, W. Schuhmann, A.S. Bandarenka, Finding optimal surface sites
on heterogeneous catalysts by counting nearest neighbors, Science 350 (2015)
185–189, https://doi.org/10.1126/science.aab3501.

[14] V. Stamenkovic, B.S. Mun, K.J.J. Mayrhofer, P.N. Ross, N.M. Markovic, J.
Rossmeisl, J. Greeley, J.K. Nørskov, Changing the Activity of Electrocatalysts for
Oxygen Reduction by Tuning the Surface Electronic Structure, Angew. Chemie.
118 (18) (2006) 2963–2967, https://doi.org/10.1002/(ISSN)1521-375710.1002/
ange.v118:1810.1002/ange.200504386.

[15] M. Escudero-Escribano, P. Malacrida, M.H. Hansen, U.G. Vej-Hansen, A.
Velazquez-Palenzuela, V. Tripkovic, J. Schiotz, J. Rossmeisl, I.E.L. Stephens, I.
Chorkendorff, Tuning the activity of Pt alloy electrocatalysts by means of the
lanthanide contraction, Science 352 (2016) 73–76, https://doi.org/
10.1126/science.aad8892.

[16] F. Calle-Vallejo, A.S. Bandarenka, Enabling Generalized Coordination Numbers to
Describe Strain Effects, ChemSusChem. 11 (11) (2018) 1824–1828, https://doi.
org/10.1002/cssc.201800569.

[17] P. Strasser, S. Koh, T. Anniyev, J. Greeley, K. More, C. Yu, Z. Liu, S. Kaya, D.
Nordlund, H. Ogasawara, M.F. Toney, A. Nilsson, Lattice-strain control of the
activity in dealloyed core–shell fuel cell catalysts, Nat. Chem. 2 (6) (2010)
454–460, https://doi.org/10.1038/nchem.623.

https://doi.org/10.1016/j.jelechem.2021.115178
https://doi.org/10.1002/anie.v53.110.1002/anie.201306588
https://doi.org/10.1002/anie.v53.110.1002/anie.201306588
https://doi.org/10.1039/c2ee03590a
https://doi.org/10.1016/j.apcatb.2004.06.021
https://doi.org/10.1016/j.apcatb.2004.06.021
https://doi.org/10.1021/jacs.0c07696
https://doi.org/10.1002/cphc.v19.1310.1002/cphc.201800153
https://doi.org/10.1039/c3cy01049j
https://doi.org/10.1039/c3cy01049j
https://doi.org/10.1038/ncomms3817
https://doi.org/10.1038/s41560-018-0292-z
https://doi.org/10.1038/s41560-018-0292-z
https://doi.org/10.1021/jp047349j
https://doi.org/10.1021/jp047349j
https://doi.org/10.1021/cs300227s
https://doi.org/10.1038/nchem.367
https://doi.org/10.1126/science.aab3501
https://doi.org/10.1002/(ISSN)1521-375710.1002/ange.v118:1810.1002/ange.200504386
https://doi.org/10.1002/(ISSN)1521-375710.1002/ange.v118:1810.1002/ange.200504386
https://doi.org/10.1126/science.aad8892
https://doi.org/10.1126/science.aad8892
https://doi.org/10.1002/cssc.201800569
https://doi.org/10.1002/cssc.201800569
https://doi.org/10.1038/nchem.623


E. Sargeant et al. Journal of Electroanalytical Chemistry 896 (2021) 115178
[18] A. Kuzume, E. Herrero, J.M. Feliu, Oxygen reduction on stepped platinum surfaces
in acidic media, J. Electroanal. Chem. 599 (2) (2007) 333–343, https://doi.org/
10.1016/j.jelechem.2006.05.006.

[19] N. Hoshi, M. Nakamura, A. Hitotsuyanagi, Active sites for the oxygen reduction
reaction on the high index planes of Pt, Electrochim. Acta. 112 (2013) 899–904,
https://doi.org/10.1016/j.electacta.2013.05.045.

[20] G.A. Attard, A. Brew, Cyclic voltammetry and oxygen reduction activity of the Pt{1
1 0}-(1 × 1) surface, J. Electroanal. Chem. 747 (2015) 123–129, https://doi.org/
10.1016/j.jelechem.2015.04.017.

[21] A.S. Bandarenka, H.A. Hansen, J. Rossmeisl, I.E.L. Stephens, Elucidating the
activity of stepped Pt single crystals for oxygen reduction, Phys. Chem. Chem.
Phys. 16 (2014) 13625–13629, https://doi.org/10.1039/c4cp00260a.

[22] F.J. Perez-Alonso, D.N. McCarthy, A. Nierhoff, P. Hernandez-Fernandez, C. Strebel,
I.E.L. Stephens, J.H. Nielsen, I.b. Chorkendorff, The Effect of Size on the Oxygen
Electroreduction Activity of Mass-Selected Platinum Nanoparticles, Angew.
Chemie Int. Ed. 51 (19) (2012) 4641–4643, https://doi.org/10.1002/
anie.201200586.

[23] M. Shao, A. Peles, K. Shoemaker, Electrocatalysis on Platinum Nanoparticles:
Particle Size Effect on Oxygen Reduction Reaction Activity, Nano Lett. 11 (9)
(2011) 3714–3719, https://doi.org/10.1021/nl2017459.

[24] F. Calle-Vallejo, M.D. Pohl, D. Reinisch, D. Loffreda, P. Sautet, A.S. Bandarenka,
Why conclusions from platinum model surfaces do not necessarily lead to
enhanced nanoparticle catalysts for the oxygen reduction reaction, Chem. Sci. 8
(3) (2017) 2283–2289, https://doi.org/10.1039/C6SC04788B.

[25] B. Garlyyev, J. Fichtner, O. Piqué, O. Schneider, A.S. Bandarenka, F. Calle-Vallejo,
Revealing the nature of active sites in electrocatalysis, Chem. Sci. 10 (35) (2019)
8060–8075, https://doi.org/10.1039/C9SC02654A.

[26] J.H.K. Pfisterer, Y. Liang, O. Schneider, A.S. Bandarenka, Direct instrumental
identification of catalytically active surface sites, Nature. 549 (7670) (2017)
74–77, https://doi.org/10.1038/nature23661.

[27] C. Chen, Y. Kang, Z. Huo, Z. Zhu, W. Huang, H.L. Xin, J.D. Snyder, D. Li, J.A.
Herron, M. Mavrikakis, M. Chi, K.L. More, Y. Li, N.M. Markovic, G.A. Somorjai, P.
Yang, V.R. Stamenkovic, Highly Crystalline Multimetallic Nanoframes with Three-
Dimensional Electrocatalytic Surfaces, Science 343 (2014) 1339–1343, https://
doi.org/10.1126/science.1249061.

[28] J.P. Perdew, Y. Wang, Accurate and simple analytic representation of the electron-
gas correlation energy, Phys. Rev. B. 45 (23) (1992) 13244–13249, https://doi.
org/10.1103/PhysRevB.45.13244.

[29] J.P. Perdew, K. Burke, M. Ernzerhof, Generalized gradient approximation made
simple, Phys. Rev. Lett. 77 (18) (1996) 3865–3868, https://doi.org/10.1103/
PhysRevLett.77.3865.

[30] B. Hammer, L.B. Hansen, J.K. Nørskov, Improved adsorption energetics within
density-functional theory using revised Perdew-Burke-Ernzerhof functionals, Phys.
Rev. B. 59 (11) (1999) 7413–7421, https://doi.org/10.1103/PhysRevB.59.7413.

[31] S. Kurth, J.P. Perdew, P. Blaha, Molecular and solid-state tests of density functional
approximations: LSD, GGAs, and meta-GGAs, Int. J. Quantum Chem. 75 (1999)
889–909, https://doi.org/10.1002/(SICI)1097-461X(1999)75:4/5<889::AID-
QUA54>3.0.CO;2-8.

[32] J. Tao, J.P. Perdew, V.N. Staroverov, G.E. Scuseria, Climbing the Density
Functional Ladder: Nonempirical Meta-Generalized Gradient Approximation
Designed for Molecules and Solids, Phys. Rev. Lett. 91 (2003), https://doi.org/
10.1103/PhysRevLett.91.146401 146401.

[33] J. Wellendorff, K.T. Lundgaard, A. Møgelhøj, V. Petzold, D.D. Landis, J.K. Nørskov,
T. Bligaard, K.W. Jacobsen, Density functionals for surface science: Exchange-
correlation model development with Bayesian error estimation, Phys. Rev. B. 85
(2012), https://doi.org/10.1103/PhysRevB.85.235149 235149.

[34] E. Caldeweyher, C. Bannwarth, S. Grimme, Extension of the D3 dispersion
coefficient model, J. Chem. Phys. 147 (3) (2017) 034112, https://doi.org/
10.1063/1.4993215.

[35] K. Lee, É.D. Murray, L. Kong, B.I. Lundqvist, D.C. Langreth, Higher-accuracy van
der Waals density functional, Phys. Rev. B. 82 (2010), https://doi.org/10.1103/
PhysRevB.82.081101 081101.

[36] A.D. Becke, A new mixing of Hartree-Fock and local density-functional theories, J.
Chem. Phys. 98 (2) (1993) 1372–1377, https://doi.org/10.1063/1.464304.

[37] J. Heyd, G.E. Scuseria, M. Ernzerhof, Hybrid functionals based on a screened
Coulomb potential, J. Chem. Phys. 118 (18) (2003) 8207–8215, https://doi.org/
10.1063/1.1564060.

[38] J.P. Perdew, M. Ernzerhof, K. Burke, Rationale for mixing exact exchange with
density functional approximations, J. Chem. Phys. 105 (22) (1996) 9982–9985,
https://doi.org/10.1063/1.472933.

[39] L. Vega, J. Ruvireta, F. Viñes, F. Illas, Jacob’s Ladder as Sketched by Escher:
Assessing the Performance of Broadly Used Density Functionals on Transition
Metal Surface Properties, J. Chem. Theory Comput. 14 (1) (2018) 395–403,
https://doi.org/10.1021/acs.jctc.7b0104710.1021/acs.jctc.7b01047.s001.

[40] P. Janthon, S.(. Luo, S.M. Kozlov, F. Viñes, J. Limtrakul, D.G. Truhlar, F. Illas, Bulk
Properties of Transition Metals: A Challenge for the Design of Universal Density
Functionals, J. Chem. Theory Comput. 10 (9) (2014) 3832–3839, https://doi.org/
10.1021/ct500532v.

[41] P. Janthon, S.M. Kozlov, F. Viñes, J. Limtrakul, F. Illas, Establishing the Accuracy
of Broadly Used Density Functionals in Describing Bulk Properties of Transition
Metals, J. Chem. Theory Comput. 9 (3) (2013) 1631–1640, https://doi.org/
10.1021/ct3010326.

[42] A.A. Peterson, F. Abild-Pedersen, F. Studt, J. Rossmeisl, J.K. Nørskov, How copper
catalyzes the electroreduction of carbon dioxide into hydrocarbon fuels, Energy
Environ. Sci. 3 (9) (2010) 1311, https://doi.org/10.1039/c0ee00071j.
6

[43] L.P. Granda-Marulanda, A. Rendón-Calle, S. Builes, F. Illas, M.T.M. Koper, F. Calle-
Vallejo, A Semiempirical Method to Detect and Correct DFT-Based Gas-Phase
Errors and Its Application in Electrocatalysis, ACS Catal. 10 (12) (2020)
6900–6907, https://doi.org/10.1021/acscatal.0c0107510.1021/
acscatal.0c01075.s001.

[44] R. Christensen, H.A. Hansen, T. Vegge, Identifying systematic DFT errors in
catalytic reactions, Catal. Sci. Technol. 5 (11) (2015) 4946–4949, https://doi.org/
10.1039/C5CY01332A.

[45] W.T. Hong, M. Risch, K.A. Stoerzinger, A. Grimaud, J. Suntivich, Y. Shao-Horn,
Toward the rational design of non-precious transition metal oxides for oxygen
electrocatalysis, Energy Environ. Sci. 8 (5) (2015) 1404–1427, https://doi.org/
10.1039/C4EE03869J.

[46] J.I. Martínez, H.A. Hansen, J. Rossmeisl, J.K. Nørskov, Formation energies of rutile
metal dioxides using density functional theory, Phys. Rev. B. 79 (2009) 45120,
https://doi.org/10.1103/PhysRevB.79.045120.

[47] F. Calle-Vallejo, J.I. Martínez, J.M. García-Lastra, M. Mogensen, J. Rossmeisl,
Trends in Stability of Perovskite Oxides, Angew. Chemie Int. Ed. 49 (42) (2010)
7699–7701, https://doi.org/10.1002/anie.v49:4210.1002/anie.201002301.

[48] On 8th January 2021, Web of Science was used to generate a list of articles which
cited each functional’s paper since 2013 (when BEEF-vdW was published). This list
of articles was searched for either “oxygen evolution reaction” or “oxygen
reduction reaction”. The number of papers in each of these searches was then
totalled to give 220, 1578, 474 and 125 for PW91, PBE, RPBE and BEEF-vdW
respectively.

[49] G. Kresse, J. Furthmüller, Efficient iterative schemes for ab initio total-energy
calculations using a plane-wave basis set, Phys. Rev. B. 54 (16) (1996)
11169–11186, https://doi.org/10.1103/PhysRevB.54.11169.

[50] G. Kresse, D. Joubert, From ultrasoft pseudopotentials to the projector augmented-
wave method, Phys. Rev. B. 59 (3) (1999) 1758–1775, https://doi.org/10.1103/
PhysRevB.59.1758.

[51] D.R. Lide, CRC handbook of chemistry and physics, 85th ed., CRC Press, 2004.
[52] C.J. Bartel, A.W. Weimer, S. Lany, C.B. Musgrave, A.M. Holder, The role of

decomposition reactions in assessing first-principles predictions of solid stability,
Npj Comput. Mater. 5 (2019) 4, https://doi.org/10.1038/s41524-018-0143-2.

[53] J. Hessels, R.J. Detz, M.T.M. Koper, J.N.H. Reek, Rational Design Rules for
Molecular Water Oxidation Catalysts based on Scaling Relationships, Chem. - A
Eur. J. 23 (65) (2017) 16413–16418, https://doi.org/10.1002/chem.
v23.6510.1002/chem.201702850.

[54] R. Jinnouchi, A.B. Anderson, Aqueous and surface redox potentials from self-
consistently determined gibbs energies, J. Phys. Chem. C. 112 (24) (2008)
8747–8750, https://doi.org/10.1021/jp802627s.

[55] F. Studt, M. Behrens, E.L. Kunkes, N. Thomas, S. Zander, A. Tarasov, J. Schumann,
E. Frei, J.B. Varley, F. Abild-Pedersen, J.K. Nørskov, R. Schlögl, The Mechanism of
CO and CO2 Hydrogenation to Methanol over Cu-Based Catalysts, ChemCatChem.
7 (7) (2015) 1105–1111, https://doi.org/10.1002/cctc.201500123.

[56] C.H. Kjaergaard, J. Rossmeisl, J.K. Nørskov, Enzymatic versus inorganic oxygen
reduction catalysts: Comparison of the energy levels in a free-energy scheme,
Inorg. Chem. 49 (8) (2010) 3567–3572, https://doi.org/10.1021/ic900798q.

[57] J. Rossmeisl, A. Logadottir, J.K. Nørskov, Electrolysis of water on (oxidized) metal
surfaces, Chem. Phys. 319 (1-3) (2005) 178–184, https://doi.org/10.1016/j.
chemphys.2005.05.038.

[58] K.S. Exner, Recent Progress in the Development of Screening Methods to Identify
Electrode Materials for the Oxygen Evolution Reaction, Adv. Funct. Mater. 30 (42)
(2020) 2005060, https://doi.org/10.1002/adfm.v30.4210.1002/adfm.202005060.

[59] N. Govindarajan, J.M. García-Lastra, E.J. Meijer, F. Calle-Vallejo, Does the
breaking of adsorption-energy scaling relations guarantee enhanced
electrocatalysis?, Curr. Opin. Electrochem. 8 (2018) 110–117, https://doi.org/
10.1016/j.coelec.2018.03.025.

[60] S. Sakong, A. Groß, The Importance of the Electrochemical Environment in the
Electro-Oxidation of Methanol on Pt(111), ACS Catal. 6 (8) (2016) 5575–5586,
https://doi.org/10.1021/acscatal.6b00931.

[61] V. Tripkovic, Thermodynamic assessment of the oxygen reduction activity in
aqueous solutions, Phys. Chem. Chem. Phys. 19 (43) (2017) 29381–29388,
https://doi.org/10.1039/C7CP05448C.

[62] A. Rendón-Calle, S. Builes, F. Calle-Vallejo, Substantial improvement of
electrocatalytic predictions by systematic assessment of solvent effects on
adsorption energies, Appl. Catal. B Environ. 276 (2020) 119147, https://doi.
org/10.1016/j.apcatb.2020.119147.

[63] R. Christensen, H.A. Hansen, C.F. Dickens, J.K. Nørskov, T. Vegge, Functional
Independent Scaling Relation for ORR/OER Catalysts, J. Phys. Chem. C. 120 (43)
(2016) 24910–24916, https://doi.org/10.1021/acs.jpcc.6b0914110.1021/acs.
jpcc.6b09141.s001.

[64] S. Deshpande, J.R. Kitchin, V. Viswanathan, Quantifying Uncertainty in Activity
Volcano Relationships for Oxygen Reduction Reaction, ACS Catal. 6 (8) (2016)
5251–5259, https://doi.org/10.1021/acscatal.6b0050910.1021/
acscatal.6b00509.s001.

[65] Z.W. Seh, J. Kibsgaard, C.F. Dickens, I. Chorkendorff, J.K. Nørskov, T.F. Jaramillo,
Combining theory and experiment in electrocatalysis: Insights into materials
design, Science 355 (2017) eaad4998, https://doi.org/10.1126/science.aad4998.

[66] F. Calle-Vallejo, N.G. Inoglu, H.-Y. Su, J.I. Martínez, I.C. Man, M.T.M. Koper, J.R.
Kitchin, J. Rossmeisl, Number of outer electrons as descriptor for adsorption
processes on transition metals and their oxides, Chem. Sci. 4 (3) (2013) 1245,
https://doi.org/10.1039/c2sc21601a.

[67] S. Wang, B. Temel, J. Shen, G. Jones, L.C. Grabow, F. Studt, T. Bligaard, F. Abild-
Pedersen, C.H. Christensen, J.K. Nørskov, Universal Brønsted-Evans-Polanyi

https://doi.org/10.1016/j.jelechem.2006.05.006
https://doi.org/10.1016/j.jelechem.2006.05.006
https://doi.org/10.1016/j.electacta.2013.05.045
https://doi.org/10.1016/j.jelechem.2015.04.017
https://doi.org/10.1016/j.jelechem.2015.04.017
https://doi.org/10.1039/c4cp00260a
https://doi.org/10.1002/anie.201200586
https://doi.org/10.1002/anie.201200586
https://doi.org/10.1021/nl2017459
https://doi.org/10.1039/C6SC04788B
https://doi.org/10.1039/C9SC02654A
https://doi.org/10.1038/nature23661
https://doi.org/10.1126/science.1249061
https://doi.org/10.1126/science.1249061
https://doi.org/10.1103/PhysRevB.45.13244
https://doi.org/10.1103/PhysRevB.45.13244
https://doi.org/10.1103/PhysRevLett.77.3865
https://doi.org/10.1103/PhysRevLett.77.3865
https://doi.org/10.1103/PhysRevB.59.7413
https://doi.org/10.1002/(SICI)1097-461X(1999)75:4/5&lt;889::AID-QUA54&gt;3.0.CO;2-8
https://doi.org/10.1002/(SICI)1097-461X(1999)75:4/5&lt;889::AID-QUA54&gt;3.0.CO;2-8
https://doi.org/10.1103/PhysRevLett.91.146401
https://doi.org/10.1103/PhysRevLett.91.146401
https://doi.org/10.1103/PhysRevB.85.235149
https://doi.org/10.1063/1.4993215
https://doi.org/10.1063/1.4993215
https://doi.org/10.1103/PhysRevB.82.081101
https://doi.org/10.1103/PhysRevB.82.081101
https://doi.org/10.1063/1.464304
https://doi.org/10.1063/1.1564060
https://doi.org/10.1063/1.1564060
https://doi.org/10.1063/1.472933
https://doi.org/10.1021/acs.jctc.7b0104710.1021/acs.jctc.7b01047.s001
https://doi.org/10.1021/ct500532v
https://doi.org/10.1021/ct500532v
https://doi.org/10.1021/ct3010326
https://doi.org/10.1021/ct3010326
https://doi.org/10.1039/c0ee00071j
https://doi.org/10.1021/acscatal.0c0107510.1021/acscatal.0c01075.s001
https://doi.org/10.1021/acscatal.0c0107510.1021/acscatal.0c01075.s001
https://doi.org/10.1039/C5CY01332A
https://doi.org/10.1039/C5CY01332A
https://doi.org/10.1039/C4EE03869J
https://doi.org/10.1039/C4EE03869J
https://doi.org/10.1103/PhysRevB.79.045120
https://doi.org/10.1002/anie.v49:4210.1002/anie.201002301
https://doi.org/10.1103/PhysRevB.54.11169
https://doi.org/10.1103/PhysRevB.59.1758
https://doi.org/10.1103/PhysRevB.59.1758
http://refhub.elsevier.com/S1572-6657(21)00204-6/h0255
http://refhub.elsevier.com/S1572-6657(21)00204-6/h0255
https://doi.org/10.1038/s41524-018-0143-2
https://doi.org/10.1002/chem.v23.6510.1002/chem.201702850
https://doi.org/10.1002/chem.v23.6510.1002/chem.201702850
https://doi.org/10.1021/jp802627s
https://doi.org/10.1002/cctc.201500123
https://doi.org/10.1021/ic900798q
https://doi.org/10.1016/j.chemphys.2005.05.038
https://doi.org/10.1016/j.chemphys.2005.05.038
https://doi.org/10.1002/adfm.v30.4210.1002/adfm.202005060
https://doi.org/10.1016/j.coelec.2018.03.025
https://doi.org/10.1016/j.coelec.2018.03.025
https://doi.org/10.1021/acscatal.6b00931
https://doi.org/10.1039/C7CP05448C
https://doi.org/10.1016/j.apcatb.2020.119147
https://doi.org/10.1016/j.apcatb.2020.119147
https://doi.org/10.1021/acs.jpcc.6b0914110.1021/acs.jpcc.6b09141.s001
https://doi.org/10.1021/acs.jpcc.6b0914110.1021/acs.jpcc.6b09141.s001
https://doi.org/10.1021/acscatal.6b0050910.1021/acscatal.6b00509.s001
https://doi.org/10.1021/acscatal.6b0050910.1021/acscatal.6b00509.s001
https://doi.org/10.1126/science.aad4998
https://doi.org/10.1039/c2sc21601a


E. Sargeant et al. Journal of Electroanalytical Chemistry 896 (2021) 115178
Relations for C-C, C–O, C–N, N–O, N–N, and O–O Dissociation Reactions, Catal.
Letters. 141 (3) (2011) 370–373, https://doi.org/10.1007/s10562-010-0477-y.

[68] S. Nitopi, E. Bertheussen, S.B. Scott, X. Liu, A.K. Engstfeld, S. Horch, B. Seger, I.E.L.
Stephens, K. Chan, C. Hahn, J.K. Nørskov, T.F. Jaramillo, I.b. Chorkendorff,
Progress and Perspectives of Electrochemical CO2 Reduction on Copper in
Aqueous Electrolyte, Chem. Rev. 119 (12) (2019) 7610–7672, https://doi.org/
10.1021/acs.chemrev.8b0070510.1021/acs.chemrev.8b00705.s001.

[69] N.-T. Suen, S.-F. Hung, Q. Quan, N. Zhang, Y.-J. Xu, H.M. Chen, Electrocatalysis for
the oxygen evolution reaction: Recent development and future perspectives,
Chem. Soc. Rev. 46 (2) (2017) 337–365, https://doi.org/10.1039/C6CS00328A.
7

[70] V. Sumaria, D. Krishnamurthy, V. Viswanathan, Quantifying Confidence in DFT
Predicted Surface Pourbaix Diagrams and Associated Reaction Pathways for
Chlorine Evolution, ACS Catal. 8 (10) (2018) 9034–9042, https://doi.org/
10.1021/acscatal.8b0143210.1021/acscatal.8b01432.s001.

[71] L.G.V. Briquet, M. Sarwar, J. Mugo, G. Jones, F. Calle-Vallejo, A New Type of
Scaling Relations to Assess the Accuracy of Computational Predictions of Catalytic
Activities Applied to the Oxygen Evolution Reaction, ChemCatChem. 9 (7) (2017)
1261–1268, https://doi.org/10.1002/cctc.201601662.

https://doi.org/10.1007/s10562-010-0477-y
https://doi.org/10.1021/acs.chemrev.8b0070510.1021/acs.chemrev.8b00705.s001
https://doi.org/10.1021/acs.chemrev.8b0070510.1021/acs.chemrev.8b00705.s001
https://doi.org/10.1039/C6CS00328A
https://doi.org/10.1021/acscatal.8b0143210.1021/acscatal.8b01432.s001
https://doi.org/10.1021/acscatal.8b0143210.1021/acscatal.8b01432.s001
https://doi.org/10.1002/cctc.201601662

	Importance of the gas-phase error correction for O2 when using DFT to model the oxygen reduction and evolution reactions
	1 Introduction
	2 Method
	3 Results and discussion
	3.1 Oxygen reduction to water via the associative pathway
	3.2 Oxygen reduction to water via the dissociative pathway
	3.3 Oxygen evolution reaction

	4 Conclusion
	Declaration of Competing Interest
	Acknowledgments
	Appendix A Supplementary data
	References


