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Abstract
Purpose: A Monte Carlo (MC) modeling of single axial and helical CT scan
modes has been developed to compute single and accumulated dose distri-
butions. The radiation emission characteristics of an MDCT scanner has been
modeled and used to evaluate the dose deposition in infinitely long head and
body PMMA phantoms. The simulated accumulated dose distributions deter-
mined the approach to equilibrium function,H(L).From these H(L) curves,dose-
related information was calculated for different head and body clinical protocols.
Methods: The PENELOPE/penEasy package has been used to model the sin-
gle axial and helical procedures and the radiation transport of photons and
electrons in the phantoms. The bowtie filters, heel effect, focal-spot angle, and
fan-beam geometry were incorporated. Head and body protocols with differ-
ent pitch values were modeled for x-ray spectra corresponding to 80, 100, 120,
and 140 kV. The analytical formulation for the single dose distributions and
experimental measurements of single and accumulated dose distributions were
employed to validate the MC results. The experimental dose distributions were
measured with OSLDs and a thimble ion chamber inserted into PMMA phan-
toms.Also, the experimental values of the CTDI100 along the center and periph-
eral axes of the CTDI phantom served to calibrate the simulated single and
accumulated dose distributions.
Results: The match of the simulated dose distributions with the reference data
supports the correct modeling of the heel effect and the radiation transport in
the phantom material reflected in the tails of the dose distributions. The valida-
tion of the x-ray source model was done comparing the CTDI ratios between
simulated, measured and CTDosimetry data. The average difference of these
ratios for head and body protocols between the simulated and measured data
was in the range of 13–17% and between simulated and CTDosimetry data
varied 10–13%. The distributions of simulated doses and those measured with
the thimble ion chamber are compatible within 3%.
In this study, it was demonstrated that the efficiencies of the CTDI100 measure-
ments in head phantoms with nT = 20 mm and 120 kV are 80.6% and 87.8% at
central and peripheral axes,respectively. In the body phantoms with nT = 40 mm
and 120 kV, the efficiencies are 56.5% and 86.2% at central and peripheral axes,
respectively. In general terms, the clinical parameters such as pitch,beam inten-
sity, and voltage affect the Deq values with the increase of the pitch decreasing
the Deq and the beam intensity and the voltage increasing its value. The H(L)
function does not change with the pitch values, but depends on the phantom
axis (central or peripheral).
Conclusions: The computation of the pitch-equilibrium dose product, D̂eq, evi-
denced the limitations of the CTDI100 method to determine the dose delivered
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by a CT scanner. Therefore, quantities derived from the CTDI100 propagate this
limitation. The developed MC model shows excellent compatibility with both
measurements and literature quantities defined by AAPM Reports 111 and 200.
These results demonstrate the robustness and versatility of the proposed mod-
eling method.
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1 INTRODUCTION

In the last two decades, x-ray computed tomography
(CT) has become one of the most important diagnos-
tic imaging methods. The capabilities of the CT tech-
nique increased its popularity around the world. Data
from the Organization for Economic Co-operation and
Development (OECD) demonstrates a growth of 12%
in the number of CT procedures per inhabitant in the
last five years.1 This increase of CT procedures repre-
sents a considerable advance on improving the diag-
nostic of diseases, but turned on the alert to the possi-
ble negative consequences of larger populations being
exposed to x-ray radiation from this imaging modality.
According to the NCRP Report 184,2 CT procedures
represents 9.5% of all diagnostic medical examinations
performed in adults in the United States. As CT proce-
dures are not yet a low-dose modality,3 the development
of global dose evaluations and procedure optimizations
are important tasks.4,5

As the direct measurement of the patient absorbed
dose is complex, alternative methods have been pro-
posed to indirectly estimate the patient dose. In this
context, a consistent historical review on CT dosime-
try was recently presented by Dixon.6 For instance, a
restricted definition of the computed tomography dose
index (CTDI), the CTDI100 index, was proposed as a
practical indicator of patient dose and subsequently
generalized as a “weighted average,” CTDIw , to be con-
sistent with the differences of the measured values in
the center and periphery of the phantoms.6,7 The advent
of multiple-row detector CT (MDCT) made necessary
the introduction of an additional CT dose quantity,
the volumetric-CTDI, CTDIvol.8 Its definition, CTDIvol =

p−1 CTDIw is also based on CTDI100 and includes the
effect of pitch, p = b∕nT , where b is the table displace-
ment per gantry rotation (for the helical scan mode) or
the midpoint-to-midpoint spacing between successive
scans (for the axial scan mode) and nT is the active
detector length.CTDIvol estimates the average absorbed
dose within the middle portion of the irradiated volume
of a CT acquisition and represents the average dose
over the central scan plane (at z = 0) for a 100 mm
scan length.8–10 Therefore, for a better representation of
the overall energy (or dose) deposition,another descrip-
tor, the dose length product, DLP = L × CTDIvol, was

introduced.The DLP does not depend on b because the
scanning length is given by L = nb (n is the number of
gantry rotations) and CTDIvol is proportional to b−1.

All CTDI-based measurement methods use cylin-
drical polymethyl methacrylate (PMMA, C5O2H8,
ρ = 1.19 g/cm3) phantoms of 16 cm or 32 cm diameter
when head or body CT examinations are considered,
respectively.11,12 Due to the variety of patient sizes,
CTDIvol is not a good descriptor of the actual absorbed
dose to the patient. This fact has an important reper-
cussion, especially in pediatric patients, in which the
computation of absorbed dose based on the CTDIvol
displayed by the CT device could underestimate the
patient dose by a factor of 2–3 if a 32-cm PMMA
phantom is used as reference.13,14 In order to take this
anatomical variability into account, the Size Specific
Dose Estimate (SSDE) was introduced in the AAPM
Report 204,15 updated in the AAPM Report 220,16 and
ratified in the AAPM Reports 24617 and 293.18 It takes
into account the patient size in the assessment of a
quantity proportional to the patient absorbed dose from
a CT examination.

Boone19 defined the efficiency, ε, as the capability
of the CTDI100 metrics to assess the dose determined
using the 100 mm chamber, compared to an infinitely
long ion chamber. He also identified that the efficien-
cies are reduced for beam widths above 40 mm and
decrease dramatically for beam widths above 100 mm.
Even for beam widths less than 40 mm, the efficiency
is reduced. Boone19 reported that, for the center and
peripheral positions of a 32-cm diameter PMMA phan-
tom, the CTDI100 can underestimate the dose by 63%
and 88% with respect to the CTDI estimated considering
an infinitely long ion chamber. Actually, the rapid evolu-
tion of CT detector technology already allows the use of
x-ray beams broader than the 100 mm length of the pen-
cil ion chamber employed in the CTDI100 measurement,
rendering the CTDI100 paradigm completely unsuitable
for characterizing the dose for those beam widths.8,9

Hence, dose metrics derived from the CTDI100 cannot
represent accurately the doses associated to contem-
porary CT examinations.20

A comprehensive theory predicting relative dose dis-
tributions in cylindrical dosimetry phantoms associated
to axial and helical CT scan series was developed by
Dixon et al.21,22 This formalism allows to derive CT dose
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descriptors applied to cylindrical phantoms that solve
the limitations and expand the applicability of the tra-
ditional (and current) quantities based on the CTDI100
methodology.23,24 The AAPM Report 1119 proposed a
unified methodology for CT dose descriptions built on
this analytical formulation of dose distribution in cylin-
drical phantoms.

CT dose theory suggests the adoption of a new mea-
surement paradigm to assess the maximum dose at the
central point of the scanning length using a thimble ion
chamber. The maximum dose as a function of the scan-
ning length gives an additional dose description of the
CT acquisition and protocol. Previous studies reported
the accuracy of the novel metrics when compared to the
CTDI100 methodology for patient table translation and
no-translation techniques.22,25

The AAPM Report 20010 clarified the limitation and
caveats of the CTDI100 methodology to correctly rep-
resent the dose characteristics of modern CT sys-
tems. This publication presents measurement methods
that overcome the limitations of the traditional CTDI100-
based procedure and the design of a general-purpose
phantom, which was previously defined by AAPM and
ICRU.26 These methods provide the basis for medical
physicists to review their practical establishment of dose
properties of CT devices in the near future.

In the present study, Monte Carlo (MC) calculations
have been done to obtain the dose distribution in
infinitely long cylindrical PMMA phantoms of 16 cm
and 32 cm diameters ensuing from modeling of axial
and helical CT acquisitions of an MDCT. The MC mod-
eling for the radiation emission characteristics of the
MDCT scanner estimates the attenuation profile consid-
ering head and body bowtie filters,heel effect, focal spot
size, and x-ray spectrum. The simulations were imple-
mented according to the recommendations of the AAPM
Reports 19527 and 268.28 Besides,an experimental vali-
dation of the MC dose distributions was made by means
of a thimble ion chamber and OSL dosimeters mea-
surements. The supplemental material #1 presents a
flowchart describing the main parts of the work.

The AAPM Report 111 dose descriptors were com-
puted from the simulated accumulated dose distribu-
tions. Specifically, the equilibrium dose, Deq, the equilib-
rium scanning length,Leq,and the pitch-equilibrium dose
product, D̂eq, were derived from the equilibrium func-
tion, H(L). In the present investigation, the computation
of these metrics used cylindrical 14.5 cm long and 32
or 16 cm diameter PMMA phantoms that are already
employed in CT quality control, as a complementary
method to the use of the 60 cm long and 30 cm diame-
ter ICRU/AAPM polyethylene phantom proposed by the
AAPM Report 200. These results allow the verification
of the radiation outputs in clinical facilities by means of
the conventional CTDI phantoms and the AAPM Report
200 methodologies.29

The first contribution of the present article is the
multiple-validation strategy of the MC model using dif-
ferent approaches. The second contribution lies on the
application of the AAPM Reports 111 and 200 method-
ologies using traditional PMMA phantoms and its poten-
tial association with the migration process from the tra-
ditional CTDI100-based method to the new proposed
quantities using the ICRU/AAPM phantom.10 These
contributions can improve the progress of the cur-
rent investigations associating approach-to-equilibrium
related information to organ doses and to accelerate
the development of frameworks associating these new
quantities with SSDE and image quality information,
looking to CT protocol design optimization.The associa-
tion of these dose assessment metrics and the recently
published methods for performance evaluation30,31 are
practical tools to improve the balance between patient
dose and image quality in CT.

2 MATERIALS AND METHODS

2.1 Monte Carlo modeling

MC benchmarks have been developed in the
last decades to simulate various aspects of CT
techniques.32,33 In the present study, MC simulation
has been used to compute single dose distributions,
f (z), and accumulated dose distributions, D(z), that
were applied to calculate the derived dose CT metrics
defined in the AAPM Reports 111 and 200.9,10 The MC
code PENELOPE/penEasy versions 2014/201534,35

was chosen to simulate the coupled electron–photon
transport in infinitely long cylindrical PMMA phantoms
for photon energies ranging from 15 keV to 140 keV.
In these MC simulations, Phase Space Files (PSFs)
containing the physical information of all particles that
went through the pre-patient collimator were generated.
PSFs are extensively used in radiotherapy research,36

for treatment planning and dosimetry purposes,35,37–39

and to implement radiation source models in CT.40–42

Details on the approach to estimate the latent variance
of a PSF can be found in appendix 2 of Sempau
et al.43

The implementation of the MC simulation was done
in a three-step process: (i) modeling the irradiation con-
figuration of the CT system; (ii) simulating the radiation
transport in the cylindrical PMMA phantom; and (iii) cal-
ibration of the simulated distributions in air-kerma units.

Table 1 summarizes the main information regard-
ing the simulation modeling in compliance with the
guidelines for presentation of adopted conditions and
parameters according to the AAPM Report 268.28 The
employed MC methods were tested and validated by
reproducing case 4 of the AAPM Report 195. In this
test, MC simulations were carried out for a 32-cm
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TABLE 1 Summary of the main information regarding the MC simulations27

Item name Description

Code, version/release date PENELOPE (v. 2014)/penEasy (v. 2015-05-30)

Validation Comparative results of the energy deposited in PMMA phantoms according to AAPM Report 195

Timing 5 × 104 s approximately for the helical protocol
∙ Intel Xeon CPU E5-2420. 1.9 GHz (12 CPUs)
∙ Intel Xeon CPU E3-1270. 3.5 GHz (8 CPUs)

Source description Phase Space File:
• Fan beam geometry from one-dimension focal spot of 0.9 mm
• Photon emission along the y-axis, without modulation. Distributed inside the fan angle.
• Anode self -attenuation/heel effect
• X-ray spectrum generated by the semiempirical TBC model with 0.1 keV bin
• Head and body bowtie filter incorporated

Cross-sections PENELOPE default: XCOM and EPDL (or PHOTOABS)

Absorption cutoff energies Photons: EABS = 0.2 keV
Electrons: EABS = 10 keV

Cutoff parameters Elastic collisions: C1 = C2 = 0.1
Inelastic interactions: WCC = 1 keV
Bremsstrahlung: WCR = 0.1 keV

Scored quantities Energy imparted, 3D dose distributions

# histories PSF generated from 109 histories

Statistical uncertainty 1% in the dose distributions simulation

Postprocessing MatLab R2012a (Mathworks, inc. Natick, MA, USA) developed routines

TABLE 2 Technical specifications of the GE Discovery
CT750HD44

Focus-isocenter distance, F (mm) 541

Focus-collimator distance, Fc (mm) 162

X-ray tube GE Performix

Focal spot size (mm2), see the IEC
60336/2006 standard

0.9 × 0.9

Anode angle 7◦

diameter body PMMA phantom considering a monoen-
ergetic 56.4 keV photon source and a tungsten target
120 kV spectrum filtered by 6 mm aluminum. The
PENELOPE/penEasy results corresponding to the four
contiguous cylindrical detectors benchmark of case 4
test 127 agreed better than 1.9% for both monoener-
getic and spectral source at 10 and 80 mm collimations.
PENELOPE/penEasy results for case 4 test 2 agree
better than 2.2% and 1.7% for the detector in the periph-
ery and at the center, respectively, for all collimations
and sources.

2.1.1 Step 1: MC model for the CT x-ray
emission system

The GE Discovery CT750HD (General Electric Com-
pany, Boston, USA) system was taken as reference to
model the x-ray emission. Some technical and geo-
metrical characteristics of this equipment are given in
Table 2.44

Most of the x-ray source models in diagnostic dosime-
try assume that the x-rays are emitted from a point
source, disregarding the focal spot size, angle of the
target surface, and heel effect.45–47 These characteris-
tics have been implemented in the present x-ray source
model. Figure 1a shows the modeled components
attempting to represent the GE Discovery CT750HD CT
system.The geometry was coded according to the PEN-
GEOM format and syntax.34,48

Focal spot
A one-dimensional focal spot (line focal spot) of 0.9 mm
length and 7◦ anode angle in the z-direction was imple-
mented. The one-dimensional focal spot was positioned
3.4 μm beneath the surface of a tungsten block so
as to include the anode self -attenuation in the source
model. This depth was deduced from the compari-
son of the simulated primary profile and the ana-
lytical one in order to reproduce the heel effect on
the primary profile. The x-ray spectra were generated
utilizing the semi-empirical TBC model,49–51 and the
selected total filtrations were validated by Compton
spectrometry and half -value layer (HVL) measurements
(see Section 2.2.1).

Bowtie filter
Different strategies have been published to evaluate the
bowtie filter effect on the dose distributions.47,52–54 Fig-
ure 1b illustrates the geometrical characteristics and
dimensions of the modeled bowtie filter, which was
constructed as a truncated rectangular pyramid of
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F IGURE 1 (a) Schematic representation of the modeled x-ray source components and the cylindrical phantom. The phase space plane is
indicated. (b) Geometrical characteristics and dimensions from axial and lateral views of the modeled bowtie filter. All dimensions are in
millimeters. (c) Representative path followed by the PSF around a cylindrical phantom implemented to model a helical CT scan acquisition

aluminum with two cylindrical sections removed. The
adopted method uses only one designed bowtie filter
that can represent real head and body bowtie filters by
a careful choice of its relative position between the focal
spot and the pre-patient collimator.55 The optimal posi-
tion can be established assessing the resulting homog-
enization properties reflected on the energy deposited
in the simulated detector matrix for each head and body
protocols.

The validation of the bowtie filter characteristics was
done using MC modeled head and body CTDI phan-
toms. Two procedures were employed to evaluate the
adequacy of homogenization of the absorbed dose
in the CT detectors considering head and body pro-
tocols. First, each of the 15 PSFs generated com-
bined to both head and body CTDI phantoms and, in
each case, the energy deposited in each CT detec-
tor was scored. For each combination, the relative dis-
tance between the focal spot and the bowtie filter was
increased from 1 to 15 cm in steps of 1 cm. For all sim-
ulations, the energy deposited in each detector element
was tracked and compared. Finally, the two PSFs repre-
senting the best uniform energy deposition in all detec-
tor elements considering head and body protocols were
selected.56

A second procedure was adopted to validate the
bowtie filter positions. In this case, direct comparisons
between simulated and measured CTDI100 assessed
in the central and peripheral positions of the head
and body phantoms were performed. At this step, just
the PSFs that produce the best homogenization in the
arrangement of detectors were chosen for the evalua-
tion.After each simulation, the ratios of center to periph-

eral absorbed doses were computed and compared with
experimental results.

Collimator
Two 0.5 cm lead plates were designed with PENGEOM
to model the collimator used in CT systems to produce a
fan beam. No radiation transport in the collimator mate-
rial was considered. The collimator was located at a dis-
tance Fc = 162 mm from the focal spot (Figure 1a and
Table 2).

2.1.2 Step 2: Simulation of CT central and
peripheral dose distributions for single axial
and helical CT scans

The second stage used the calculated PSFs to simulate
the irradiation of the cylindrical phantoms and to com-
pute the corresponding absorbed dose distributions.For
this purpose,subroutines PSFSource and PSFSinisrc of
the sourcePhaseSpaceFile.F module in the main pro-
gram penEasy were modified to implement the rotation
of the PSF around the axis of reference (AOR) and the
translation along the z-axis (CT helical scan mode). All
particles stored in the PSFs were evaluated.

For both, head and body phantoms, the 3D spatial
dose distribution inside the phantoms were evaluated
with the tallySpatialDoseDistrib in penEasy.35 The single
axial and helical dose distributions along the central and
peripheral axes were extracted from the calculated 3D
dose distribution by means of postprocessing routines
developed in MatLab R2012a (Mathworks, inc. Natick,
MA, USA). The voxel sizes were 1 cm (x-axis), 1 cm
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(y-axis), 0.1 cm (z-axis). The methodology employed
implies the determination of single axial dose distri-
butions along the central and peripheral axes of head
and body cylindrical PMMA phantoms. These central
and peripheral dose distributions were computed from
a 360o single rotation of the PSF in intervals of 1o

around each phantom. To implement the helical scan-
ning, the longitudinal position of the particle along the
scanning length and the angular position around the
axis of rotation was randomly sampled. Both, longitu-
dinal and angular position were linked using the pitch
value for each helical CT protocol. Instead of moving
the phantom along the AOR as in a real CT scan, the
z-coordinate of the particles was translated sampling
uniformly the total scanning length.

2.1.3 Step 3: Calibration of the simulated
dose distributions

The calibration of the central and peripheral dose distri-
butions computed by MC simulation was done using the
corresponding reading of a 10-cm pencil ion chamber. In
this work, a simulated dose profile in terms of absorbed
dose (eV/(g.hist)) was calibrated into air-kerma units by
multiplication by a calibration factor.This factor is defined
as the quotient between the integral of the 10 cm central
interval of the simulated dose profile and the air-kerma
length product determined by measurements.

2.2 Validation of the MC results

The MC model was validated comparing its outputs
in terms of central and peripheral dose distributions
to analytical calculations and measurements. The con-
ducted measurements were CTDI100 and CTDI100,air
using a 10-cm long ionization chamber and the determi-
nation of dose distributions with OSL ribbons and a thim-
ble ionization chamber. The data were collected con-
sidering clinical settings (Table 3) and were compared
with the MC simulation results.The measurements were
carried out at the Institute of Radiology of the School
of Medicine of the University of São Paulo (Brazil). A
flowchart presenting these validation steps is included
in the supplemental material #1.

2.2.1 Validation using analytical equations

The analytical equations derived by Dixon and
Boone6,25 corresponding to the primary, scatter and
total dose distributions,and recalled in the supplemental
material #2 were implemented in MatLab environment.
The primary profile allows to characterize the adequacy
of some elements of the x-ray tube system and the
geometric characteristics of the simulated CT system.

TABLE 3 Clinical body and head protocols chosen to be
modeled by MC simulation

Protocols
Parameter Body Head

Voltage (kV) 80, 100, 120, and 140 80, 100, 120, and 140

Rotation time (s) 1.0 1.0

Pitch 0.516, 0.984, and
1.375

0.531, 0.969, and
1.375

Bowtie filter Body Head

Collimation (mm) 40 20

Number of images
per rotation

64 32

Detector array width
(mm)

0.625 0.625

This is possible as the primary profile shape is influ-
enced by the heel effect, anode angle, of the focal
spot size, and x-ray spectrum. Primary and total dose
distributions along the central and peripheral axes of a
CTDI phantom were computed using the x-ray source
model.

Primary distributions, fp(z), normalized by the dose
profile at z = 0, fp(0), were simulated. For the pri-
mary profile, the photon cut-off energy was set at
140 keV so as to absorb all photons delivered and
to avoid secondary particles and improve the photon
statistics.

Additionally, the x-ray spectra generated with the
semi-empirical TBC model49–51 were validated by com-
parison to those measured by Terini et al. employing a
Compton spectrometer57 and also to other x-ray spectra
generator models.58,59 Another cross-check was done
comparing the HVLs resulting from the TBC model
and measurements made with an ionization chamber
in the GE Discovery CT750HD system at the same
voltages.

To validate the adequacy of the simulation con-
figuration, several simulated single dose distributions
were compared to those from the analytical formulas.
The scatter component originates from the deposited
dose due to the detection of photons scattered by
the phantom material. The preliminary validation of
the x-ray source model was performed by compar-
ison between analytical and simulated single dose
distributions produced by beam widths of 10, 20,
and 27 mm along the central axis of the cylindrical
phantom.

2.2.2 Validation using CTDI100,CTDI100,air,
and CTDosimetry data

A second method to validate the MC simulations was
done using both experimental CTDI measurements
and CTDosimetry60 published data. The experimental
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method for determining the CTDI100 is described in
detail in the IAEA/TRS 45723 and AAPM Report 96.24

Besides,measurements of CTDI free-in-air (CTDI100,air)
yielded normalization factors for the CTDI100,c (c = cen-
tral) and CTDI100,p (p = peripheral), and to assess the
CT radiation emission at the isocenter without the scat-
ter medium.

This validation procedure was done comparing the
ratios of CTDI100 in the central and periphery posi-
tions in head and body phantoms, CTDI100,c∕CTDI100,p,
and the ratios of weighted-CTDI100 and CTDI100 free-
in-air, CTDIw∕CTDI100,air, obtained from simulated and
measured data using the GE Discovery CT750 HD
scanner. The ratio CTDI100,c∕CTDI100,p evaluates the
dose distribution inside the CTDI phantom and the ratio
CTDIw∕CTDI100,air evaluates the CT radiation output.

For this part of the validation, the simulated dose
profile computed in terms of eV/(g⋅hist) was calibrated
using head and body PMMA phantoms measurements.
A pencil ionization chamber (model 10 × 6-3CT,S/N 05–
1151) with 10 cm of active length and 3 cm3 of active vol-
ume was employed coupled to a digitizer module Accu-
Gold+ (model AGDM+, S/N 48–1054) both manufac-
tured by the Radcal,Co. (Radcal Inc,Monrovia,CA).The
set was calibrated in a traceable Secondary Standard
Dosimetry Laboratory.61 The components of the type
B uncertainty of this device were its calibration accu-
racy (±4%, at 150 kV and 10.2 mmAl HVL) and energy
dependence (±5%,3–20 mmAl HVL).Consequently, the
propagated uncertainty of 6.4% for each ion chamber
reading was considered.

2.2.3 Validation from single and
accumulated dose distributions with OSL
dosimeters

Optically stimulated luminescence dosimeters (OSLD)
have been employed to evaluate dose characteristics
of CT systems.62–64 In particular, dose profile mea-
surements were done inserting OSL ribbon dosime-
ters into the central and peripheral holes of the CTDI
phantoms. Luxel™ OSL dosimeters manufactured by
Landauer (Landauer, Inc., Glenwood, USA) composed
by Al2O3:C converted into powder and deposited over
long plastic tapes with 0.3 mm in thickness65 were
used for this purpose. The tapes were fractionated
into ribbons of approximately 20 cm length. These rib-
bons were covered by a black plastic to protect the
dosimeters from environmental light. Technical details
of the reader system are presented in supplemental
material #3.

Around 80 ribbons were employed to validate the MC
simulations. The signal registered by the OSL reader
along the length of the ribbons is proportional to the
x-ray fluence that reaches the corresponding ribbons
at the central and peripheral axes of the CTDI phan-

tom. In addition, this kind of OSL dosimeter (Al2O3:C)
has a linear response with the radiation exposure that
was subdued. The linearity and energy response of the
OSL dosimeters had been investigated previously by
Giansante et al.66 The uncertainties associated to the
OSL reading process were evaluated resulting in values
lower than 5%.

Figure 2 depicts the experimental setup mounted to
measure the primary dose distributions. The free-in-
air measurement of a primary dose profile was car-
ried out without CTDI phantom. The OSL ribbons into a
PMMA rod of 1.0 cm diameter was aligned along the CT
AOR and supported by a CTDI phantom (see Figure 2a
and b). The patient positioning lasers were utilized to
align the OSL ribbons. Primary distributions using head
bowtie filter were measured adopting a nominal beam
width of nT = 20 mm. The tube current and irradiation
time for the primary profile measurements were 200 mA
and 10 s, respectively.

Figure 2c shows the experimental setup used to mea-
sure the accumulated dose distributions for helical pro-
tocols employing both OSL ribbons and a thimble ion
chamber (described in the next section). Three head
or body phantoms were tied using long PMMA rods
inserted through the holes used to positioning ion cham-
bers or OSL ribbons. The alignment was done by cen-
tering the phantom in the middle of the gantry with the
aid of the CT laser beams. Five PMMA rods containing
an OSL ribbon each were introduced in the five holes
of the CTDI body phantom. The tube current and irra-
diation time for the measurements of each set of dose
distributions were 200 mA and 20 s, respectively. The
procedures for measuring dose distributions in the head
phantom were the same as those used in the body
phantom.

2.2.4 Validation based on thimble ion
chamber measurements

For this purpose, a 10 × 6-0.6CT ion chamber (S/N 02–
4831) coupled to a digitizer module Accu-Gold+ (model
AGDM+, S/N 48–1054) both manufactured by the Rad-
cal, Co. was used. As proposed by AAPM Reports 1119

and 200,10 the thimble ion chamber was carefully cen-
tered into the three-section body phantom and scans
were made using the procedures defined in Table 3 . In
particular, the step-by-step procedure defined in AAPM
Report 200 was followed. A body protocol (Abdomen –
up to 110 kg) was selected with 120 kV, 300 mA, 64 ×

0.625 mm as collimation, pitches of 0.516 and 0.984.
The dose rate profile was measured with the chamber
located in the center and in the periphery of the three-
section body phantom for scan lengths of 100, 150, 240,
350, and 450 mm. The detector response curves, which
are proportional to the accumulated dose distributions,
were compared to the simulated ones.
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F IGURE 2 (a) and (b) Experimental setup used to
measure the free-in-air primary dose distributions. The
numbers 1–4 represent the peripheral holes and the
letter c the central hole of the phantoms. The
arrangement was adopted for measurements of the
head primary dose profile carried out without CTDI
phantom attenuation and scatter. The OSL ribbons were
fixed into a PMMA rod of 1.0 cm diameter that was
aligned along the CT AOR and supported by a CTDI
phantom, and (c) experimental setup used to measure
the accumulated dose distributions for helical protocols
using the OSL ribbons and a thimble ion chamber. In this
case, three head or body phantoms were tied using long
PMMA rods inserted through the holes used to
positioning the CTDI ion chambers

2.3 Assessment of AAPM Reports 111
and 200 dose metrics from the
accumulated dose distributions

The main dose metrics defined in AAPM Reports 111
and 200 are summarized in the supplemental mate-
rial #2. The analytical expression of the approach-to-

equilibrium function, H (L) = DL(0)∕Deq = 1 − 𝛼e
−4L
Leq ,

suggest fittings using a parametric model. Specifically,
the parametric model proposed in AAPM Reports 111
and 200 was used to fit these approach-to-equilibrium
functions. The adjustable parameters 𝛼 and Leq were
delivered by the Nonlinear Curve Fitting tool of the Ori-
gin 2020 software (OriginLab Corporation,Northampton,
MA, USA). According to Boone,46𝛼 is the scatter frac-
tion at the Deq, which is related to the scatter to primary
ratio, η, at the Deq by 𝛼 = 𝜂∕(1 + 𝜂) . By convention, Leq
is the scan length where H (L) = 0.98.This method was
compared to the procedure proposed in Appendix 5 of
the AAPM Report 20067 providing consistent results into
5% on the fitting parameters. In an infinitely long cylin-
der, both Deq and Leq depend on the radial distance to
the central axis. The fitting routine was applied to each
set of points corresponding to specific pitch values, tube
voltages, CTDI phantoms, and for center, peripheral, and
weighted H(L). Using these H(L) curves, the following
dose-related information were accessed for the studied
clinical protocols: Leq, Deq, and 𝛼. The equilibrium dose-
pitch product D̂eq, defined in the supplemental material
#2, was also evaluated.

3 RESULTS

3.1 Validation of the CT model and
calibration of the simulated distributions

3.1.1 Validation of the focal spot model

As presented in Section 2.2.1, the validation of the
focal spot model was based on comparisons between

simulated primary distributions and the corresponding
analytical ones. The average differences between ana-
lytical and simulated primary distributions across the
z-axis were estimated to be less than 1% for all studied
beam widths.

The x-ray spectra used in the present work49–51

were validated by comparison with those measured
by Terini et al. employing a Compton spectrometer,57

to TASMICS58 and SpekPy59 x-ray spectra genera-
tor models and by comparing the corresponding mea-
sured HVL values.The average differences between the
experimental and semi-empirical spectra were less than
16% in the energy range from 20 to 140 keV. The com-
parison between the TBC and the other x-ray spectra
generators resulted in average differences lower than
6% for the energies of interest. Finally, the average dif-
ference in measured and calculated HVLs were 5% for
the body bowtie filter and 9% for the head bowtie filter.

3.1.2 Validation based on the analytical
dose distributions

Figure 3a compares analytical and simulated dose dis-
tributions that were produced from beam widths of 10,
20, and 27 mm on the central axis of a 32-cm cylin-
drical phantom. Figure 3b illustrates the contribution of
the primary and scatter components on the dose distri-
bution and shows a comparison with simulated profile
for 27 mm beam width. The simulation was done for a
120 kV x-ray spectrum.

Defining a as the collimator aperture projected onto
the z axis, magnified by the factor M = F∕Fc , where
F and Fc are the distances from source to the isocen-
ter and to the collimator, respectively, and consider-
ing a small rectangular focal spot of uniform inten-
sity, this parameter represents the width along the AOR
of the pre-patient z-axis collimator geometrically pro-
jected from the centroid of the x-ray source. In this
case, the parameter a is the full width of the beam at
half its value at z = 0.21,22 The collimator apertures, w,
were computed from a = Mw. For instance, in the GE
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F IGURE 3 (a) Analytical and simulated dose profiles for 10, 20, and 27 mm of collimation projected onto the AOR. (b) Contribution of
primary and scatter component on the dose profile for a cylindrical phantom with 32 cm diameter at 120 kV and 27 mm of collimation projected
onto the AOR

Discovery CT750 HD, F = 541 mm and Fc = 162 mm,
see Table 2.

3.1.3 Validation of the bowtie filter
position based on CTDI100 ratios

As mentioned in Section 2.2.2, a preliminary valida-
tion of the x-ray source model was done comparing
the ratios CTDI100,c∕CTDI100,p and CTDIw∕CTDI100,air
ensuing from simulated and measured data from
the GE Discovery CT750 HD scanner and also with
CTDosimetry60 data. The average difference of these
ratios for body and head protocols between the sim-
ulated and measured data varied from 13% to 17%
and the comparison of simulated and CTDosimetry data
yielded discrepancies that ranged from 10% to 13%.

3.1.4 Validation based on OSLD Dose
Distributions

Figure 4 compares central and peripheral dose dis-
tributions in head phantom (nT = 20 mm) and body
(nT = 40 mm) phantoms, respectively, both at 120 kV.
Similar comparative curves were obtained for all
simulated-measured pairs. They agree better than 19%
for both central and peripheral axes.

Figure 5 shows a comparison among primary dose
distributions from measurements using OSL ribbons,
computed from analytical equations,and computed from
MC simulation. Table 4 presents the values of a result-
ing from the measured,analytical,and simulated primary
dose distributions. This parameter is computed as the
FWHM of the measured and simulated distributions.The
values of a adopted in the equations used to compute
the analytical distributions are consistent with the argu-
ments presented in Appendix A of Dixon et al.21 Table 4
also shows the over-beaming factor, a∕nT , where nT is
the nominal beam width. These factors are compared to
the over-beaming factor for the GE VCT scanner deter-

mined by Dixon and Ballard.68 From Table 4, 5% and
10% of differences between a and nT were identified
for nT = 40 mm and nT = 20 mm, respectively. These
values are close to those measured by Dixon and Bal-
lard in a GE VCT scanner that found 5.3% and 12%.

3.1.5 Validation based on thimble ion
chamber measurements

Figure 6 compares simulated and measured results of
H(L) for a body protocol with 120 kV, 300 mA, 64 ×

0.625 mm as collimation and pitches of 0.516 and 0.984.
The dose rate profile was measured with the ion cham-
ber located in the center position and in the periphery
of the three-section body phantom for scan lengths of
100, 150, 240, 350, and 450 mm. All results are com-
patible within 3% considering the combined uncertainty
from measured and simulated data.

3.2 Simulated accumulated dose
distributions according to the clinical head
and body procedures

Figure 7a and b presents simulated accumulated dose
distributions computed along the central and peripheral
axes, respectively, of the infinitely long head phantom
for 10 rotations of the x-ray source adopting pitch val-
ues of 0.531, 0.969, and 1.375 and for 120 kV. The total
absorbed dose in the phantom does not depend on the
pitch value, but it depends on the number of rotations
(fixing the other parameters).This fact can be verified by
the numerical integration of the distributions presented
in Figures 7a and b. The integration of these distribu-
tions result in the same areas, independently of the pitch
value. For lower pitch values the absorbed dose is more
concentrated about z = 0. In contrast, for high pitch val-
ues, the absorbed dose is broader. The same statement
is visualized in Figures 7c and d, in which for the infinitely
long body phantom, beam width nT = 40 mm and
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F IGURE 4 Comparison between the simulated and OSL measured dose distributions. (a) Central and (b) Peripheral dose profiles in a head
CTDI phantom at 120 kV and nT = 20 mm beam width and (c) central and (d) peripheral dose profile in a body CTDI phantom at 120 kV and
nT = 40 mm beam width

F IGURE 5 Measured, analytical, and simulated primary dose distributions (a) for head bowtie filter at nominal beam width nT = 20 mm and
(b) body bowtie filter at nominal beam width nT = 40 mm. The experimental dose distributions were measured with OSL ribbons
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F IGURE 6 Comparative results from simulated and measured H(L) using a body protocol with 120 kV, 300 mA, 64 × 0.625 mm as
collimation and pitches of (a) 0.516 and (b) 0.984. The measurements were done using the thimble ion chamber

F IGURE 7 MC simulated accumulated dose distributions, DL(z), in terms of air kerma (mGy/100 mAs) at 120 kV computed along the (a)
central axis and (b) peripheral axis for pitch values of 0.531, 0.969, and 1.375 for helical protocol in the head phantom with beam width 20 mm
and along the (c) central axis and (d) peripheral axis for pitch values of 0.516, 0.984, and 1.375 for helical protocol in the body phantom with
beam width 40 mm. Both helical and axial dose profile correspond to 10 rotations (n = 10)
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TABLE 4 Collimator aperture, a, projected onto the AOR and over-beaming factor, a∕nT, evaluated in the present work for the GE Discovery
CT750 HD scanner and compared with Dixon and Ballard68

This work
Simulated Analytical or measured Dixon and Ballard68

Acquisition
Collimation
n × T (mm)

nT (mm) a (mm) a∕nT a (mm) a∕nT a (mm) a∕nT

64×0.625 40 40 1 42.0(5) 1.05 42.13 1.05

32×0.625 20 20 1 22.0(5) 1.10 22.39 1.12

F IGURE 8 Accumulated dose distributions, DL(z), obtained by MC simulation of CT helical examinations with pitch = 1.375 at 120 kV. The
data were obtained for the indicated numbers of x-ray source rotations, n, along the (a) central axis and (b) peripheral axis of the body infinitely
long phantom using nT = 40 mm and (c) central axis and (d) peripheral axis of the head infinitely-long phantom using nT = 20 mm

120 kV x-ray spectrum. Note that, for p = 1.375, valleys
are identified in the peripheral profile for both head and
body protocols. These valleys appear since, in this case,
the patient table displacement during one x-ray source
rotation is wider than the beam width.

Figure 8 displays a set of 1–10 x-ray source rota-
tions accumulated dose distributions, DL(z), computed
from MC simulation along the central and peripheral
axes of the infinitely long body and head phantoms,

respectively.The simulations were done for a 1.375 pitch
value, 120 kV x-ray spectrum, beam width of 40 mm
(body phantom) and 20 mm (head phantom). In each
plot, the region of interest of investigation of the pro-
files were concentrated in regions around the origin,
that is, ±30 cm for head phantom (nT = 20 mm) and
±60 cm for body phantom (nT = 40 mm). Figure 8c and
d also shows how the dose at z = 0 from the accumu-
lated profile at the central and peripheral axes reach an
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F IGURE 9 Ratio Maximum Dose at z = 0 to Equilibrium Dose, H(L), for the 120 kV spectra at (a) central and peripheral positions and (b)
weighted by the CTDIw coefficients for pitch values 0.531, 0.969, and 1.375 for the head phantom and (c) central and peripheral positions and
(d) weighted by the CTDIw coefficients for pitch values 0.516, 0.984, and 1.375 for the body phantom

asymptotic value when the number n of x-ray source
rotations increases.

3.3 AAPM Report 111 and 200 dose
metrics calculated from the accumulated
dose distributions

The MC simulation of the helical scan mode was per-
formed for pitch values of 0.531,0.969,and 1.375 for the
head protocol, and 0.516, 0.984, and 1.375 for the body
protocols using x-ray spectra of 80,100,120,and 140 kV.
The corresponding H (L) = DL(0)/Deq ratio of each pro-
tocol were calculated. Figure 9 presents H(L) calculated
in the central and peripheral axes of the infinitely long
head and body CTDI phantom obtained for 120 kV and
all studied pitch values.

A practical procedure to compute Deq relies on the
linear relation between the dose-line integral, DLIi , and
L. The DLI is defined (see supplemental material #2)
as the integral over −∞ < z < ∞ of the accumulated
dose profile DL(z) resulting from a helical CT scan
acquisition of scan length L. As DLI is proportional
to L with term of proportionality being the equilibrium
dose, Deq, this value can be obtained from simple linear

regression. Therefore, central-Deq (Deq,c), peripheral-
Deq (Deq,p), and weighted-Deq (Deq,w) were computed
for the infinitely long head and body phantoms using this
procedure. The corresponding results are presented in
Table 5.

Table 6 lists the equilibrium scanning length (Leq) and
the scatter fraction (𝛼) that were obtained by fitting the
approach to equilibrium function, H(L). The values for
Leq and 𝛼 were assessed from H(L) that were computed
for the central and peripheral axes of the CTDI phan-
toms.

It is instructive to compute the equilibrium dose-pitch
product, D̂eq, to have representative values as a func-
tion of the tube voltages. These values can be used in
CT acceptance tests or comparative clinical protocol to
evaluate the associated doses at any pitches values.
Table 7 presents the mean values of the D̂eq for head
(nT = 20 mm) and body (nT = 40 mm) helical protocols.

4 DISCUSSION

The MC dose distributions allowed the calculation of
derived functions and dose-related parameters pro-
posed by AAPM Reports 111 and 200. Heel effect, focal
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TABLE 5 Results of equilibrium dose (Deq) in units of (mGy/100 mAs) assessed by fitting DLI versus L. The helical acquisition parameters
for the head protocol were pitch values of 0.531, 0.969, and 1.375 with beam width of 20 mm, and for the body protocol pitch values were 0.516,
0.984, and 1.375 and beam width of 40 mm. In both cases x-ray spectra of 80, 100, 120, and 140 kV were considered. The coefficient of
determination of the fitting was ≈1 for all cases. The values in parenthesis correspond to the estimated uncertainty (k = 1)

Deq (mGy/100mAs)
Head protocols Body protocols

Voltage Pitch Deq,c Deq,p Deq,w Pitch Deq,c Deq,p Deq,w

80 kV 0.531 12.8(0.5) 15.7(0.5) 14.8(0.4) 0.516 4.0(0.2) 7.3(0.2) 6.2(0.1)

0.969 7.0(0.3) 8.6(0.3) 8.1(0.2) 0.984 2.1(0.1) 3.8(0.1) 3.3(0.1)

1.375 5.0(0.2) 6.1(0.2) 5.7(0.1) 1.375 1.5(0.1) 2.7(0.1) 2.3(0.1)

100 kV 0.531 24.6(1.0) 27.9(0.8) 26.8(0.6) 0.516 9.1(0.4) 14.7(0.4) 12.8(0.3)

0.969 13.5(0.6) 15.3(0.5) 14.7(0.3) 0.984 4.8(0.2) 7.7(0.2) 6.7(0.2)

1.375 8.4(0.3) 9.5(0.3) 9.1(0.2) 1.375 3.4(0.1) 5.5(0.1) 4.8(0.1)

120 kV 0.531 38.8(1.6) 42.4(1.2) 41.2(1.0) 0.516 13.4(0.5) 22.7(0.7) 19.6(0.5)

0.969 21.3(0.9) 23.3(0.7) 22.6(0.5) 0.984 7.0(0.3) 11.9(0.3) 10.3(0.2)

1.375 15.0(0.6) 16.4(0.5) 15.9(0.4) 1.375 5.0(0.2) 8.5(0.2) 7.4(0.2)

140 kV 0.531 55.3(2.3) 59.1(1.7) 57.8(1.4) 0.516 24.2(1.0) 32.5(0.9) 29.7(0.7)

0.969 30.3(1.2) 32.3(1.0) 31.6(0.8) 0.984 12.7(0.5) 17.0(0.5) 15.6(0.4)

1.375 21.3(0.9) 22.8(0.7) 22.3(0.5) 1.375 9.1(0.4) 12.2(0.3) 11.1(0.3)

TABLE 6 Results of equilibrium scan length, Leq, and scatter fraction, 𝛼, for head and body helical acquisition parameters. The values in
parenthesis correspond to the estimated uncertainty (k = 1)

Head protocols Body protocols
Center Peripheral Center Peripheral

Voltage Pitch Leq (cm) 𝜶 Leq (cm) 𝜶 Pitch Leq (cm) 𝜶 Leq (cm) 𝜶

80 kV 0.531 28.1(0.7) 0.76(1) 24.1(0.8) 0.53(1) 0.516 44.0(2.3) 0.94(3) 26.1(1.9) 0.49(3)

0.969 27.2(1.2) 0.75(3) 27.4(2.3) 0.48(4) 0.984 41.7(2.1) 0.96(3) 29.5(3.4) 0.47(4)

1.375 27.5(0.7) 0.76(1) 26.8(1.4) 0.50(2) 1.375 46.1(2.9) 0.95(4) 39.4(6.4) 0.39(5)

100 kV 0.531 27.7(0.8) 0.77(1) 25.7(1.3) 0.52(2) 0.516 41.0(1.1) 1.00(3) 26.7(1.7) 0.51(3)

0.969 27.6(1.0) 0.77(2) 29.5(1.6) 0.47(2) 0.984 42.7(1.5) 0.97(2) 32.0(2.8) 0.48(3)

1.375 27.5(0.7) 0.76(1) 26.8(1.4) 0.50(2) 1.375 42.8(2.8) 0.98(4) 36.0(3.0) 0.40(3)

120 kV 0.531 29.7(0.7) 0.76(1) 27.7(1.0) 0.50(1) 0.516 43.9(2.2) 0.98(3) 28.9(2.3) 0.49(3)

0.969 28.1(1.0) 0.77(2) 30.1(1.4) 0.47(2) 0.984 45.0(2.1) 0.95(2) 35.0(2.9) 0.46(3)

1.375 28.5(1.0) 0.76(2) 27.6(1.1) 0.51(1) 1.375 48.9(3.8) 0.92(5) 35.8(6.1) 0.44(7)

140 kV 0.531 28.7(0.8) 0.75(1) 28.0(1.0) 0.50(1) 0.516 45.8(2.3) 0.97(3) 29.8(2.2) 0.49(3)

0.969 30.5(1.2) 0.71(2) 28.8(2.0) 0.48(3) 0.984 47.2(1.9) 0.95(2) 38.7(2.8) 0.44(2)

1.375 28.9(0.6) 0.75(1) 27.3(1.3) 0.50(2) 1.375 46.3(3.3) 0.95(4) 37.2(2.8) 0.42(3)

TABLE 7 Average equilibrium dose-pitch product, D̂eq, as a function of typical pitch values for head (nT = 20 mm) and body (nT = 40 mm)
helical protocols. The values in parenthesis correspond to the estimated uncertainty (k = 1)

Head (nT = 20 mm) Body (nT = 40 mm)
Voltage
(kV)

D̂eq,c
(mGy/100 mAs)

D̂eq,p
(mGy/100 mAs)

D̂eq,w
(mGy/100 mAs)

D̂eq,c
(mGy/100 mAs)

D̂eq,p
(mGy/100 mAs)

D̂eq,w
(mGy/100 mAs)

80 6.8(0.5) 8.3(0.4) 7.8(0.3) 2.1(0.1) 3.8(0.2) 3.2(0.1)

100 12.6(0.9) 14.2(0.7) 13.7(0.6) 4.7(0.3) 7.6(0.3) 6.6(0.3)

120 20.6(1.5) 22.5(1.2) 21.9(0.9) 6.9(0.5) 11.7(0.5) 10.1(0.4)

140 29.3(2.1) 31.3(1.6) 30.7(1.3) 12.5(0.9) 16.8(0.8) 15.3(0.6)
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spot size and angle, and x-ray spectrum are factors that
affect the shape of the primary dose profile produced
by a single axial rotation. The same factors were con-
sidered for the MC model validation that was done by
direct comparison of simulated and analytical distribu-
tions. This validation demonstrate that these distribu-
tions were compatible within 1%. In addition, compar-
isons among primary dose distributions from OSL mea-
surements, analytical equations, and MC simulations
were done for the evaluation of the over-beaming fac-
tor (Figure 5 and Table 4). These comparisons resulted
in 5% and 10% differences between a and nT for
nT = 40 mm and nT = 20 mm, respectively. These dose
distributions were used to calculate the metrics pro-
posed in the AAPM Reports 111 and 200.

Equilibrium dose (Deq), equilibrium dose-pitch prod-
uct (pDeq), the equilibrium scanning length (Leq), and
the scatter fraction (α) were determined from the simu-
lated distributions (Tables 5–7). A comprehensive study
of these new dosimetric indices was performed for the
head and body helical protocols with nT = 20 mm
and nT = 40 mm that are the common values in the
clinical practice. In general terms, the clinical param-
eters such as pitch, beam intensity, and kV affect the
Deq values. The increase of the pitch decreases the
Deq value while the beam intensity and kV increase its
value. The approach to equilibrium function, H(L), does
not depend on the pitch values, but depends on the
phantom position, central or peripheral. Leq and α were
determined by fitting the H(L) curve with an exponential
model.

From the obtained results, the dependencies with the
pitch value for both 𝛼 and Leq (Table 6) appear to be
more relevant for the peripheral profile in the body phan-
tom. Note that the parameter 𝛼 is higher for the central
axis than for the peripheral axes for both head and body
phantoms. This makes sense because the contribution
of the scatter radiation to the deposited dose at the cen-
tral region is higher than at the periphery. The scatter
fraction,𝛼, at the central axis for the body phantom case
is higher than for the head phantom case. Again, this is
expected because the x-ray beam presents more scat-
ter into the body phantom than in the head case. The
parameter 𝛼 is quite insensitive to the tube voltage, for
the head and body protocols, as shown by Li et al.69

However, our 𝛼 results have a small dependence with
the pitch value, that was not evaluated by other authors.
The center and peripheral Leq has small dependence
with the x-ray spectra and pitch values for the head and
body helical protocol.

The scatter-to-primary ratio, 𝜂, can be derived from
its relationship with the scatter fraction, since 𝛼 =

𝜂∕(1 + 𝜂) . Considering the head protocols for a given
spectrum, the values of 𝜂 appear to have a small sensi-
tivity to the pitches (0.516, 0.969, and 1.375), with max-
imum variations around 5%. An exception was found
in the 140 kV spectra, with a maximum variation of 𝜂

of 18%. Considering the peripheral axis, this parameter
presented maximum variations between 8% and 18%
considering different spectra and pitches. This behavior
does not happen in the body protocols, with maximum
variations in the range of 35–76% in the central axis and
11–35% in the peripheral axis. The 𝜂 at central axis is
approximately three times higher than at the peripheral
axis for the head protocols with low dependency with the
x-ray spectra and pitches. For the body protocols, these
differences are much more pronounced, reaching to be
more than 20 times higher in the central axis than in the
periphery and presenting dependence with pitches and
x-ray spectra. It means that at the central axis the radi-
ation scattered by the body phantom material has more
contribution to the dose than the produced by the pri-
mary beam.

Table 8 compares values of 𝜂 derived from scatter
fractions and compare them to similar data found in
the literature. The table also compares the present Leq
results with data from the literature. In the case of 𝜂 for
the head CTDI phantom, good agreement is reached
with data from Li et al.69 and Tsai et al.70 for the central
and peripheral axes. The data from the literature were
computed or measured for a pitch value equal 1. Com-
parison of the Leq in the case of body CTDI phantom at
the central axis shows good agreement with data from
MC simulation69,71 and experimental measurements.68

In the case of peripheral axis, Leq this work differs in
approximately 5 cm with respect to data from the liter-
ature. It is important to mention that the data from Li
et al.69 were derived from direct integration of the single
dose profile using a 1-mm beam width and pitch equal
to 1. Nevertheless, the authors show that the variation
of Leq with the beam width (from 1 to 40 mm) is less
than 1 cm at 120 kV, which is covered by the uncertainty
from their results. Data from Dixon and Ballard68 were
acquired at 120 kV, 400 mAs, large FOV, large focal spot,
nT = 64 × 0.625 mm = 40 mm (p = 0.984 on center and
p = 0.516 on periphery), nT = 32×0.625 mm = 20 mm
(p = 0.969 on center and p = 0.531 on periphery).
Table 8 also shows good agreement for Leq between
the present work and data computed by Li et al.69 for the
head CTDI phantom at the central axis. In general, the
shape of the central accumulated profile is influenced
by the scatter radiation. The contribution of this scatter
radiation is around 3.3 times the contribution of the pri-
mary radiation for the head phantom.

5 CONCLUSIONS

In this study, dose distributions in infinitely long cylin-
drical PMMA dosimetry phantoms resulting from sin-
gle axial and helical CT acquisition of a MDCT were
obtained by MC simulations.The proposed model and its
multiple-validation strategies demonstrate to be a robust
contribution to the CT dosimetry using new proposed
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TABLE 8 Scatter to primary ratio, 𝜂, and equilibrium scanning length, Leq, for head and body helical protocols

Phantom Location This work (Li, et al., 2013)[69] (Dixon and Ballard, 2007)[68] (Dixon and Boone, 2010)[72]

𝜂 Head Periphery 0.9–1.13 1.21 0.9–1.3 …

Center 3.0–3.3 3.78 3.0 …

Body Periphery 0.6–1.1 1.23 0.8–1.1 1.5

Center 11—19 8.21 5.7 13.0

Leq (cm) Head Periphery 30.1(1.4) 24.1(1.0) — —

Center 28.1(1.0) 28.5(1.0) — —

Body Periphery 35.0(2.9) 28.4(1.0) 28.0 30.0

Center 45.0(2.1) 42.0(1.0) 44.8 47.0

methods. It also demonstrates the possibility to obtain
estimates of the rise to equilibrium functions and derived
metrics using complementary procedures to the use of
a 60-cm long phantom.

Previous studies8,20 put in evidence the limitations
of the CTDI100 method to determine the dose deliv-
ered by a CT scanner.Therefore,quantities derived from
the CTDI100 propagate that limitation. In this study, it
was demonstrated that the efficiency of the CTDI100
measurement in MDCT scanners is 80.6% and 87.8%
at central and peripheral axes, respectively, for head
phantom with nT = 20 mm, 56.5% and 86.2% at cen-
tral and peripheral axes, respectively, for body phan-
tom with nT = 40 mm, all data for 120 kV x-ray spec-
trum. This limitation reinforces the advantages of the
metrics proposed on the AAPM Reports 1119 and
200.10

It is instructive to compute the equilibrium dose-pitch
product, D̂eq, to have representative values of this quan-
tity as a function of the tube voltages and independency
of the pitch and collimation. These values can be used
in CT quality control and acceptance tests or in com-
parative analysis of clinical protocols. Table 7 presents
values of the D̂eq for head and body helical protocols.9

Given its proportionality to the dose delivered in a CT
procedure independently of the pitch, this metric could
be useful for future association with SSDE and organ
doses.

Tian et al.72 also proposed a new approach to assess
patient-specific CT organ doses in prospective and ret-
rospective ways based on the computation of the accu-
mulated dose profile. The purpose is to convolve the
single axial dose profile with a rectangular function to
produce the accumulated dose distributions that serves
as a good estimators of dose characteristics along the
scanning length.

The multiple-validation strategy adopted here demon-
strate to be an important contribution to CT dosimetry
using the new CT dose metrics proposed in the AAPM
Reports 111 and 200. Additionally, the application of
the AAPM Reports 111 and 200 methodology using
traditional PMMA phantoms to access the approach to
equilibrium function and its derived data associated to

clinical procedures is an additional improvement to the
popularization of these new quantities. This approach
can be incorporated by medical physicists in quality
control or quality assurance programs during the migra-
tion process of the current CTDI-based methodology
to the new proposed metrics using the ICRU/AAPM
phantom. Finally, the methods developed in the present
work using MC simulations may contribute in future
investigations to improve organ dose estimation from
different protocols and CT models. This framework can
be associated to SSDE data and image quality evalua-
tions from these procedures as an advanced method to
CT dose/image quality optimization initiatives.

In conclusion, the developed MC model shows excel-
lent compatibility with both measurements and litera-
ture quantities defined by AAPM Reports 111 and 200.
These results confirm the robustness and versatility
of the proposed modeling method and emphasize the
importance of a detailed and careful validation of any
MC modeling in order to reproduce accurate informa-
tion.
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