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A B S T R A C T

The determination of precise skin lesion boundaries in dermoscopic images using automated methods faces
many challenges, most importantly, the presence of hair, inconspicuous lesion edges and low contrast in
dermoscopic images, and variability in the color, texture and shapes of skin lesions. Existing deep learning-
based skin lesion segmentation algorithms are expensive in terms of computational time and memory.
Consequently, running such segmentation algorithms requires a powerful GPU and high bandwidth memory,
which are not available in dermoscopy devices. Thus, this article aims to achieve precise skin lesion
segmentation with minimum resources: a lightweight, efficient generative adversarial network (GAN) model
called SLSNet, which combines 1-D kernel factorized networks, position and channel attention, and multiscale
aggregation mechanisms with a GAN model. The 1-D kernel factorized network reduces the computational
cost of 2D filtering. The position and channel attention modules enhance the discriminative ability between
the lesion and non-lesion feature representations in spatial and channel dimensions, respectively. A multiscale
block is also used to aggregate the coarse-to-fine features of input skin images and reduce the effect of the
artifacts. SLSNet is evaluated on two publicly available datasets: ISBI 2017 and the ISIC 2018. Although SLSNet
has only 2.35 million parameters, the experimental results demonstrate that it achieves segmentation results
on a par with the state-of-the-art skin lesion segmentation methods with an accuracy of 97.61%, and Dice and
Jaccard similarity coefficients of 90.63% and 81.98%, respectively. SLSNet can run at more than 110 frames
per second (FPS) in a single GTX1080Ti GPU, which is faster than well-known deep learning-based image
segmentation models, such as FCN. Therefore, SLSNet can be used for practical dermoscopic applications.
1. Introduction

According to the World Health Organization (WHO),1 in 2018
there were 1.04 million cases of melanoma in worldwide. Over the
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last decades, the number of patients affected by melanoma or non-
melanoma skin cancers has increased rapidly (Apalla, Nashan, Weller,
& Castellsague, 2017). With the growth of artificial intelligence, com-
puter vision, and image analysis techniques, computerized non-invasive
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dermatology has become essential for the early detection of malignant
melanoma to increase the survival rate and reduce the cost of diagno-
sis/treatment (Esteva, Kuprel, Novoa, Ko, et al., 2017). Computer-aided
diagnosis (CAD) systems based on skin lesion delineation methods can
help dermatologists to analyze the images captured by digital dermato-
scopes. Existing skin lesion delineation methods face such challenges as
(1) the vast diversity in the color, shape, texture, size, irregularity and
fuzziness of the boundaries of lesions, (2) the presence of blood vessels
and hairs, and (3) the low contrast between skin tissues (Al-Masni,
Al-antari, Choi, Han, & Kim, 2018).

Several approaches have been presented in the literature - histogram
thresholding, clustering, and supervised segmentation methods - to
mitigate the challenges mentioned above. A comprehensive survey
of traditional segmentation techniques was presented in Celebi et al.
(2015). However, these approaches yield inaccurate segmentation re-
sults with skin lesions having ambiguous boundaries (Celebi et al.,
2015). These traditional segmentation techniques also require differ-
ent pre-processing algorithms to be applied to improve the inspected
images, such as hair removal and contrast enhancement. With the
tremendous progress in machine learning, and particularly in deep
learning, many skin lesion segmentation approaches have been in-
troduced to improve the accuracy of skin lesion segmentation. For
instance, the SLSDeep model was proposed in Sarker, Rashwan, Akram,
et al. (2018) to segment skin lesions by using feature pyramid pooling.
In Al-Masni et al. (2018), a full resolution convolutional network
(FrCN) was proposed to directly learn the full resolution visual content
of the input images without pre-processing. And a generative adversar-
ial network (GAN) with an improved loss function, called SegAN, was
also introduced in Xue, Xu, and Huang (2018) for learning semantic
features of skin lesions in multiscale image representations.

Although existing deep learning-based skin segmentation methods
provide acceptable precision, they have hundreds of millions of param-
eters that make them unsuitable for practical applications. Therefore,
using them in clinical settings, especially with dermatoscopy devices
with limited computational and memory resources is a challenge. For
example, a variety of mobile dermatoscopic devices have been devel-
oped for analyzing skin lesions, such as DermLite (3Gen Inc, USA),
MoleScope II (MetaOptima Technology Inc, Canada), and HandyScope
(FotoFinder Systems, Germany). These devices use a smartphone with a
special lens. In this regard, such lightweight image-based segmentation
models as Paszke, Chaurasia, Kim, and Culurciello (2016), have been
used for skin lesion segmentation but have proved to be less accurate
than state-of-the-art lesion segmentation methods. Therefore, there is
a need to develop lightweight skin lesion segmentation models that
have accuracy rates similar to the state-of-the-art. This article proposes
SLSNet, a lightweight GAN model for segmenting melanoma in dermo-
scopic images. SLSNet extracts low-level skin lesion-relevant features
with multiscale convolutional networks and uses a 1-D kernel factorized
network (Romera, Alvarez, Bergasa, & Arroyo, 2018) to minimize the
computational cost. It also exploits the position and channel attention
mechanisms to promote skin lesion feature representations. The main
contributions of this work can be summarized as follows:

∙ We propose SLSNet, which is an efficient, lightweight and fully
automated skin lesion segmentation model which has a low com-
putational cost and segmentation that is precise enough to com-
pete with state-of-the-art models.

∙ A multiscale aggregation mechanism is added to SLSNet to extract
relevant features of skin lesions at different scale representations
and cope with lesion shape variability. The use of traditional
2D convolution networks increases the number of parameters.
Therefore, 1-D kernel factorized networks are exploited instead of
the 2D convolution networks to minimize the training parameters.

∙ We use position and channel attention mechanisms (Fu, Liu, Tian,
Fang, & Lu, 2018) to capture the correlation between the spatial
and channel features and enhance the ability to discriminate
2

between lesion and non-lesion feature representations.
∙ We use binary cross-entropy, the Jaccard index, and 𝐿1-loss to for-
mulate a loss function that addresses the challenges accompanied
by artifacts existing in dermoscopic images.

The article is organized as follows. Section 2 discusses recent skin le-
sion segmentation methods based on classical computer vision and deep
learning techniques. The model’s architecture and the experimental
results are explained in Sections 3 and 4, respectively. Finally, Section 5
concludes and suggests some ongoing and future lines of this research.

2. Related work

Several fully-automated/semi-automated skin lesion segmentation
approaches have been presented throughout the last decade based on
classical computer vision, machine learning, and deep learning tech-
niques. Below, we discuss the most common skin lesion segmentation
methods and summarize them in Table 1.

2.1. Classical computer vision-based approaches

In the context of skin lesion image analysis, numerous computer
vision methods have been used: for example, image thresholding (Mah-
moud, Abdel-Nasser, & Omer, 2018), active contour (Silveira et al.,
2009), region growing (Rahman, Alpaslan, & Bhattacharya, 2016)), and
unsupervised learning, e.g., clustering (Agarwal, Issac, Dutta, Riha, &
Uher, 2017). For instance, adaptive thresholding and region growing
methods were used in Rahman et al. (2016) to segment skin lesions,
and then feed the segmented regions into a support vector machine
algorithm to detect the type. These approaches yield acceptable results
when the skin lesions’ boundaries are clearer and more distinctive than
the boundaries of the background objects (regions of interest (ROIs)
are considered foreground objects). However, boundaries are often not
distinctive and clear because of the presence of hair in the dermoscopic
image and its low contrast. Contour-based methods, such as adaptive
snake and active contours (Silveira et al., 2009) are examples of meth-
ods that cannot discriminate between skin lesions and healthy skin
when the boundaries of lesions are unclear. The precision of such meth-
ods also degrades with the change in pigment or the presence of hair.
Similarly, clustering-based methods are also not efficient with complex
dermoscopic images. In general, hand-crafted methods, such as active
contours and clustering require manual tuning for many parameters to
achieve acceptable accuracy. However, efficient hand-crafted methods
could be deployed on devices with limited resources.

2.2. Deep learning-based approaches

Deep learning techniques, especially convolutional neural networks
(CNNs), have been applied to such computer vision tasks as image seg-
mentation (Guo, Liu, Georgiou, & Lew, 2018), object detection (Zhao,
Zheng, Xu, & Wu, 2019) and image classification (Rawat & Wang,
2017). The fully convolutional network (FCN) (Long, Shelhamer, &
Darrell, 2015) made the initial breakthrough as a deep learning ap-
proach in image segmentation using the encoder and decoder frame-
work. Lateef and Ruichek (2019) review variations of encoder–decoder
networks for various image segmentation tasks. For instance, Bi et al.
(2019) proposed a skin lesion segmentation model based on the FCN
architecture that achieved an intersection-over-union (IoU) score of
77.73% with the ISBI 2017 dataset. Al-Masni et al. (2018) intro-
duced a full-resolution convolutional network (FrCN) for skin lesion
segmentation and achieved an IoU score of 77.11% with the ISBI
2017 dataset. Yu, Chen, Dou, Qin, and Heng (2017) proposed a fully
convolutional residual network (FCRN) that includes many deep layers
and uses multiscale contextual features to segment skin lesions. This
network yields detailed and accurate segmentation results but loses
accuracy when the melanoma is highly heterogeneous (Adegun & Viriri,
2019). Ronneberger, Fischer, and Brox (2015) proposed the U-Net
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Table 1
Summary of skin lesion segmentation methods. The unreported information is indicated with dashes (–) in the referred literature.

Reference Dataset Data availability Methods/Architectures Pre-processing/Data augmentation Post-processing

Classical computer vision

Silveira et al. (2009) Hospital Pedro Hispano
(HPH)

Private Active contour Filtering and smoothing Morphological
operation

Rahman et al. (2016) ISBI 2016 Public Region growing Color conversion and binarization –
Agarwal et al. (2017) DermIS and DermQuest Public K-means clustering Color conversion and filtering Thresholding

Deep learning (Encoder–Decoder)

Yu et al. (2017) ISBI 2016 Public FCRN Rotating, adding noise and
flipping

Thresholding

Li, Yu, Chen, Fu, and
Heng (2018)

ISBI 2017 Public U-Net Flipping, rotating and scaling –

Bissoto et al. (2018) ISIC 2018 Public U-Net Flipping, scaling, rotating and
illuminating

Thresholding
and hole filling

Vesal, Ravikumar, and
Maier (2018)

ISBI 2017 Public SkinNet Rotation, flipping, color shifting
and scaling

–

Sarker et al. (2018) ISBI 2016 and 2017 Public SLSDeep – –
Bi et al. (2019) ISBI 2016, 2017 and PH2 Public FCN Cropping and flipping Thresholding

and hole filling
Al-Masni et al. (2018) ISBI 2017 and PH2 Public FrCN Rotating and color conversion –
Mishra and Daescu
(2019)

ISIC 2018 Public Mask-RCNN Flipping. rotating, scaling and
blurring

Superpixel
clustering

Unver and Ayan (2019) ISBI 2017 and PH2 Public YOLO and GrabCut Hair removal Morphological
operation

Ma, Wu, Sun, Yu, and
Liu (2019)

ISBI 2017 Public LCASA-Net Color distortion, flipping and
cropping

–

Hartanto and Wibowo
(2020)

ISBI 2017 Public MobileNet v2 and Faster
R-CNN

Region of interest selection –

Deep learning (GAN)

Xue et al. (2018) ISBI 2017 Public SegAN Random cropping and flipping –
Bisla, Choromanska,
Stein, Polsky, and
Berman (2019)

ISBI 2017 and ISIC 2018 Public U-Net and GAN Random masking Hole filling

Izadi, Mirikharaji,
Kawahara, and
Hamarneh (2018)

DermoFit Public GAN with UNet-Critic Random cropping and flipping –

Lei et al. (2020) ISBI 2016, 2017 and ISIC
2018

Public DAGAN Flipping and rotating –
model for biomedical image segmentation using very little data. They
introduced a concept called skip connection, which extracts features
rom each encoder layer and concatenates them with the corresponding
ecoder layer. Skip connection helps suppress the singularities inherent
n the loss of deep CNNs. U-Net performs well on a variety of biomedi-
al image segmentation tasks so several U-Net-based models have been
roposed for skin lesion segmentation.

For instance, a self-ensemble U-Net model has been proposed in Li
t al. (2018) using rotation and flipping transformations as well as a
onsistent scheme to improve the effect of regularization for pixel-level
redictions. With the ISBI 2017 test dataset, (Li et al., 2018) achieved
n IoU score of 79.87%. Bissoto et al. (2018) used pre-processing
echniques to eliminate the noise from dermoscopic images, and then
hey fed the filtered images to a U-Net model to segment skin lesions,
chieving an IoU score of 72.8% with the ISIC 2018 dataset. Vesal
t al. (2018) used densely connected convolution layers for skin lesion
egmentation (so-called SkinNet), which yielded an IoU score of 76.7%
ith the ISBI 2017 test dataset.

In the literature, object detection models such as YOLO-v3 and
ask-RCNN based on ResNet101 or ResNet50 have about 60 and 40
illion parameters, respectively. These models have been used in skin

esion segmentation systems to detect the lesion region or provide
nitial segmentation results. Mishra and Daescu (2019) proposed a
wo-step method for segmenting skin lesion images acquired by both
ermoscopic and cellphone devices with a special lens. In the first
tep, the Mask-RCNN based on ResNet152 is used to obtain an initial
egmentation. In the second step, the initial segmentation is fed into
superpixel segmentation method, which yields accurate skin lesion

egmentation. Since Mishra and Daescu (2019) exploit the ResNet152
3

ackbone that has 60.2 million parameters, their model is not suitable
for devices with limited resources. In addition, Sarker et al. (2018)
proposed an end-to-end deep learning model, SLSDeep, for skin lesion
segmentation, in which dilated residual convolution layers with a
pyramid pooling network have been used to extract contextual features
from multiscale representations. To improve the boundaries of the
segmented lesions, they introduced a combination of negative log-
likelihood and endpoint error functions as a loss function. SLSDeep
obtained an IoU score of 78.2% with the ISBI 2017 dataset.

In turn, MobileNet, which is based on depth-wise separable con-
volutions, has been tested with various applications, including object
detection, fine-grain classification, face attributes, and large scale geo-
localization. MobileNet v1 (Howard et al., 2017) has around 4.24
million parameters, while MobileNet v2 (Sandler, Howard, Zhu, Zh-
moginov, & Chen, 2018) is more efficient and powerful than MobileNet
v1 with only 3.47 million parameters. Sae-Lim, Wettayaprasit, and
Aiyarak (2019) used MobileNet for skin image classification. It should
be noted that object detectors based on MobileNet v2 backbone, such
as Faster R-CNN (Hartanto & Wibowo, 2020), reduce the number of
parameters. However, the segmentation accuracy is lower. Further-
more, YOLO and the GrabCut algorithm have been combined in Unver
and Ayan (2019) for skin lesion segmentation to yield a Dice score of
84.26% and a Jaccard score of 74.81% with the ISBI 2017 dataset. Ma
et al. (2019) proposed a lightweight context-aware self-attention model
called LCASA-Net for skin lesion segmentation. LCASA-Net has 0.49
million parameters and achieves a Dice score of 87.90% and Jaccard
score of 80.90% with the ISBI 2017 dataset. Ma et al. (2019) used a
deep neural network architecture (i.e., ENet) for real-time skin lesion
segmentation, and achieved a Dice score of 82.70%and a Jaccard score
of 74.10% with the ISBI 2017 dataset.

Other studies have used pruning, quantization, coding and knowl-

edge distillation techniques to reduce the complexity of state-of-the-art
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deep learning models. For instance, Han, Mao, and Dally (2016) intro-
duced a deep compression method to compress deep neural networks
with pruning, trained quantization, and Huffman coding. They suc-
ceeded in reducing the storage of AlexNet by 35× (from 240 MB to
6.9 MB), VGG16 by 49× (from 552 MB to 11.3 MB) without any
oticeable loss in classification accuracy with the ImageNet dataset.
wo compressing techniques were also introduced in Polino, Pascanu,
nd Alistarh (2018) by using distillation and quantization methods.
n Zhou et al. (2016), parameter gradients were randomly quantized
o low bitwidth numbers before they were fed into convolutional
ayers. With AlexNet, this approach achieved 46% top-1 accuracy with
he ImageNet dataset. In Tung and Mori (2019), a knowledge distil-
ation approach was proposed for training a neural network by (1)
ollowing the supervision of a trained teacher network and (2) im-
roving the accuracy of the model through similarity preserving loss
unction. Rastegari, Ordonez, Redmon, and Farhadi (2016) proposed
wo efficient networks, namely binary-weight-networks and XNOR-
etworks, to reduce the memory cost of convolutional operations and
etwork size by 32×, so that these networks could be executed on CPU
n real-time. Bethge, Bartz, Yang, Chen, and Meinel (2020) introduced
he MeliusNet model, which uses binary weights and activations instead
f the standard 32 bit floating-point values. MeliusNet achieved results
omparable to MobileNet-v1 in terms of accuracy, model size, and
he number of operations. It should be noted that such compressing
echniques can degrade the performance of deep learning models since
ome constraints yield biased models, and a proper structural constraint
an be difficult to find (Cheng, Wang, Zhou, & Zhang, 2017).

.3. GAN-based approaches

Several methods based on GANs have been proposed for skin lesion
egmentation. For instance, Xue et al. (2018) proposed a GAN-based
odel that depends on ResNet blocks with skip connections. With

he ISBI 2017 test dataset, it achieved an IoU score of 78.50%. Bisla
t al. (2019) proposed a two-stream deep convolutional generative
dversarial network with the ResNet50 model to jointly segment and
lassify skin lesions. They used several pre-processing techniques to
emove the artifacts from the skin images. Bisla et al. (2019) pre-
ented an end-to-end deep learning system for lesion segmentation and
lassification based on networks specialized in data purification and
ugmentation. The system proposed in Bisla et al. (2019) achieved IoU
cores of 77.00% and 70.20%, respectively, with ISBI 2017 and ISIC
018 datasets. Izadi et al. (2018) introduced a GAN-based UNet-Critic
odel for skin lesion segmentation, achieving IoU scores of 81.20%

n the DermoFit dataset. Recently, a dual adversarial GAN (Lei et al.,
020) with dual discriminators achieved IoU scores of 87.10%, 77.10%
nd 82.40% on ISBI 2016, 2017 and ISIC 2018 datasets, respectively.

.4. Attention mechanism-based approaches

Several studies in the literature have used attention mechanisms
o enhance the performance of deep CNNs (Chen, Yang, Wang, Xu, &
uille, 2016; Mnih, Heess, Graves, et al., 2014; Wang et al., 2017).
ttention mechanisms help deep CNNs to pay more attention to the

eatures with more enriched information. In particular, the attention
echanism can guide deep learning models to neglect irrelevant infor-
ation and focus on more discriminant regions of the image by empha-

izing relevant feature associations in both channels and spatial spaces.
esides, the attention module helps deep CNNs to efficiently integrate

ocal and global features. In Chen et al. (2016), an attention mechanism
or softly weighing the multiscale features was proposed to capture
he key features at different scales and positions. Schlemper et al.
2018) proposed a generalized self-gated soft-attention mechanism to
nable the convolutional layers to contextualize local features. This
echanism can be combined with existing deep learning segmentation

r classification models while adding few trainable parameters. Oktay
4

et al. (2018) proposed an attention gate model that determines lesion
structures of different shapes and sizes. It promotes the task-relevant
salient features and ignores irrelevant regions in the input images.
Besides, Mnih et al. (2014) presented a visual attention mechanism,
which finds the salient regions and processes them at high resolution.

Most skin lesion segmentation methods, as mentioned above, use
deep learning models with a massive number of parameters, so they
cannot be used for real-time applications running on low-resources de-
vices. To address this issue, we propose SLSNet, which is a lightweight
and efficient GAN-based model. In general, the number of parameters
of any segmentation model depends on several factors, and in particular
the number of convolutional layers used, the input layer’s image size,
and the fully connected layers. Unlike other models, SLSNet includes
a novel layer, factorized-attention module (FAM), which combines two
branches: residual 1-D factorized kernel convolution (factorized layer)
and the channel attention module. FAM computes the convolutions
in such a way that it reduces the overall number of computational
parameters. We also use a multiscale aggregation mechanism to extract
relevant skin lesion features at different scales to segment skin lesions
of various shapes and sizes. Both the position attention module (PAM)
and channel attention module (CAM) are used to encode contextual in-
formation into local features. These modules help SLSNet to accurately
distinguish skin lesions from healthy skin by using localized texture
information. In other words, CAM and PAM can facilitate the model’s
training process since they encourage the model to learn skin-lesion-
relevant features and do not increase the number of parameters of the
training model.

3. Methodology

In this section, we describe the network architecture and its lay-
ers in detail. The baseline network is the conditional GAN (cGAN)
that mitigates the collapse mode problem. The pix2pix cGAN model
proposed in Isola, Zhu, Zhou, and Efros (2017) has been used to
solve several medical image segmentation and classification problems.
In short, cGAN includes two main networks: the generator 𝐺 and
discriminator 𝐷. 𝐺 contains encoder and decoder networks (i.e., auto-
encoder architecture). On the one hand, 𝐺 can be trained to learn a
mapping function from domain 𝐴 to domain 𝐵, where domain 𝐴 is the
dermoscopic images and domain 𝐵 is the segmented skin lesions. In
the 𝐺 network, the encoder comprises 19 convolutional layers while
the decoder comprises 7 deconvolutional layers. On the other hand,
𝐷 can be used to compare the resulting segmentation masks with real
segmented images (i.e., ground truth). Fig. 1 depicts the architecture of
SLSNet, which has 𝐺 and 𝐷 networks as pix2pix. A multiscale block is
used in SLSNet to aggregate the coarse-to-fine features of dermoscopic
images and alleviate false detections caused by artifacts. SLSNet is
explained in detail in the subsections below.

3.1. Encoder network

The multiscale block is shown in Fig. 1(left). It firstly generates
three scaled images from each input image with three ratios: 1/8, 1/4,
and 1/2 of the original image size. This mechanism helps SLSNet to
be invariant to image resolution by dealing with objects and images
of different scales. Then, four 3 × 3 convolutional filters followed by
four CAMs are used to capture visual feature dependencies on chan-
nel dimensions. Note that the multiscale mechanism generates scale-
invariant filters that help segment tiny skin lesions properly. The sizes
of the four resulting features maps are 128 × 128 × 16, 64 × 64 × 16,
32 × 32 × 16, and 16 × 16 × 16, from bottom to top, respectively. After-
wards, the three lower-scale features (i.e., 64 × 64 × 16, 32 × 32 × 16,
and 16 × 16 × 16) are upsampled to the same size of the original
nput image by using the bilinear interpolation method. Finally, the
eature maps are averaged to produce the output of the multiscale block
128 × 128 × 16 feature map). It should be noted that the multiscale
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Fig. 1. SLSNet architecture. (top) the generator network and (bottom) the discriminator network. Conv, PAM, CAM, BCE and GAN stand for Convolutional, Position Attention
Module, Channel Attention Module, Binary Cross Entropy and Generative Adversarial Network, respectively.
block helps the encoder to extract low-level features in different scales
to cope with shadows, and that the resulting feature maps are created
in both spatial and channel domains.

As shown in Fig. 1, the sixteen feature maps resulting from the
multiscale block are entered into two downsampling-attention layers,
each of which includes a convolutional layer followed by a (2,2) max-
pooling and a position attention module (PAM) to help capture the
spatial features. The resulting feature maps are fed into four factorized-
attention modules (FAMs), where each FAM comprises a 1-D kernel
factorized layer followed by a CAM. The output of the four FAMs is fed
into a downsampling layer and a PAM. The feature maps are passed
to eight FAMs. The output of the eighth FAM is entered into a 1-D
kernel factorized layer followed by two branches: one branch includes
CAM while the other includes PAM. The outputs of the two branches
are summed to obtain visual features independent of the position and
channel dimensions.

3.1.1. Channel attention module (CAM)
The feature maps consist of a set of channels, each one of which can

be considered to be a class-specific response representing high-level fea-
tures. However, many semantic responses (i.e., channels) are correlated
with each other. Consequently, CAM, which exploits inter-dependencies
among channel maps, can highlight inter-dependent feature maps and
update the feature representation of specific interpretation. Thus, a
CAM is used here to explicitly model inter-dependencies among chan-
nels. Fig. 2 shows the architecture of CAM. The channel attention map
𝐗 ∈ R𝐶×𝐶 is calculated directly from the original features 𝐀 ∈ R𝐶×𝐻×𝑊 ,
where 𝐶, 𝐻 and 𝑊 are the channels, height, and width of the input
image, respectively. 𝐀 is reshaped to R𝐶×𝑁 , where 𝑁 = 𝐻 × 𝑊 is
the number of features. Then, matrix multiplication between 𝐀 and the
transpose of 𝐀 is performed. In order to generate the channel attention
map 𝐗 ∈ R𝐶×𝐶 , a softmax function is applied as follows:

𝑥𝑗𝑖 =
𝑒𝑥𝑝(𝐴𝑖 ⋅ 𝐴𝑗 )

∑𝐶
𝑖=1 𝑒𝑥𝑝(𝐴𝑖 ⋅ 𝐴𝑗 )

, (1)

Here, 𝑥𝑗𝑖 determines the 𝑖th channel impact on the 𝑗th channel. Matrix
multiplication is performed between the transpose of 𝐗 and 𝐀. The
result of the multiplication is reshaped to R𝐶×𝐻×𝑊 , multiplied by a
scale parameter 𝛾 and then an element-wise addition is performed with
𝐀 to produce the final output 𝐄 ∈ R𝐶×𝐻×𝑊 :

𝐸𝑗 = 𝛾
𝐶
∑

𝑖=1
(𝑥𝑗𝑖𝐴𝑖) + 𝐴𝑗 , (2)

Here, the final feature of each channel is the weighted sum of the
features of all channels and original features. It can model the long-
range semantic dependencies between feature maps, as shown in (2).
Hence, CAM can highlight class-dependent feature maps and boost
discriminative features that cannot be produced by the convolution
layers.
5

Fig. 2. The architecture of the channel attention module (CAM).

Fig. 3. The architecture of the position attention module (PAM).

3.1.2. Position attention module (PAM)
Discriminant feature representations are essential for accurate skin

lesion segmentation, which can be achieved by capturing long-range
contextual information. The position attention module (PAM) can en-
code a comprehensive series of contextual information into local fea-
tures. Note that the spatial context is refined by aggregating the spatial
features. Therefore, we use PAMs in SLSNet to model strong contextual
links over local feature descriptions. As can be seen in Fig. 3, the local
feature maps 𝐀 ∈ R𝐶×𝐻×𝑊 are fed into a convolution layers with a
batch normalization and ReLU to produce two feature maps: 𝐁 and 𝐂,
where {𝐁,𝐂} ∈ R𝐶×𝐻×𝑊 . Then, 𝐁 and 𝐂 are reshaped to R𝐶×𝑁 , where
𝑁 = 𝐻 ×𝑊 . The transpose of 𝐂 and 𝐁 are multiplied and the resulting
features are then fed into a softmax function 𝑆 to estimate the spatial
attention map 𝐒 ∈ R𝑁×𝑁 :

𝑠𝑗𝑖 =
𝑒𝑥𝑝(𝐵𝑖 ⋅ 𝐶𝑗 )

∑𝑁
𝑖=1 𝑒𝑥𝑝(𝐵𝑖 ⋅ 𝐶𝑗 )

, (3)

Here, 𝑠𝑗𝑖 refers to the 𝑖th position’s contact on 𝑗th position. The softmax
function 𝑆 attempts to find the correlation between two spatial posi-
tions in the input feature maps. As shown in Fig. 3, the feature maps 𝐀
are fed into a convolutional layer with batch normalization and ReLU
to produce a new feature map 𝐃 ∈ R𝐶×𝐻×𝑊 . Then, 𝐃 is reshaped to
R𝐶×𝑁 . The transposes of 𝐒 and 𝐃 are multiplied, and then the output
of PAM, 𝐄 ∈ R𝐶×𝐻×𝑊 , is computed as follows:

𝐸𝑗 = 𝜂
𝑁
∑

𝑖=1
(𝑠𝑗𝑖𝐷𝑖) + 𝐴𝑗 , (4)

Here, 𝜂 is a scale parameter (Zhang, Goodfellow, Metaxas, & Odena,
2018). The output of PAM, 𝐄, at each position is a weighted sum of
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Fig. 4. The architecture of the Factorized-Attention Module (FAM). ReLU, BN and CAM
tand for Rectified Linear Unit, Batch Normalization and Channel Attention Module
espectively.

he features of all neighbors of original features. This analysis demon-
trates that PAM can produce a global contextual representation and
electively aggregate the context according to the spatial attention map
enerated.

.1.3. Factorized-attention module (FAM)
Fig. 4 depicts the architecture of the factorized-attention module

FAM) generatedused in this study to reduce the computation complex-
ty. FAM comprises 1-D kernel factorized layers, residual connection
nd CAM. Assume that 𝐖 ∈ R𝐶×𝑑ℎ×𝑑𝑣×𝐹 are the weights of a 2D
onvolutional layer, 𝐶 is the number of input planes, 𝐹 is the number
f output planes (feature maps) and 𝑑ℎ × 𝑑𝑣 is the kernel size of each
eature map (typically 𝑑ℎ ≡ 𝑑𝑣 ≡ 𝑑). The rank-1 constraint, 𝐟 𝐢, can be
ewritten as a linear combination of 1D filters:

𝐢 =
𝐾
∑

𝑘=1
𝜎𝑖𝑘𝑣̄

𝑖
𝑘
(

ℎ̄𝑖𝑘
)𝑇 , (5)

ere, 𝑏 ∈ R𝐹 represents the bias term for each filter and 𝐟 𝐢 ∈ R𝑑ℎ×𝑑𝑣

indicates the 𝑖th kernel of a layer. 𝜎𝑖𝑘 is a scalar weight and 𝐾 is a rank
of 𝐟 𝐢. The length of 𝑣̄𝑖𝑘 and

(

ℎ̄𝑖𝑘
)𝑇 is 𝑑. The 𝑖𝑡ℎ output of the decomposed

ayer 𝑎1𝑖 can be expressed as a function of its input 𝑎0∗ as follows:

𝑎1𝑖 = 𝜑
(

𝑏ℎ𝑖 +
𝐿
∑

𝑙=1
ℎ̄𝑇𝑖𝑙 ∗

[

𝜑
(

𝑏𝑣𝑙 +
𝐶
∑

𝑐=1
𝑣̄𝑙𝑐 ∗ 𝑎0𝑐

)])

, (6)

ere, 𝜑(.) can be represented by the non-linearity of the 1D decom-
osed filters, which can be implemented with ReLU. As shown in Fig. 4,
he 1-D kernel factorized layer’s output feature map is fed into a CAM
o generate the final representation of FAM.

.2. Decoder network

As shown in Fig. 1 (the layers after the two branches), the decoder of
LSNet contains two consecutive groups of layers, in which each group
omprises an upsampling layer, PAM, and two FAMs. These layers are
ollowed by an upsampling layer to predict the segmentation masks
ith a size of 128 × 128. A threshold of 0.5 is applied to the predicted

egmentation masks to produce the binary masks. It is worth noting that
e use convolutional and deconvolutional filters with a kernel size of
× 3, and a stride of 2 and a padding of 1 in all layers of both encoder

nd decoder networks.

.3. Discriminator network

Fig. 1(bottom) shows that 𝐷 comprises four layers. The first three
re convolutional layers with a kernel size of 4 × 4, a stride of 2, and a
adding of 1. A PAM block is added in the second downsampling layer,
hile a CAM block is added in the third layer. In the final layer of the
iscriminator network, a sigmoid activation function is applied.

.4. Model training

During the training of SLSNet, we followed the updated schema
f the pix2pix model, in which adversarial back-propagation is used
or alternately training the 𝐺 and 𝐷 networks. Firstly, by using the
6

radients computed from the loss function while fixing 𝐺, we train f
he 𝐷 network once. In particular, the discriminator model is updated
or a half batch of real samples, and then for a half batch of fake
amples (the two halves together form one batch of weight updates).
ext, we fix the 𝐷 network and train the 𝐺 network using the gradients
omputed from the same loss function passed from 𝐷 to 𝐺. Assume that
is an input skin lesion image and the ground-truth of the segmented

mage is 𝑦. Let 𝑧 be a random variable that can be introduced as a
ropout in the layers of the decoder, which helps to avoid overfitting
f the model and generalize the learning process. Thus, the outputs
f the generator and the discriminator can be expressed as 𝐺(𝑥, 𝑧)
nd 𝐷(𝑥,𝐺(𝑥, 𝑧)) respectively. The loss function of the generator 𝐺 is
omposed of three loss functions: the binary cross-entropy loss, 𝐿1-loss
o reduce the outliers, and the Jaccard loss to increase the intersection
etween the segmented images and the ground-truth images:

𝓁𝐺𝑒𝑛(𝐺,𝐷) = E𝑥,𝑦,𝑧(− log(𝐷(𝑥,𝐺(𝑥, 𝑧))))

+ 𝜆E𝑥,𝑦,𝑧(𝓁𝐿1
(𝑦, 𝐺(𝑥, 𝑧)))

+ 𝛼E𝑥,𝑦,𝑧(𝓁𝐽𝑎𝑐𝑐𝑎𝑟𝑑 𝑙𝑜𝑠𝑠(𝑦, 𝐺(𝑥, 𝑧))),

(7)

ere, 𝜆 and 𝛼 are empirical weighting factors. In many cases, the
dversarial loss term makes learning too slow, so SLSNet uses the 𝐿1
oss to boost the learning process by properly formulating the gradient
owards the expected segmented lesion boundaries. We also consider
he optimization of the Jaccard loss for the lesion classes. If 𝐺𝑡 is the
and-drawn ground-truth of the lesion region, and 𝑃𝑑 its respective
omputer-generated segmentation mask, then the binary Jaccard loss
s based on the Jaccard distance defined as follows (Yuan, 2017):

𝐽 (𝐺𝑡, 𝑃𝑑) = 1 − 𝐽 (𝐺𝑡, 𝑃𝑑) = 1 −
(𝐺𝑡 ∩ 𝑃𝑑)

|𝐺𝑡| + |𝑃𝑑| − |𝐺𝑡 ∩ 𝑃𝑑|
. (8)

A non-differentiable function 𝑑𝐽 (𝐺𝑡, 𝑃𝑑) can be introduced for loss
minimization. However, it is not easy to directly apply this function
for back-propagation. To generate a binary mask from the continuous
output of SLSNet and reduce the computation cost, we use the Jaccard
oss function that can be defined as:

𝑑𝐽 = 1 −
∑

𝑖,𝑗 (𝑔𝑖𝑗 , 𝑝𝑖𝑗 )
∑

𝑖,𝑗 𝑔
2
𝑖𝑗 +

∑

𝑖,𝑗 𝑝
2
𝑖𝑗 −

∑

𝑖,𝑗 (𝑔𝑖𝑗𝑝𝑖𝑗 )
, (9)

Here, 𝑔𝑖𝑗 and 𝑝𝑖𝑗 are the pixel values at (𝑖, 𝑗) in a ground-truth and
redicted mask respectively. To balance the pixels of lesion regions and
ackground, a weight map is used. However, this is not the case for the
efined Jaccard loss because the Jaccard loss function is differentiable:

𝐽𝐿 =
𝛿𝐿𝑑𝐽
𝛿𝐿𝑝𝑖𝑗

= −
𝑔𝑖𝑗 [

∑

𝑖,𝑗 𝑔
2
𝑖𝑗 +

∑

𝑖,𝑗 𝑝
2
𝑖𝑗 −

∑

𝑖,𝑗 (𝑔𝑖𝑗𝑝𝑖𝑗 )]

[
∑

𝑖,𝑗 𝑔
2
𝑖𝑗 +

∑

𝑖,𝑗 𝑝
2
𝑖𝑗 −

∑

𝑖,𝑗 (𝑔𝑖𝑗𝑝𝑖𝑗 )]2

+
(2𝑝𝑖,𝑗 − 𝑔𝑖𝑗 )[

∑

𝑖,𝑗 (𝑔𝑖𝑗𝑝𝑖𝑗 )]

[
∑

𝑖,𝑗 𝑔
2
𝑖𝑗 +

∑

𝑖,𝑗 𝑝
2
𝑖𝑗 −

∑

𝑖,𝑗 (𝑔𝑖𝑗𝑝𝑖𝑗 )]2
.

(10)

During the training of SLSNet, the Jaccard loss can be efficiently
integrated into the back-propagation. If the generator network is opti-
mized correctly, the values of 𝐷(𝑥,𝐺(𝑥, 𝑧)) approach 1.0, which means
that the discriminator cannot differentiate the generated segmentation
mask from the ground-truth. In this case, 𝐿1 and Jaccard losses should
approach 0.0, indicating that each generated mask matches the cor-
responding ground-truth mask both in overall pixel-to-pixel distances
(𝐿1) and in tight convex surrogates (Jaccard loss) to all IoU. The loss
function of the discriminator 𝐷 can be expressed as follows:

𝓁𝐷𝑖𝑠(𝐺,𝐷) = E𝑥,𝑦,𝑧(− log(𝐷(𝑥, 𝑦)))

+ E𝑥,𝑦,𝑧(− log(1 −𝐷(𝑥,𝐺(𝑥, 𝑧)))).
(11)

ere, two terms are used to compute the binary cross-entropy (BCE)
oss: the term − log(𝐷(𝑥, 𝑦)) for ground-truth images, and − log(1 −
(𝑥,𝐺(𝑥, 𝑧))) for the predicted image. The optimizer fits 𝐷 by maximiz-

ng the loss values for the ground-truth images and minimizing the loss
alues for the predicted images. We assume that the classes expected
or ground-truth and generated images are 1 and 0 respectively.
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Table 2
Detailed descriptions of the skin lesion segmentation datasets ISBI 2017 and ISIC 2018

Dataset
Training

Validation TestingBefore data
augmentation

After data
augmentation

ISBI 2017 2000 16000 150 600
ISIC 2018 2594 20752 100 1000

4. Experimental results and discussion

4.1. Datasets

The efficacy of the proposed model, SLSNet, is assessed using
two publicly available skin lesion datasets: the IEEE International
Symposium on Biomedical Imaging (ISBI 2017) and Skin Lesion Anal-
ysis Towards Melanoma Detection, grand challenge datasets (ISIC
2018) (Codella et al., 2018). The ISBI 2017 dataset was divided into
training, validation, and testing sets with 2000, 150, and 600 images.
The ISIC 2018 dataset includes 2594 images with the corresponding
ground-truth masks annotated by expert dermatologists. The validation
and testing sets contain 100 and 1000 images, respectively, with
no ground-truth (the evaluation can only be done on the ISIC 2018
validation leaderboard2). In our experiments, we used 80% of the
ISIC 2018 training set to train the segmentation models and 20% for
validation, as proposed in Al-Masni et al. (2018). We trained, validated,
and tested SLSNet individually on the ISBI 2017 and ISIC 2018 datasets.
Table 2 presents a detailed description of the two datasets.

4.2. Evaluation metrics

Five evaluation metrics are used to evaluate the performance of
SLSNet. With the ISBI 2017 dataset, we use the Jaccard similarity
coefficient (JSC), Dice similarity coefficient (DSC), accuracy (ACC),
specificity (SPE), and sensitivity (SEN) (ISIC, 2018). For both the
ground-truth 𝑦 and the predicted image 𝑦̂, the true positive (TP) rate
can be defined as 𝑇𝑃 = 𝑦∩ 𝑦̂, which is the area of the segmented region
common to both 𝑦̂ and 𝑦. The false positive (FP) rate can be defined
as 𝐹𝑃 = 𝑦 ∩ 𝑦̂, which is the segmented area not belonging to 𝑦. The
alse-negative (FN) rate is defined as 𝐹𝑁 = 𝑦 ∩ 𝑦̂, which is the actual
rea missed in the predicated image. The true negative (TN) set can be
efined as 𝑇𝑁 = 𝑦 ∩ 𝑦̂, which is the set of image background common

to both 𝑦̂ and 𝑦. The mathematical expressions of the five metrics: ACC,
DSC, JSC, SEN, and SPE are presented below.

𝐴𝐶𝐶 = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

(12)

𝐷𝑆𝐶 = 2.𝑇 𝑃
2.𝑇 𝑃 + 𝐹𝑃 + 𝐹𝑁

(13)

𝐽𝑆𝐶 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁

(14)

𝑆𝐸𝑁 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(15)

𝑆𝑃𝐸 = 𝑇𝑁
𝑇𝑁 + 𝐹𝑃

(16)

The predicted lesion masks of the ISIC 2018 challenge are assessed
using a threshold JSC (𝐽𝑆𝐶𝑡ℎ) (Codella, Rotemberg, Tschandl, Celebi,
et al., 2019). The JSC of each test image is computed by comparing

2 https://challenge.isic-archive.com/
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each pixel of the predicted image with its corresponding pixel in the
ground-truth mask. The 𝐽𝑆𝐶𝑡ℎ can be formulated as follows:

𝐽𝑆𝐶𝑡ℎ =

{

𝐽𝑆𝐶 if 𝐽𝑆𝐶 ⪈ 0.65,
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

(17)

where the images with 𝐽𝑆𝐶 < 0.65 will be given a score of 0.

4.3. Data augmentation and implementation

The two datasets have been augmented by flipping the images
horizontally and vertically, applying gamma reconstruction (𝛾 = 0.5,
1.0 and 1.5), and changing the contrast using adaptive histogram equal-
ization (CLAHE) with different values for the original RGB images. We
set the CLAHE threshold for the contrast limit between 1.00 and 2.00
in order to produce a variety of different contrast images. We increased
the total number of training images to 16,000 and 20,752 after applying
the data augmentation on ISBI 2017 and ISIC 2018 training datasets.
In our experiment, we also tested the ‘online augmentation’ technique
instead of extending the training set before the training process. The
results were more or less similar.

The experiments were carried out on NVIDIA 1080Ti with 11 GB
memory (training time was approximately 8 h). We implemented the
proposed model on the PyTorch framework.3 Adam optimizer (Kingma
& Ba, 2014) was used with the parameters 𝛽1 = 0.5 and 𝛽2 = 0.999. The
learning rate and the batch size were set to 0.0002 and 8 respectively.
The weighting factors of 𝐿1-loss and Jaccard loss (𝜆 and 𝛼) were 0.1
and 0.5, respectively. It should be noted that all layers of the generator
and discriminator networks of the proposed model were trained from
scratch.

4.4. Experimental results

The size of the ISBI 2017 and ISIC 2018 images ranges from
542 × 718 to 2848 × 4288. These image sizes are too large for the
purpose of training the proposed model. Thus, we resized the input
images to 𝐻 ×𝑊 pixels to speed-up the training process, where 𝐻 and
𝑊 are the height and width of the images to be fed into the network. To
select the best image size, we assessed the performance of the proposed
model with three image sizes (64 × 64, 128 × 128, and 256 × 256). It
should be noted that the best segmentation results are obtained with
the input image size 128 × 128 (the ablation study is given below).

Tables 3 and 4, present the quantitative results of the proposed
model on the ISBI 2017 test and ISIC 2018 validation sets. Table 3, uses
the ISBI 2017 test dataset to compare the SLSNet with ten skin lesion
segmentation methods: FCN (Long et al., 2015), U-Net (Ronneberger
et al., 2015), SegNet (Badrinarayanan et al., 2017), FrCN (Al-Masni
et al., 2018), SLSDeep (Sarker et al., 2018), SegAN (Xue et al., 2018),
YOLO+grabcut (Unver & Ayan, 2019), LCASA-Net (Ma et al., 2019),
ENet (Paszke et al., 2016) and DAGAN (Lei et al., 2020). It should
be noted that the test results of FCN, U-Net, SegNet, FrCN are taken
from Al-Masni et al. (2018). The test results of LCASA-Net and ENet are
taken from Ma et al. (2019) while the test results of DAGAN are taken
from Lei et al. (2020). As can be seen in Table 3, SLSNet outperforms
all the tested methods in terms of the ACC, DSC, JSC, and SPE metrics.
SLSNet achieves ACC, DSC and JSC scores of 97.61%, 90.63% and
81.98%, which is 2.97%, 2.73% and 1.08% higher than the scores of the
second-best method (i.e., LCASA-Net). Similarly, SLSNet yields DSC and
SPE scores of 90.63% and 99.92%, which are 2.83% and 1.62% higher
than the scores of the SLSDeep method. In turn, the YOLO+grabcut
yields a SEN of 90.82%, which is 3.01% higher than SLSNet. SLSNet
has fewer parameters (2.35 million parameters) than all other methods
except LCASA-Net (Ma et al., 2019) and ENet (Paszke et al., 2016).
Although LCASA-Net and ENet are lightweight models with 0.49 and
0.36 million parameters, respectively, they obtain DSC scores of 87.9%

https://challenge.isic-archive.com/
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Table 3
Comparing the performance of the proposed model with 10 state-of-the-art skin lesion segmentation methods on the ISBI 2017 dataset (test
set) in terms of the accuracy and number of parameters (in millions) (Params (M)).

Methods ACC DSC JSC SEN SPE Params (M)

Encoder–decoder based

FCN (Long et al., 2015) 92.72 83.83 72.17 79.98 96.66 134.3
U-Net (Ronneberger et al., 2015) 90.14 76.27 61.64 67.15 97.24 12.3
SegNet (Badrinarayanan, Kendall, & Cipolla, 2017) 91.76 82.09 69.63 80.05 95.37 11.50
FrCN (Al-Masni et al., 2018) 94.03 87.08 77.11 85.40 96.69 16.30
SLSDeep (Sarker et al., 2018) 93.60 87.80 78.2 81.60 98.30 46.65
YOLO+grabcut (Unver & Ayan, 2019) 93.39 84.26 74.81 90.82 92.68 –
LCASA-Net (Ma et al., 2019) 94.70 87.90 80.90 – – 0.49
ENet (Paszke et al., 2016) 92.0 82.7 74.1 – – 0.36

GAN based

SegAN (Xue et al., 2018) 94.10 86.70 78.50 – – 382.17
DAGAN (Lei et al., 2020) 93.50 85.90 77.1 83.50 97.60 –
Proposed SLSNet 97.61 90.63 81.98 87.81 99.92 2.35
Fig. 5. The rank of SLSNet on the ISIC 2018 leaderboard challenge (screenshot). SLSNet is highlighted.
Table 4
Evaluating the performance of SLSNet on the ISIC 2018 validation dataset in terms of
the 𝐽𝑆𝐶𝑡ℎ and number of parameters (in millions) (Params (M)).

Methods 𝐽𝑆𝐶𝑡ℎ Params (M)

Encoder–decoder based

FCN (Long et al., 2015) 74.70 134.30
U-Net (Ronneberger et al., 2015) 54.40 12.30
SegNet (Badrinarayanan et al., 2017) 69.50 11.50
FrCN (Al-Masni et al., 2018) 74.60 16.30
Rcnn-superpixels (Mishra & Daescu, 2019) 83.00 –
Mask R-CNN (Sivanesan, Braga, Sonnadara, &
Dhindsa, 2019)

78.80 –

GAN based

GAN-FCN (Bi, Feng, & Kim, 2018) 77.80 10.61
Proposed SLSNet 78.40 2.35

and 82.7% respectively. Note that these scores are 2.73% and 7.93%
lower than the scores of SLSNet.

Table 4 compares SLSNet with the FCN, U-Net, SegNet, FrCN, GAN-
FCN, Rcnn-superpixels and Mask R-CNN models using the ISIC 2018
validation dataset. Note that the ISIC 2018 dataset includes 100 images
for validation and 1000 images for testing, without ground-truth. The
evaluation can only be done on the ISIC 2018 validation leaderboard.
The validation results of FCN, U-Net, SegNet, and FrCN are taken
from Al-masni et al. (2018). SLSNet outperforms the GAN-FCN and
FrCN in terms of the 𝐽𝑆𝐶𝑡ℎ score with improvements of 0.6% and
3.8%, respectively. As can be seen in Table 4, SLSNet has much fewer
parameters than all the other models. In particular, the SLSNet model
has 2.35 million parameters while the GAN-FCN model (the closest one)
has 10.61 million. The SegAN model, a GAN-based model, has 382.17
million parameters (the heaviest model). The number of parameters

3 https://pytorch.org/
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SLSNet has 57, 5, 4, 6, and 19 times lower than the FCN, U-Net, SegNet,
FrCN, and SLSDeep models, respectively, thanks to the use of 1-D
kernel, PAM, and CAM, which significantly reduces the number of
parameters.

Fig. 5 shows the rank of SLSNet with the ISIC 2018 challenge
validation set. The proposed model is highlighted with a black box
and entitled SLSNet. It was ranked in the 6th position at the time of
submission (17 May 2019, authored by the IRCV group). The meth-
ods preceding SLSNet on the leaderboard (rank 1 to 5) use residual
networks (i.e., ResNet) (He, Zhang, Ren, & Sun, 2016). It should be
noted that ResNet50 has 23 million parameters, considerably more than
the number of parameters that SLSNet has. In turn, Fig. 5 and Table 4
demonstrate that the Mask R-CNN (Sivanesan et al., 2019) and Rcnn-
superpixels (Mishra & Daescu, 2019) models achieve a 𝐽𝑆𝐶𝑡ℎ score a
little higher than SLSNet. However, the authors of Mask R-CNN (Sivane-
san et al., 2019) and Rcnn-superpixels (Mishra & Daescu, 2019) did not
mention the number of parameters each model has. As shown, both
Mask R-CNN (Sivanesan et al., 2019) and Rcnn-superpixels (Mishra &
Daescu, 2019) use the ResNet 101 backbone. Since ResNet 101 has 44.5
million parameters, the Mask R-CNN and Rcnn-superpixel models are
much heavier than SLSNet.

Fig. 6 presents the qualitative segmentation results of SLSNet with
some examples from the ISBI 2017 test dataset. As can be seen in
Fig. 6(left), the regions of skin lesions and healthy skin have similar
colors. Some skin lesions are also tiny and have fuzzy boundaries.
However, SLSNet accurately segments the boundary of skin lesions with
an accuracy of approximately 95%. The examples in Fig. 6(right) have
tiny skin regions when compared to the size of the lesion regions. Also,
the lesion regions fill most of the image and intersect three margins
of the images. SLSNet yields inaccurate segmentation results in these
cases because it is difficult to segment the boundaries of skin lesions
accurately when there is no proper boundary between the lesion and
healthy skin tissue. In such cases, it is hard for any segmentation model
to precisely delineate the shape of the lesion region to get a proper
segmentation.

https://pytorch.org/
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Table 5
Comparing the inference times of SLSNet, ENet (two lightweight architectures) and GAN-FCN at different image resolutions.

Model 64 × 64 128 × 128 256 × 256

ms fps MACs(G) ms fps MACs(G) ms fps MACs(G)

GAN-FCN (Bi et al., 2018) 9 120.64 0.37 14 87.62 1.51 21 57.15 6.06
ENet (Paszke et al., 2016) 2 273.65 0.03 3 136.84 0.13 7 91.29 0.50
Proposed SLSNet 5 168.71 0.23 8 110.3 0.90 14 78.63 3.16
Fig. 6. Segmentation results of SLSNet: (a) input image (b) ground-truth (c) left:
accurately segmented lesions (c) right: incorrectly segmented lesions. TP, FN, FP and TN
stand for True Positive, False Negative, False Positive and True Negative, respectively.

Table 5 presents the inference times of SLSNet and the lightweight
model GAN-FCN (Bi et al., 2018) with different input image sizes
(64 × 64, 128 × 128 and 256 × 256). With an image size of 128 × 128,
the inference time of SLSNet is 8 ms (around 110 FPS). As can be seen,
FPS is higher for SLSNet than for GAN-FCN but lower than for ENet
with the same input image size of 128 × 128. To compare the com-
putational complexity of GAN-FCN, ENet, and SLSNet, we computed
the multiply-accumulate operation (MACs) in billions of operations,
(MACs(G)). As shown in Table 5, SLSNet, ENet and GAN-FCN have
0.90, 0.13 and 1.51 MACs(G), respectively, with an input image size
of 128 × 128. It should be noted that the segmentation performance of
ENet is poorer than that of SLSNet. Indeed, SLSNet can provide fast and
accurate skin lesion segmentation results. On the basis of the computed
inference time, it is obvious that SLSNet can be run on a single Mobile
GPU while assuring accurate skin lesion segmentation in real time.

4.5. Comparing different variations of slsnet

Here, we assessed the effect of PAM and CAM block on the baseline
GAN model with and without the multiscale block. Firstly, we assessed
the baseline GAN segmentation model (BL GAN). The 𝐺 network of BL
GAN has sequentially stacked factorized kernels in all convolution and
deconvolution layers. As shown in Table 6, BL GAN has DSC and JSC
scores of 83.61% and 72.93%, respectively. Secondly, we added the
PAM block to the BL GAN model (BL + PAM). Specifically, in this BL
+ PAM model, we added a PAM module after each downsampling and
upsampling layer in both the encoder and decoder parts. We also added
a PAM module after the first downsampling layer in the discriminator
network. The BL + PAM model has DSC and JSC scores of 86.01%
and 75.96%, respectively. Thirdly, we added a CAM block to the BL
GAN model (BL + CAM). In the BL + CAM model, we added a CAM
module after each factorized layer in the 𝐺 network. We also added a
CAM module after the second downsampling layer in the discriminator
network. The BL + CAM model gives DSC and JSC scores of 87.23%
and 76.65%, respectively. As can be seen in Table 6, the scores of
BL + CAM are better than BL + PAM, thanks to the addition of the
CAM mechanism to the BL GAN model, which provides efficient feature
discriminability between skin lesion regions and normal skin regions in
skin images.

Furthermore, we added the PAM and CAM blocks to the BL GAN
model without multiscale (BL + CAM + PAM w/o MS). This model has
9

Fig. 7. Visualization of the intermediate layers of different configurations of SLSNet.
BL GAN, PAM, CAM and w/o MS refer to the Baseline Generative Adversarial Net-
work, Position Attention Module, Channel Attention Module and without Multi-Scale,
respectively.

DSC and JSC scores of 88.87% and 78.76%, respectively. As shown in
the last row of Table 6, the addition of the multiscale, PAM, and CAM
blocks to the BL GAN increases the DSC and JSC scores to 90.63% and
81.98%, respectively. As can be seen in Table 6, SLSNet outperforms the
other BL GAN variations on all evaluation metrics. Specifically, with
an input image size of 128 × 128, SLSNet and BL GAN achieve 0.90
and 0.85 MACs(G), respectively. However, the number of operations
of SLSNet is 0.05 higher than the baseline model BL GAN, and SLSNet
increases its JSC score and Dice score by 9% and 7%, respectively.

Fig. 7 shows the intermediate layers of the different configurations
of SLSNet. As can be seen, the additions of CAM and PAM help generate
skin lesion relevant features in the 7 layer, which means that the
addition of CAM and PAM helps the network encode features that
discriminate between the boundaries of melanoma and non-melanoma
regions. Additionally, the resulting binary masks are refined in the
decoder layers, by reducing the artifacts on the melanoma boundaries
and in the background. Besides, the insertion of the multiscale block at
the beginning of the proposed model is a considerable improvement on
the variations in the single-scale model.

Indeed, most of the related deep learning-based segmentation mod-
els downsample the input images to avoid the high computation re-
quirements of the deep models. For example, FrCN used an input image
size of 192 × 256, and SLSDeep an input image size of 384 × 384.
Table 7 presents the results of the proposed model with different
resolutions of input skin images (64 × 64, 128 × 128, and 256 × 256).
With an input image size of 64 × 64, the last layer of SLSNet generates
an 8 × 8 feature map that yields very coarse level information, in which
most of the important details are lost and segmentation accuracy is
low. With an input image size of 256 × 256, the last layer in SLSNet
generates a feature map of 32 × 32, which also extracts skin lesion-
irrelevant features (i.e., artifacts) that reduce the overall accuracy. In
turn, the input image size 128 × 128 generates a 16 × 16 feature map
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Fig. 8. The effect of different loss functions on the performance of SLSNet with the test set of ISBI 2017. BCE, JL, D, and J stand for Binary Cross-Entropy, Jaccard Loss, Dice
Similarity Coefficient, and Jaccard Similarity Coefficient, respectively.
Table 6
The performance of different configurations of SLSNet with the ISBI 2017 test dataset
(highest values are in bold).

Methods ACC DSC JSC SEN SPE MACs(G)

BL GAN 95.63 83.61 72.93 79.42 96.91 0.85
BL + PAM 96.72 86.01 75.96 82.48 98.40 0.88
BL + CAM 96.90 87.23 76.65 83.31 99.10 0.85
BL + PAM + CAM w/o MS 97.25 88.87 78.76 85.49 99.59 0.88
SLSNet 97.61 90.63 81.98 87.81 99.92 0.90

Table 7
The performance of SLSNet with different input image resolutions of the ISBI 2017 test
dataset.

Input size ACC DSC JSC SEN SPE MACs(G)

64 × 64 94.44 87.59 77.76 84.16 95.36 0.23
128 × 128 97.61 90.63 81.98 87.81 99.92 0.90
256 × 256 96.72 89.72 79.49 86.36 98.21 3.61

Table 8
Effect of different loss functions on the performance of SLSNet with the ISBI 2017 test
dataset.

Loss ACC DSC JSC SEN SPE

SLSNet + BCE 95.32 85.11 74.48 83.71 98.02
SLSNet + BCE + 𝐿1 96.90 87.26 76.80 85.05 99.30
SLSNet + BCE + Jaccard Loss 96.97 89.56 79.88 86.90 99.49
SLSNet + BCE + 𝐿1 + Jaccard Loss 97.61 90.63 81.98 87.81 99.92

at the last layer that retains skin lesion-relevant features and discards
the irrelevant ones, thus yielding the best segmentation. Since the main
goal of this study is to achieve a lightweight skin lesion segmentation
model with high accuracy, we used the input image size 128 × 128 to
train SLSNet. It should be noted that the size of the input images has
a potential impact on MACs operations. The image size of 128 × 128
yields 0.90 MACs(G), which is 0.67 MACs(G) higher than for image size
of 64 × 64, and 2.71 MACs(G) lower than for image size 256 × 256.

Table 8 presents the effect of different loss function variations on
SLSNet performance. SLSNet + BCE, SLSNet + BC E + 𝐿1, SLSNet + BCE
+Jaccard Loss and SLSNet + BCE + 𝐿1 + Jaccard Loss obtain incremen-
tal JSC scores of 74.48%, 76.80%, 79.88% and 81.98%, respectively.
The proposed loss function significantly improves the five evaluation
metrics. The use of the 𝐿1-loss function reduces the sensitivity to
outliers. In turn, the use of Jaccard loss enables SLSNet to detect subtle
abnormalities that the cross-entropy loss could not detect. It should be
noted that the combination of the BCE + 𝐿1 + Jaccard Loss with SLSNet
considerably decreases the number of false positives in the resulting
segmentation masks. Fig. 8 presents two difficult samples from the ISBI
2017 dataset with the DSC and JSC scores for each mask. D and J
stand for DSC and JSC, respectively. The BCE + 𝐿1 + Jaccard Loss
obtains a JSC score of 95.74% and 97.71% with the top and bottom
10
examples in Fig. 8, respectively. This analysis shows that the proposed
loss function (BCE + 𝐿1 + Jaccard Loss) yields the best improvement
in the segmentation results.

4.6. Limitations

In some cases, when the lesion regions intersect the margins of
the images, the segmentation results of SLSNet are inaccurate. Indeed,
it is a real challenge to accurately segment the boundaries of skin
lesions when there is no proper boundary between the lesion and
healthy skin tissue. In these cases, a sequence of images is needed to
capture the whole melanoma area, which does not appear in a single
image. Moreover, it is essential to consider the temporal coherence of
a sequence of images. The proposed method does not consider the tem-
poral cues to increase accuracy or efficiency. Neither does it tackle the
problem of coherence. Besides, we reduced the number of parameters
and operations of the proposed method by rescaling/resampling the
original skin images fed into the network and decreasing the image
size, so they may suffer from aliasing or blurriness and artifacts on the
object boundaries of some segmented images. All these limitations will
be considered and investigated in future studies.

5. Conclusions

This article has proposed a lightweight and efficient GAN-based
model for skin lesion segmentation, called SLSNet. SLSNet was built
by adapting a GAN model that consists of a 1-D kernel factorized
network, multiscale aggregation, and position and channel attention
mechanisms. SLSNet was been assessed on the ISBI 2017 test and
ISIC 2018 validation datasets. With the ISBI 2017 test dataset, SLSNet
yielded precise segmentation results with accuracy, sensitivity, speci-
ficity, Dice coefficient, and Jaccard index of 97.61%, 87.81%, 99.92%,
90.63%, and 81.98%, respectively. In turn, SLSNet achieved a threshold
JSC score of 78.4% with the ISIC 2018 validation dataset. SLSNet has
approximately 2.35 million parameters and its segmentation accuracy
is comparable to the state-of-the-art methods. In future work, we will
implement a mobile application based on the SLSNet model to segment
skin lesions in images captured by low-resolution cameras.We will also
assess the performance of SLSNet with different embedded systems,
such as NVIDIA Jetson GPUs, FPGAs, and Mobile SoCs, on four different
parameters: upgradeability, deployment, efficiency, and performance.
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