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Abstract 

A survey of different computational approaches to compute thermochemical properties 

and, in particular, transition temperatures (T1/2) in spin-crossover (SCO) systems is 

presented. Asides from the possibility of computing accurate values, this work centers 

its efforts in the use of such computational tools to explain trends in different families of 

SCO systems, aiming to understand the impact that chemical modifications (both 

electronic and steric) have over the ligand-field around the metal center, and how such 

effects can tune the corresponding T1/2. By using concepts from molecular orbital theory 

combined with the results from the calculations, a simple yet accurate depiction of the 

shift in T1/2 can be explained, which enables the rational design of new SCO systems 

with tailored properties. 
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1. Introduction 

 Since their discovery, nearly a century ago by Cambi and co-workers,1 spin-

crossover systems have been the focus of intense research due to their inherent 

technological applications as molecular level switches. Such phenomena, firstly 

reported as just an experimental observation,1 found a theoretical background once 

molecular orbital theory was applied to transition metal complexes, showing that once a 

metal center is surrounded by ligands, its d-based molecular orbitals must split in 

different subsets.2,3  If the splitting between subsets of d orbitals is large compared to 

the so-called pairing energy (i.e., the extra interelectronic repulsion resulting from two 

electrons occupying the same orbital, combined with a lower exchange energy 

associated with electron pairing), a “low-spin” situation is expected as the ground state. 

Opposite to that, if the splitting is small compared to the pairing energy, a “high-spin” 

state should be the most stable one. In some cases though, both effects balance each 

other, allowing states with different spins to have similar electronic energies. In such 

cases, the two spin states become accessible and the spin-crossover phenomenon may 

appear. This situation is illustrated for the very well-known case of an hexacoordinated 

transition metal complex in an octahedral environment with six purely -donor ligands 

(Figure 1). For that specific case, the five d-orbitals split into two subsets, a triple-

degenerate set of non-bonding orbitals (dxz, dyz and dxy, with t2g symmetry) and a two-

fold degenerate set of antibonding orbitals (dx2-y2 and dz2, with eg symmetry).4 In such 

case, metals with electronic configurations d4 to d7 have access to two alternative spin-

states, and if the ligand field generates the right splitting, both states can become 

thermally accessible.5,6 This transition is mostly induced by increasing the temperature 

over the sample, this is, thermal spin-crossover,7 although other external stimulus, such 

as pressure or electromagnetic radiation can also trigger such property.  
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Figure 1: Left, molecular orbital diagram for a six-coordinated octahedral compound 

with only s-donor ligands, showing the splitting of the five d orbitals into two subsets. 

Right, splitting of the d-orbitals in strong, medium and weak fields compared with the 

interelectronic repulsion (P). Intermediate fields will lead to spin-crossover behavior. 

 

For a thermally induced transition to occur, one needs to provide with enough 

temperature so entropy favors the high-spin situation by overcoming the enthalpic 

contribution to the Gibbs free energy. This situation is commonly observed in FeII 

hexacoordinated complexes with N-donor ligands, but the massive developments in the 

field have reported many examples of other transition metals exhibiting such behavior, 

with different coordination numbers, different oxidation states and, of course, different 

sets of donor atoms.  Due to the different occupation of non-bonding and antibonding 

orbitals between the two alternative spin-states, the transition introduces major changes 

in the optical, vibrational, magnetic and structural properties of the molecule, thus 

making SCO molecules perfect candidates for molecular level switching applications. 

This transition can be monitored with a wide range of physical methods, being the most 
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common magnetic susceptibility measurements, but many others can be used as well.8 

From all these measurements, one can plot the molar fraction of each spin-state as a 

function of the temperature, obtaining the corresponding spin-crossover curve, which 

allows to measure experimentally the transition temperature (T1/2), which is defined as 

the temperature with equal populations of both spin-states. This parameter, which is key 

in the physical characterization of SCO systems, is difficult to adjust from the 

experimental point of view, and its final value is, in most cases, achieved by 

serendipity.  

For that reason, insight from the theoretical point of view will be of great help in 

rationalizing experimental trends that have been observed, including electronic, steric or 

both effects simultaneously, in order to foresee how a given system can be modified so 

its transition temperature raises or decreases. However, computing transition 

temperatures is a challenging problem, due to the intrinsic difficulty that lays on 

computing accurately electronic energy differences, a key quantity in SCO systems. In 

this work, we will introduce the different computational tools that can be used to 

compute thermochemical quantities, and, as consequence, T1/2, surveying the different 

computational methodologies that have been used so far to address such problem. On a 

second part, applications to selected examples will be discussed showing how electronic 

structure calculations can be used to not only compute T1/2, but also to rationalize its 

behavior in terms of the electronic structure of the studied systems, which in turns 

enables the rational tuning of such property. Finally, conclusions and outlook will be 

presented. 
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2. Computing Thermochemistry in Spin-Crossover systems 

Spin-crossover appears in systems for which different electronic states (i.e, 

different spin) have similar energies. In such cases, entropy favors the high-spin state, 

and a transition from the low-spin to the high-spin state may appear.9 Using the 

thermodynamic description of the spin-crossover process, one can describe such 

phenomena as an equilibrium between the low-spin (LS) and the high-spin (HS) states. 

In such case, an assuming and ideal system in which the spin-crossover system is 

isolated, and neglecting the small pressure-dependent term contribution to the free 

enthalpy, we can write the corresponding Gibbs energy change (G) for the spin-

transition as, 10,11 

    [1] 

 

where 

  

Gi =H i -TS i = Eel
i + Evib

i -TS i    [2] 

is the Gibbs free energy corresponding to spin-state i at the temperature T. In equation 

[2], the enthalpy term (Hi) includes both electronic ( ) and vibrational ( ) 

contributions. For molecular systems,  can be properly estimated using the 

harmonic approximation, while the term , corresponding to the electronic energy of 

the spin-state i, can be obtained directly from ab initio calculations. The entropy 

contribution to the free energy (Si) can also be properly estimated using the harmonic 

approximation. The Gibbs free energy can be expressed also in terms of the equilibrium 

constant, Keq, which in turn can be written in terms of the molar fraction of each spin-

state,  

   [3] 
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where R is the gas constant and T the temperature. It is worth mentioning that both H 

and S have some temperature dependence that can be, in principle, neglected without 

losing accuracy.7,12 By rearranging terms in equation [2], the Gibbs free energy change 

can be expressed as, 

   [4] 

in which the energy difference between the two electronic states (Eelec) is explicitly 

written. As mentioned above, the vibrational part can be properly computed within the 

harmonic approximation. Therefore, the remaining term (Eelec) is the key quantity to 

properly model any thermochemical magnitude. In the following sections we will 

discuss the different theoretical approximations to compute such quantity. 

 

2.1 Density Functional Methods 

 Due to its balance between computational cost and accuracy,13-15 Density 

Functional Theory (DFT)16,17 calculations are currently the most widely used electronic 

structure method to study molecular systems. Despite its success and its accurate 

performance towards certain properties, such as vibrational frequencies,18 it is well 

known that DFT struggles when it comes to study systems in which major changes in 

the electronic structure occur, as is the case of SCO molecules. Such systems are very 

sensitive to the description of the exchange-correlation, which makes up a largest 

portion of the correlation energy, and therefore the choice of functional becomes a very 

sensitive issue when targeting electronic energy differences. Despite its limitations, the 

use of DFT methods to study SCO systems is really appealing. 

 Over the last years, major efforts have been made in order to use DFT methods 

to study SCO systems. By reducing the amount of Hartree-Fock exchange to 15%, 
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Reiher developed the B3LYP* functional, that provides with an accurate description of 

the SCO behavior for the [Fe(phen)2(NCS)2] complex,19,20 and has also been used to 

study the magnetic properties of the [Fe(NHS4)]L family (NHS4 = 2,2-bis(2-

mercaptophenyl-thio)diethylamino, L = CO, NO+, PR3, NH3, and N2H4). By combining 

Handy’s OPTX21 exchange functional with the LYP22 and PBE23 correlation 

functionals, the OPBE and OLYP methods have shown also good performance towards 

FeII SCO systems. 24,25. The OPBE functional has also shown good performance when it 

comes to study [Mn(CpR)2] (R = Me, iPr  or tBu) sandwich type systems.26 These 

methods have recently been tested towards a large dataset of SCO mononuclear 

molecules, validating one more time its performance.27 That same work proposes the 

use of the long-range corrected version of the B3LYP functional,28 CAMB3LYP,29 and 

a modified version of the original functional with a reduced 17% of Hartree-Fock 

exchange (CAMB3LYP-17) as good candidates to study SCO molecular systems. 

Similarly, FeII SCO compounds have also been successfully studied using double hybrid 

functionals, in particular, the B2PLYP method.30 More recently, the use of the 

TPSSh31,32 functional has proven to be the more general approach to study SCO systems 

not only based on FeII,33,34 but also expanding its use to all metals exhibiting such 

property on the first transition metal row, this is, CrII, MnII, MnIII, FeII, FeIII and CoII.35 

In particular, the TPSSh functional combined with a triple- basis set with polarization 

functions on all atoms correctly predicts the ground state for a large dataset of SCO 

systems, and its mean average error when comparing against the experimental T1/2 has 

been estimated in 3.7 kcal/mol, so far,  the best result for such type of calculations.36 

The effect of dispersion correction using the D3 scheme, zero-point energy vibration 

and scalar relativistic effects on the computed electronic energy differences was also 

evaluated at the same level of theory. For most cases, while zero-point energy 
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correction reduces the gap between both spin-state, relativistic effects have the opposite 

effect. Despite its versatility, it is worth stressing that specific cases may require 

specific functionals or reparameterizations if more quantitative results are desired.  

It is well known that crystal packing effects, as well as the presence of different 

types of counterions can lead to different degrees of tuning in the shape of the SCO 

curve, and eventually even suppressing such behavior for some systems. Therefore, 

ideally one would like to be able to include such effects, but in practice, the 

computational cost of computing the vibrations in solid state is huge, and often 

unaffordable. However, even if this final step could not be achieved, electronic structure 

calculations with periodic boundary conditions have been carried out in SCO systems 

using DFT methods, and provide with valuable insight into the behavior of such 

species. In particular, periodic calculations using the PBE functional with the Hubbard 

U-term37 have been benchmarked against CASPT2 calculations for several [FeIIN6] 

SCO systems. 38 Such calculations provided with a U value for the studied systems in 

the range of 2.37 eV to 2.97 eV (average of 2.65 eV), which turns out to be a good 

starting point to compute electronic enthalpy changes (i.e, Eelec). Additionally, such 

calculations can also include dispersion corrections, aiming to provide with an accurate 

depiction of the different effects at play in the crystal structure.  

 

2.2 Wave Function Methods 

 As stated in equation [4], the key quantity when modeling SCO systems is the 

electronic energy difference (Eelec) between the two alternative spin-states. Regular 

CASSCF calculations are not really accurate for such type of calculations, because they 

miss a large portion of the dynamic correlation. Therefore, accurate calculation of spin-

state splitting energies must rely in post-CASSCF calculations, in particular 
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CASPT2/NEVPT2, and coupled cluster (CC) methodologies. In fact, both CASPT2 and 

NEVPT2 methods have been benchmarked for computing spin-state energies in 

transition metals against energy differences obtained with CCSD(T) methods.39 From 

such work, it is shown that, indeed, CASPT2 is a good method of choice to compute 

electronic energy differences for systems that are either too large for CCSD(T) 

calculations or too multiconfigurational. The same calibration was done for the 

particular case of [M(NCH)6]2+ systems (M = FeII or CoII).40, using as a reference value 

CCSD(T) calculations extrapolated to the complete basis set limit. The results showed 

one more time that CASPT2 calculations provide with a very good value for the 

corresponding EHS-LS. Due to its good performance, CASPT2 methods have been used 

to study specific SCO systems. Several FeII and FeIII heme models were computed using 

such methodology, showing that while results for FeIII are pretty accurate, a systematic 

error can be observed in the FeII compounds.41 The SCO behavior of Ni-porphyrine 

systems exhibiting SCO has also been studied in detail using CASPT2 calculations, 

rationalizing the effect that the coordination number has over the presence or absence of 

SCO behavior in such system. 42  For that last example, the geometrical survey had to 

be done at DFT level, due to the computational cost that a similar exploration will have 

with CASPT2. Similarly, if one wants to compute T1/2, will need to rely in the harmonic 

frequencies computed at DFT level. Luckily, it is well know that vibrational analysis is 

relatively independent of the choice of functional.14,18,43,44 Using this hybrid approach 

(DFT/CASPT2), the T1/2 for several FeII SCO complexes was computed, in very good 

agreement with the experimental data.45 Finally, just mention that another very 

interesting application of CASPT2 calculations on SCO systems lays in the possibility 

of studying the effect of electromagnetic radiation over the SCO properties. This has 

been studied in detail for the [Fe(mtz)6]2+, [Fe(phen)3]2+ and [Fe(bipy)3]2+ molecules, 
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providing with mechanistic insight into the intersystem crossing relaxation mechanisms 

responsible for light-induced SCO behavior in such molecules.46 

 

2.3 Force-Field Methods 

 Force-field methods offer the possibility of performing calculations with very 

rapid execution times, but when dealing with transition metal systems, and, in 

particular, with systems with more than one electronic state, several problems may 

appear.47 Despite such drawbacks, these methods have been applied to coordination 

compounds and used to computed several properties for such complexes.48 An 

extremely elegant way to overcome such problems is the use of Ligand-Field Force-

Fields (LF-FF), which builds up upon the Angular Overlap Model (AOM),49, in the so-

called Ligand-Field Molecular Mechanics (LF-MM) scheme. This approach 

parameterizes the splitting of the d-orbital manifold using metal-ligand distance 

dependent functions. These functions are used to describe the different AOM 

parameters that describe - and - type bonding interactions.50 Thanks to the latest 

development in high-level theory calculations, such parameters can nowadays be 

calculated with high-accuracy using multi-reference ab initio methods, such as N-

electron valence perturbation theory (NEVPT2).51 As a result, Deeth and co-workers 

have used this methodology to study the [Fe(bpp)2]2+ (bpp=2,6-di(pyrazol-1-

yl)pyridine) SCO system and related complexes.52 The approach nicely reproduce 

crystal structures for both spin states, including effects that derive from the use of 

different counterions, but lacks some precision when computing transition temperatures, 

because electronic effects have to be yet explicitly incorporated into the LF-MM 

methods. 
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3. Applications 

 From the above, it is clear that computational tools can be used to investigate the 

behavior of the transition temperature (T1/2) in different families of spin-crossover 

systems, trying to rationalize the shifts that such property experiences on the basis of the 

local electronic structure, this is, the d-based molecular orbitals. This is key in the 

design of new SCO systems with tailored properties. In the following section we will 

discuss several examples, showing how electronic and steric effects, among others,  can 

tune the T1/2 for several families of SCO systems.  

 

3.1 Electronic tuning of the T1/2 

 Spin-crossover is, as its core, and electronic structure effect. Once a metal is 

surrounded by a set of ligands, the d-orbitals split into several subsets. For the iconic 

octahedral case, this leads to the very well known 3+2 pattern (t2g-eg). The magnitude of 

that splitting between these subsets controls the presence or absence of SCO behavior. 

However, the fine-tuning of these energy gaps in order to control the transition 

temperature remains elusive. A nice example of how calculations can help 

understanding the experimental data is provided by the analysis of the trans-

[Fe(stpy)4(NCX)2] (X = S, Se or BH3) family of ligand-driven light-induced spin-

change systems (LD-LISC).53-55 These systems exhibit and increasing T1/2 as a function 

of the axial ligand strength, nicely following the spectrochemical series. Electronic 

structure calculations at DFT level using the TPSSh functional provide with an 

explanation of such behavior in terms of the relevant d-based molecular orbitals.33 For 

that particular case, the key interaction in controlling the energy gap is the presence of 

-type orbitals in the axial ligands. Such orbitals can interact with the formerly non-

bonding pair of orbitals dxz and dyz, generating a bonding and anti-bonding 
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combinations with the ligands orbitals, and thus leading to different energy gaps as a 

function of the X atom. In Figure 2, a schematic representation of such effect is 

illustrated, together with the corresponding dxz orbital for each system. Using equation 

[3], an estimation of the T1/2 for each system can be done, which nicely reproduces the 

experimental trend, overestimating the experimental values by only 57 K (average).  

 

 

Figure 2: Top-left, schematic representation of the * orbitals effect on the axial ligand 

over the splitting of the d-based MOs on the family of [Fe(stpy)4(NCX)2] (X = S, Se or 

BH3), showing the increasing splitting () among the orbitals due to the axial ligand. 

Top-right, comparison between the computed (TPSSh) and experimental T1/2. Bottom, 

isosurfaces of the dxz orbital, showing the decreasing antibonding character of such 

orbital with the NCX group. 

 

 Another example of how electronic effects tune the T1/2 is provided by the 

analysis of the [Fe(bppX,Y)2]2+ family (bpp = 2,6-di{pyrazol-1-yl}pyridine, X = pyridyl 

substituent, Y = pyrazolyl substituent). In this case, the correlation between the 
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electron-donating or electron-attracting character of the X/Y substituent against the 

computed electronic energy differences between the high-spin and low-spin state (EHS-

LS) using the BP86 functional, showing that it is possible to tune up or down the T1/2 in a 

very gradual manner by proper functionalization of the ligand. Moreover, this effect can 

be traced back to the d-MOs splitting. A detailed analysis of the strength of each effect 

on the different subsets of MOs as well as the effect on stabilizing each spin-state was 

carefully outlined in the study.56 Although experimental correlations between EHS-LS 

and the experimental transition temperatures can be obtained, no ab initio computed T1/2 

were reported in this work. The same molecule has been studied from another point of 

view, trying to understand the role of the counterion in the presence (BF4
-) or absence 

(ClO4
-) of SCO behavior.57 Using PBE+U (U = 2.5 eV) electronic structure 

calculations, optimizations of the unit cell with different counterions was done, 

determining the most stable polymorph for reach spin-state in each case, underpinning 

the thermodynamic and kinetic effects that control each phase transition. The kinetic 

trapping of the high-spin state for the [Fe(bpp)2](ClO4)2 systems is explained on the 

basis of the regular structure of the high-spin polymorph. The authors also shown that 

similarly to the above indicated, the electronic energy differences can be corrected with 

the numerical frequencies computed using finite differences, thus allowing for the 

calculation of the corresponding T1/2 for the [Fe(bpp)2]2+ molecule. The results are in 

very good agreement with the experimental data.57 Similarly, the effect of solvent 

intermolecular interactions over the crystal packing effects and its implications on the 

SCO behavior have been modeled for the [Fe(E-dpsp)2](BF4)2·X (X = solvent molecule, 

dpsp = 2,6-bis(1H-pyrazol-1-yl)-4-styrylpyridine) using a PBE+U+D2 methodology.58 

Although these type of calculations can eventually model the T1/2, extracting general 

trends still challenging due to the computational cost of the numerical frequencies, 
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which in turn, can only be calculated for the isolated molecule, and not for the entire 

crystal.  

 A similar analysis can be extended to dinuclear systems. In such systems, the 

transition from the low-spin/low-spin state ([LS-LS]) to the high-spin/high-spin state 

([HS-HS]) can take place on single step, or via a two-step process, which implies the 

presence of an intermediate high-spin/low-spin ([HS-LS]) species. It has been 

previously reported that the presence or absence of a two-step transition can be related 

to the energy stabilization of the [HS-LS] spin-state relative to the halfway point of the 

total enthalpy change between the [HS-HS] and the [LS-LS] states. 59-61 Using the 

TPSSh functional, the family of [Fe(bt)(NCX)2]2(-bpym) and [Fe(pypzH)(NCX)]2(-

pypz)2 (X = S, Se and BH3, bt = 2,20-bi-2-thiazoline, bpym = 2,20-bipyrimidine, pypzH 

= 2-pyrazolylpyridine) SCO was analyzed to study the stability of the [HS-LS] state and 

its implications on the presence or absence of a two-step transition. In Figure 3, the 

computed change in the magnetic moment, value that can be estimated from the relative 

populations of each spin-state, against the temperature for the [Fe(bt)(NCS)2]2(-bpym) 

and [Fe(pypzH)(NCSe)]2(-pypz)2 systems is shown, in excellent agreement with the 

experimentally reported behavior. Calculations shown that, indeed, for the 

[Fe(bt)(NCS)2]2(-bpym) system, the enthalpy change from the [LS-LS] to the [HS-LS] 

states lays below the midpoint for the [LS-LS] to [HS-HS] enthalpy change. Therefore, 

the intermediate state is electronically stabilized, and a two-step transition is observed. 

In contrast, for the [Fe(pypzH)(NCSe)]2(-pypz)2 molecule such value is above the 

midpoint, thus leading to no stabilization of the intermediate spin state, and leading to a 

single step transition. A close inspection of the Fe binding pockets using Continuous 

Shape Measures (CShM)62,63 revealed that upon the spin-state change of one of the 

metal centers, the other binding pocket remains pretty much identical, thus removing 
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any ligand effect on the control of the two-step transition in these systems, and proving 

its electronically origin. In fact, a systematic study of the electronic tuning in both 

systems via modification of the NCX group (X = S, Se or BH3) shown that increasing 

the ligand field around the metal center shifts the T1/2 to higher values, as expected, but 

also that larger ligand fields destabilize the [HS-LS] spin-state, thus smoothing the two-

step transition to the point that becomes a single-step transition.64 For that dinuclear 

case, the computed T1/2 differ more from the experimental values (average of 144 K) 

than in the above case, but still agree with the experimentally observed trends and 

provide with a very reasonable estimation of the experimental value. 

Figure 3: Calculated magnetic moment () for the [Fe(bt)(NCS)2]2(-bpym) and 

[Fe(pypzH)(NCSe)]2(-pypz)2 systems, showing the two-step vs. one-step transitions in 

excellent agreement with the experimentally reported data. Blue for the [LS-LS], green 

for the [HS-LS] and red for the [HS-HS] spin-states. 

  

Of course, one can explore higher nuclearity systems, but the bigger the system, 

the more complex the system, the more difficult is to analyze or entangle the different 

effects at play. Non the less, Borshch and co-workers have been working on the 

electronic structure study using density functional methods of tetranuclear FeII SCO 

molecules, although no modeling of the T1/2 in such systems has been yet reported.65-67 
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3.2 Steric tuning of the T1/2 

 The splitting of the d-based MOs, and therefore T1/2, can also be tweaked using 

ligands of different size, that ultimately control the strength of the metal-ligand bond via 

steric hindrance. This effect was nicely studied in the family of 

[PhB(MesIm)3FeNPR1R2R3] (Mes = 1,3,5-Trimethylbenzene) reported by Smith and 

co-workers.68 Among the many interesting features of such complexes, it was shown 

experimentally that the T1/2 exhibits a clear correlation with the Tolman cone angle69 of 

the corresponding phosphine group. In particular, bulkier phosphines lead to smaller 

T1/2. The analysis of the electronic effects that control such tuning were analyzed using 

DFT calculations with the TPSSh functional. One of the more streaking features of the 

studied systems is the fact that a tetracoordinated FeII metal center could exhibit spin-

crossover, when usually the ligand-field splitting for such coordination number is much 

smaller than the one corresponding to the hexacoordination, thus leading to high-spin 

systems. The SCO behavior can be explained on the combination of two effects over the 

ligand field of the metal center. First, there is a strong umbrella distortion introduced by 

the tridentate ligand, which opens the L-M-L angles from the ideal 109.47º value to an 

average value of 127.13°. This molecular “folding” generates a splitting of the d-based 

molecular orbitals that, while decreasing the antibonding character on the dxy and dx2−y2 

orbitals, increases the antibonding character of the dxz and dyz orbitals, therefore, 

increasing the energy gap between the now formally “non- bonding” orbitals and the 

antibonding orbitals. Second, the {NPR1R2R3}− ligand increases the antibonding 

character of the dxz and dyz orbitals via π-antibonding interactions with the pair of 

orbitals. The net effect is that while having a tetracoordinated system from the 

coordination point of view, the d-orbital splitting for these molecules is closer the one 

exhibited by hexacoordinated compounds (Figure 4). 
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Figure 4. Left, combined effect of the umbrella distortion and the negative charge on the 

{NPR1R2R3}− ligand over the splitting of the d-orbitals for the 

[PhB(MesIm)3FeNPR1R2R3] family. Right, molecular orbital diagram for the 

[PhB(MesIm)3FeNPMe3] (S = 0) molecule, displaying the relevant d-based MOs. 

Hydrogen atoms omitted for clarity.  

 

 Once the origin of the SCO behavior is clear, understanding the tuning of the 

T1/2 becomes the next step. Using the TPSSh functional, the T1/2 for all experimentally 

reported systems was computed, as well as for some members that have not been yet 

reported.34 The agreement with the experimental data is excellent (average error of only 

35K), and the experimental trend is properly reproduced, this is, bulkier phosphines 

leading to smaller T1/2 (figure 5). The origin of such effect lays at the Fe-C interaction. 

As can be seen in figure 3, the antibonding dxz and dyz orbitals have -antibonding 

contribution from the C-donor atoms of the tridentate ligand. If a small phosphine is 

used, the whole {NPR1R2R3}− ligand can  move in to the cavity generated by the 

{PhB(MesIm)3}− ligand, making the Fe-C bond shorter, and increasing the antibonding 

interaction between the Fe and the C atoms. This effect raises the energy of the dxz and 

dyz orbitals, leading to larger energy gaps between the d-MOs and, therefore, higher 

T1/2. The opposite happens for bulkier phosphines. In such case, the {NPR1R2R3}− 
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cannot fit into the cavity, effectively pulling out the Fe center and increasing the Fe-C 

bond length. This effect reduces the antibonding character of the dxz and dyz orbitals, 

lowering the energy gap between the non-bonding and antibonding orbitals, thus 

lowering the corresponding T1/2. A comparison between the computed and experimental 

T1/2 is shown in Figure 5. Moreover, on the top of the steric effects, it is possible to 

investigate the fine-tuning of the T1/2 via electronic effects. The lowering of the 

transition temperature by functionalization of the phenyl group in the 

[PhB(MesIm)3FeNP(p-X-C6H4)3] (X = -H, -Me, -OMe) molecules. The experimental 

trend is once again properly reproduced, with an overestimation of 70K on average, 

validating the model once again to study electronic effects (Figure 5).34 

 

Figure 5. Left, experimental vs. computed T1/2 against the Tolman cone angle (f) for the 

[PhB(MesIm)3FeNPR1R2R3] family. Right, Experimental vs. computed T1/2 for the 

[PhB(MesIm)3FeNP(p-X-C6H4)3] (X = -H, -Me, -OMe) compounds. The computed 

values (TPSSh) are in black, and the experimental data in red.  

 

3.3 Electronic vs. Steric control of the T1/2 

 As pointed out above, sometimes steric and electronic effects can become 

competitive and, on the top of that, can affect the transition temperature in different 
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ways. A nice example of how both effects counterbalance each other is provided by the 

family of [Mn(CpR)2] (R = Me, iPr or tBu) manganocenes. Experimentally, it is well 

know that [Mn(Cp1-Me)2] is a spin-crossover molecule, but the [Mn(Cp*)2], this is, 

increasing the functionalization of the Cp ring with methyl groups, becomes a low-spin 

system. On the other hand, functionalization of the Cp ring with bulky substituents (i.e, 

iPr or tBu) also removes the SCO behavior, but leads to a high-spin system, which is 

quite the opposite as before. Therefore, there seems to be a clear competition between 

both, electronic and steric effects, in controlling not only the transition temperature, but 

also the SCO properties in such systems. Using DFT calculations with the OPBE 

functional, an electronic structure study of the [Mn(CpR)2] family revealed the interplay 

between both effects.26 Increasing the number of methyl groups, which is an electron-

donor group, in the Cp ring, localizes the -type orbitals that are antibonding towards 

the dxz and dyz orbitals. This raises the energy of the orbitals, increasing the energy gap 

between the non-bonding and the antibonding orbitals, which leads to higher T1/2 an, 

eventually, to such a large gap that the system becomes low-spin. In fact, a nice 

correlation between the number of methyl groups and the T1/2 can be outlined, with an 

average error on the computed T1/2 of 111 K. Remarkably, increasing the number of 

methyl groups barely changes the Cp-Mn metal bond-length, meaning that we are 

applying solely and electronic effect on the metal’s ligand field. Quite the opposite, 

adding bulky ligands translates in increasing Cp-Mn bond-lengths (around 0.1 Å), 

which despite the fact that both iPr or tBu are also electron-donor groups, decreases the 

antibonding interaction of the Cp ring with the dxz and dyz orbitals, lowering its energy 

and reducing the energy gap among the d-MOs. This leads to smaller energy gaps, 

lower T1/2 an, eventually, high-spin systems, as experimentally observed. A summary of 
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both effects is presented in figure 6. Actually, calculations allow to make an estimation 

of the borderline Mn-Cp distance beyond the one no SCO should be observed. 

 

Figure 6: Competitive effects on the control of the transition temperature in the 

[Mn(CpR)2] (R = -Me, -iPr or -tBu) family of SCO systems. Left, electronic control of 

T1/2 by increasing the energy gap between antibonding and non-bonding orbitals via 

methyl functionalization of the Cp ring. Right, reduction of the same energy gap using 

bulky substituents (-iPr or -tBu). 

 

3.4 Guest tuning effect of the T1/2  

A remarkable property of the {Fe(pz)[Pt(CN)4]} MOF is that exhibits 

bidirectional chemo-switching between low-spin and high-spin states upon adsorption 

of different guest molecules. Specifically, the transition for the empty framework occurs 

at 295 K with a hysteresis of 24 K (T1/2() = 285 K, T1/2() = 309 K). This transition is 

strongly affected by the adsorption of protic solvents (e.g., alcohols and water) and 

bulky molecules (e.g., benzene and pyridine), guest molecules that stabilize the high-

[(Cp1-Me)2Mn]		[(Cp1,2,3,4-Me)2Mn]		 [(Cp1,3,4-tBu)2Mn]		

17221	cm-1	
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spin state, shifting T1/2 to lower values. However, CS2 molecules adsorbed in the MOF 

pores stabilize the low-spin state, and some other gases like N2 seems to have no effect 

at all. The fact that a key physical property changes upon guest adsorption makes this 

material a perfect candidate for gas sensing applications.70 Using as a starting point the 

Ligand-Field Molecular-Mechanics (LFMM, section 2.4) approach, an ab initio based 

force field for this MOF was developed and used in a hybrid Monte Carlo/Molecular 

Dynamics (MC/MD) scheme to study the SCO behavior of such MOF.71 The same 

methodology was later used to study the effect of water loading over the T1/2 in the 

material. The results clearly shown that the decrease of T1/2 directly correlates with the 

spatial arrangements of the water molecules inside the pores and the consequent 

deformation of the framework.72 Substantial changes in the MOF are observed a water 

loadings larger than 3 water molecules per unit cell, forcing the material to expand from 

the inside, which ultimately results in a progressive stabilization of the high-spin state, 

with a consequent decrease of T1/2 (figure 7). The same methodology was used to study 

the blocking effect of CS2 over the SCO behavior. It has been shown that the pyrazine 

rotational barriers can block the mobility of the guest molecules, confining them to 

specific regions within the MOF. This confinement makes that the guest molecules 

significantly slow down the rotational motion of the pyrazine rings which, in turn, leads 

to the stabilization of the low-spin state by preventing the elongation of the Fe−N bonds 

of the framework.73 
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Figure 7: Water loading effect over the T1/2 in the {Fe(pz)[Pt(CN)4]} MOF. Top, 

calculated temperature dependence of χM·T as a function of the number of water 

molecules (Nw) per unit cell. Calculated shift in T1/2 in the inset. Bottom, water 

distribution within the pores, showing the water microstructure that forms at higher 

loadings. 

 

4. Conclusions and Outlook 

 In this work, we surveyed the different computational approaches that are 

currently being used to model and intrinsically complex problem, this is, 

thermochemical quantities in spin-crossover systems, and its applications in the 

particular case of the transition temperature. The key quantity to accurately compute the 

change in the free energy that controls the spin transition is the electronic energy 

difference (Eelec) between the two spin-states. Therefore, the quality of the calculations 

will rely on its accuracy towards this term. Accurate CASPT2 and CC calculations are 

currently the methods that provide with the best results when computing such quantity, 

with, obviously, some drawbacks and systematic errors. The performance of such 

methods has been validated by several authors and for different systems, and there is no 

Nw=	1	 Nw=	2	 Nw=	3	 Nw=	4	 Nw=	5	
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shadow of doubt over the quality of the results. However, the computational cost and 

expertise required to do such calculations limits its applicability in terms generalizing 

results or studying families of SCO complexes. Furthermore, if one wants to calculate 

the corresponding T1/2, the vibrational frequencies have to be computed at a lower level 

of theory, as well as the optimized geometry, being DFT the usual method of choice. In 

ant case, these calculations set up the bar in terms of what is or not a good result for the 

computed electronic energy difference.  

 The appealing alternative, this is, the use of DFT to compute not only 

thermochemical quantities, but also T1/2, required a proper benchmarking process 

towards high level calculations or experimental data. That work reported what, up to 

day, is the most reliable DFT methodology to study SCO systems. The hybrid meta-

GGA functional TPSSh combined with a triple- basis set with polarization functions 

for all atoms is able to compute Eelec with an error of 3.70 kcal/mol when compared 

with experimental data. This is, so far, the best we can get to broadly address the 

calculation of thermochemistry associated to SCO, and in order to be more quantitative, 

one needs to either work out a tailored functional or redo the benchmarking for a given 

system, both approaches not really appealing from the practical point of view. Thus, this 

methodology can be used to study several SCO systems belonging to the same family, 

and used to rationalize the experimentally observed trends in terms of the electronic 

structure of the studied molecules, which in turn provides with guidelines in the rational 

design of new SCO systems.  This has been used to study the effect of both, electronic 

effects and steric effects, over the experimental behavior of the T1/2, and can be used 

also to make predictions (as in the case of the [PhB(MesIm)3FeNPR1R2R3] family) that 

are in agreement with the available experimental data, validating its use for the in silico 

screening of new SCO molecules. It is precisely this last point, the possibility of 
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generalizing trends, what makes such calculations valuable. Using this methodology, 

the electronic and steric tuning effect over the T1/2 can be presented using simple 

models that correlate the shift in the T1/2 with the changes in the ligand field around the 

metal center in terms of the relevant d-based molecular orbitals. Even if there is a 

systematic error in the computed values, that simplified picture can be of great help in 

understanding how chemical modifications affect the physical properties in a given 

family of SCO systems, which in turns enables the rational design of new molecules 

with tailored properties.  

 As indicated above, crystal-packing effects do have an impact in the shape of the 

spin-crossover curve, enhancing cooperative behavior, or sometimes switching on/off 

the SCO behavior. Such effects can be modeled by doing periodic electronic structure 

calculations, and dispersion effects can also be included in the calculations. However, 

such methods can only be used to calculate electronic energy differences, which is 

already a big step in including crystal packing effects, but do not grant access to the 

computed T1/2 due to the excessive computational cost that the numerical hessian will 

have. The alternative to these methods is the use of hybrid molecular mechanics 

methods using ab initio based force fields properly parameterized, which allows the 

study of condensed phases. This method has proven to be very useful in order to study 

the effect of different guest molecules and guest loading in the tuning of the T1/2 for the 

specific case of the {Fe(pz)[Pt(CN)4]} MOF, providing with an atomistic depiction of 

the steric effects responsible for the shift towards lower values in T1/2 with increasing 

loadings of water, or the blocking of high-spin state when CS2 is used as a guest 

molecule. Even though the construction of such force fields is an expensive job, the 

results make this approach quite appealing towards the modeling of SCO processes in 

periodic systems. 
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 We want to stress here that quantitative results for the T1/2 may not be possible 

to reach using a single method. In our experience, some general tools to compute 

transition temperatures in SCO systems are already available, and allow for the study 

and rationalization of trends in such systems. However, quantitative results are still a 

challenge, and it is quite possible that a single method cannot handle everything. 

Therefore, in order to achieve quantitative results, one must have to combine the best of 

wave-function methods (CASPT2 or similar, or even higher theory methods) with 

accurate frequencies at DFT level on a geometry optimized with the most reliable 

functional for SCO systems. Of course, the inclusion of crystal packing and long-range 

interactions remains a challenge that cannot be neglected if accuracy is pursued.  

 In any case, we hope the reader finds the presented discussion useful. We do 

believe that the main point, this is, the use of computational tools to understand the 

experimental trends of the T1/2 in spin-crossover systems and the possibility of 

predicting such behavior, appealing and useful towards the design of new molecular 

devices with tailored properties. 
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