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Resum de la Tesi

Noves contribucions en algoritmes i eines per a I'analisi de
series temporals fotometriques i espectroscopiques per a la
cerca d'exoplanetes.

Context

Des de la descoberta del primer planeta orbitant una estrella de la seqliencia prin-
cipal (Mayor et al. 1995), la ciéncia d exoplanetes ha esdevingut un camp molt actiu
i dinamic. La deteccio recent del planeta Proxima b (Anglada-Escudé et al. 2016a) o el
sistema multiplanetari TRAPPIST-1 (Gillon et al. 2017) o la confirmacié d ‘un planeta a
1"estel de Barnard (Ribas et al. 2018) han esdevingut fites molt rellevants en la ciéncia
dels exoplanetes, pel fet de ser molt semblants a la Terra en massa, per ser molt pro-
xims al Sol, i els dos primers, per tenir components situats a la zona d habitabilitat.
Per aquest tipus de planetes, la possibilitat d “existencia de vida, tot i que encara lluny
de ser establerta, no és descartable de manera que es tracta d “‘uns objectes certament
interessants.

Fins a la data de finalitzacié d “aquesta tesi, han estat descoberts 5747 exoplanetes,
la majoria pel metode del transit fotometric a partir de les extraordinaries dades del
satél-lit Kepler. Malgrat la sorprenent productivitat recent dels telescopis fotometrics
en orbita, la tecnica de la velocitat radial ha estat la més eficient —encara que no la
més eficagc— per a la deteccié de senyals planetaris. Donat que la probabilitat de tran-
sit és relativament baixa (~ 1%, per periodes curts) s "han d’estudiar un gran nombre
d’estrelles simultaniament per tal d obtenir una ratio de descobriments raonable en
una campanya observacional. Tanmateix, 1 alta precisié fotomeétrica de satel-lits com
Kepler possibilita la deteccié de transits de petits planetes rocosos i fa que aquesta tec-
nica, des de 1’espali, sigui eficag en el sentit de nombre de descobriments.

La tecnica espectroscopica en canvi, permet detectar moviments periodics de1’es-
trella a causa del reflex gravitatori dels potencials planetes, de manera que és possible la
deteccié d“aquests en inclinacions orbitals més baixes per a les quals no es poden obser-
var transits. A més, 1 ’efecte gravitatori és present en qualsevol moment de 1 ‘observacié,
mentre que en el cas dels transits, s"ha de mantenir una observacié continuada, ja que
el transit és, tipicament, curt en comparacié amb el periode orbital. Aixi doncs, la téc-
nica de transit ha permes moltes deteccions de planetes de curt i mitja periode, pero la
seva eficacia cau per a planetes de llarg periode, ja que la probabilitat de transit esdevé
insignificant.
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Figura 1: Descobriments d exoplanetes pel metode de la velocitat radial, transits i al-
tres metodes —lents gravitatories, TTV, imatge directa, ... —. El color de la barra lateral
codifical’any de publicacié. S observen dos grups principals: a la part superior esquer-
ra s’acumulen planetes descoberts principalment per mitja del meétode de transits des
de terra (programes WASP, HAT, KELT, XO, ...); mentre que a la dreta hi ha els primers
descobriments pel metode d espectroscopia Doppler. La linia negra continua mostra
un efecte en velocitat radial d “aproximadament 1 m/s que representaria el limit dels es-
pectrografs actuals. Per sota d aquesta, s hi poden trobar alguns planetes descoberts
per mitja de transits des de 1’espai com Kepler, pero també per mitja de la velocitat ra-
dial, p.ex. GJ 699 (Barnard b). La zona ombrejada inferior indica el régim on 1"activitat
estel.lar és comparable amb el senyal planetari, i per tant, pot esdevenir un problema
per a la seva deteccié. A tall d’exemple, s’indica la posicio en el pla P, ,—M sin(i) que
ocupa la Terra. Es fa evident que per a la descoberta d’analegs terrestres, a més d 'un
salt tecnologic important, és essencial també una bona comprensié dels efectes de 1
activitat estel.lar sobre els observables. També s observa una saturaci6 en la massa mi-
nima. Aquesta és deguda fonamentalment a dos factors: i) la tecnologia de deteccié de
planetes data de principis dels anys 2000, i, fins a 2017 no hi ha hagut grans canvis en
espectrografs en servei; i en segon lloc s "ha arribat al limit de la detectabilitat. Elaborat
amb dades de exoplanets.org (24/6/2020).

Estructura de la Tesi

La Tesi consisteix en el desenvolupament de tecniques i eines de codi per a la seva
implementaci6 en la recerca d ‘exoplanetes, i consta de dues parts ben diferenciades. La
primera, versa sobre tecniques d “analisi de periodes en series temporals d ‘observables
tipics en aquest camp, p.ex. fotometria, velocitat radial, ...i es presenta el desenvolupa-
ment d ‘una extensié multidimensional a | “algoritme GLS (Generalised Lomb-Scargle).
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En ["analisi de periodicitats de mesures de velocitat radial aquest algoritme ha esdevin-
gut d utilitzacié gairebé omnipresent en les publicacions i treballs referents a la desco-
berta de planetes, aixi com també en altres camps de la ciencia en els que es disposi de
dades no—equiespaiades i on la utilitzaci6 de la transformada de Fourier no és optima.

Laversi6 que presentem, l’anomenem MGLS (Multidimensional Generalised Lomb-
Scargle) permet 1“analisi de séries temporals ajustant simultaniament n freqiiéncies a
diferencia del metode habitual de substracci¢ iterativa de les senyals detectades. El me-
tode MGLS presenta una major robustesa al soroll especialment quan el senyal analitzat
es compon de senyals d“alta amplitud i baixa amplitud amb periodes semblants. En els
casos més patologics, la descomposicié iterativa pot induir senyals no existents a les
dades o, simplement no detectar senyals presents.

La segona part, tracta el problema general i recurrent dels efectes de 1 activitat
estel.lar sobre els observables planetaris. Aquests poden ser des d “observacions de ve-
locitat radial fins a espectres de transits d exoplanetes per a 1’analisi de les seves at-
mosferes.

Tecniques d“analisi de series temporals

Descripcio de 1"algoritme MGLS

L extensié MGLS considera un sistema d”"M components d "orbites circulars de la
forma,

D D
Yir(tigl0,w) =c,+ Z ajcos(w;t; ) + Z bisin(w;t; ) + 7(t; 1 —to) 1)

J J
/ 2 2
Kj— aj—l—bj,

on y,  éslamesura k a l'instant ¢; i M és la dimensionalitat (nombre de freqtien-
cies, w;). a; 1 b; s6n els coeficients del component j, d"amplitud K. ¢, és el punt zero
del conjunt de dades k. 7 és una variacio lineal.

La Figura 2 mostra un dels avantatges dels periodogrames multifreqiiéncia. En el
cas de D = 2 es pot representar graficament els parells de freqiiencies que maximitzen
la versemblanca del model global. El cas que es mostra, correspon al analisi de gairebé
20 anys de dades de velocitat radial de 1’estrella de Barnard, es veu que la configuracid
optima correspon a (233, 1890) dies. No obstant, examinant el grafic es veuen altres
configuracions —tot i que suboptimes— amb un valor de A In £ molt semblant, i en al-
guns casos estadisticament equivalent. El cercle blanc indica la configuracié finalment
escollida en 1 analisi (233, 6600) dies.

Alllarg del capitol 3 es demostra la major capacitat de I’esquema simultani (MGLS)
per detectar senyals compostos i evitar falsos positius, respecte 1 estrategia seqiiencial
(GLS + prewhitening), mantenint la simplicitat de 1 “algoritme GLS.

xvii



Resum de la Tesi xviii

10
70
60
L 50
= | F40 =
10° :%N £
L 30
20
<«—233d
10
102 0
102 100 4 4 10

P, (d) 1,890d 6,600d

Figura 2: Mapa de color de 1’escombrat MGLS bidimensional per dades de 1 estel de
Barnard compostes per 8 series observacionals de velocitat radial obtingudes durant
gairebé 20 anys. L escala de color mostra la millora de la versemblanca de 1ajust en
funcié de la parella de periodes de prova. Es mostra clarament un periode a 233 dies
que combinat amb altres déna solucions d “alta significanca estadistica. El valor maxim
de In £ es troba per (233, 1890) (AIn £ = 71).

Modelitzacié de 1 activitat estel.lar

La part que fa referéncia a la modelitzacié de 1’activitat estel-lar per rotacié de
taques, consisteix en el desenvolupament del codi de simulacié StarSim 2, evolucié de
la versi6 preexistent presentada per Herrero et al. (2016) i que permet la realitzacié del
problema invers.

El projecte StarSim

StarSim genera series temporals dels observables de fotometria en qualsevol ban-
da i mesures espectrometriques com la velocitat radial (RV) i indexs d activitat (BIS,
FWHM, Contrast, ...) prenent com a entrada un mapa de la superficie tacada, § i un
conjunt de parametres estel-lars, 6. El codi genera un model rotatiu de superficie sin-
tetica heterogenia construit per integracié d“elements finits en la que es divideix la su-
perficie. Es consideren tres tipus d "elements de superficie: fotosfera immaculada (ph),
taques fredes (sp) i facules (fc). Les seves caracteristiques espectrals es reprodueixen
a través dels espectres sintetics BT-Settl (Allard et al. 2013) generats amb el codi Phoe-
nix. L Unic parametre que diferencia els tres tipus de superficie és la seva temperatura
efectiva, Ty, < Ty, < T,

XViil
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Figura 3: Exemples d espectres sintetics BT-Settl. En negre es representa un analeg
solar (T,;; = 5770K) i logg = 4.5, comparat amb un de AT = 310K inferior (marrd).

e

En vermell es representa la funcié de transferencia del filtre fotometric de la missié
Kepler.

El model inclou tots els efectes significatius sobre les intensitats de flux i les seves
distribucions espectrals. El procés de construccié de 1’espectre de la superficie hetero-
genia consisteix en interpolar cadascun dels diferents espectres, f,, (A, T,y ), fop (A, Ty,)
i fro(A\, T.). La resta de parametres dels espectres que StarSim considera, log g, me-
tal-licitat i [a/ Fe] no varien significativament al llarg de la superficie heterogenia.

Posteriorment es calculen els espectres de Kurucz (ATLAS9) (Kurucz 2017) que re-
produeixen els perfils d ‘intensitat de cadascun dels elements de superficie al llarg del
disc incloent el calcul dels coeficients del limb-darkening en funcié de u = cos ¥,

Iph,sp(/\v M)

Iph,sp()‘v 0) (2)

LDph,sp()‘7 H’) =

on I, ¢, (A, 0) representa la intensitat al centre. D aquesta manera, 1’espectre de
cada element de superficie es multiplica per aquest coeficient en funcié de la seva po-
sicio relativa respecte la normal de 1"esfera,

Oy p) = f(A) - LD(A, ) ®)

Per obtenir les series temporals dels observables els fluxos per cada element de
superficie es multipliquen pel projector respecte a la linia d ‘observacié. Aixi, el flux de
1’element j queda com,

fj()‘a Mj) = f(A)-LD(\, Mj) cQy maX(0>Mj> (4)

Xix
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ona; =2-Aa-sin(Aa/2) - sin(f;) és 1'area de 1’element de superficie j, i
pj = sini, sin @, cos(¢; + wt) + cosi, cos6; (5)

és el cosinus de 1’angle de projeccio. L expressi6 de 1'Equacio (4) max(0, u1;) garanteix
la condici6 de visibilitat de 1’element de superficie (u > 0). 4, és la inclinaci6 de 1 eix
de rotacio estellar, 6 i ¢ son les coordenades de colatitud i longitud, respectivament.
En el cas d’StarSim 2, la superficie de 1"element del grid a; es substitueix directament
per 1'area d 'una circumferencia sobre 1'esfera, a; = 2m(1 — cos(r;)), on r; és el radi
angular de la taca circular considerada, i les propietats fisiques de la taca es calculen
al centre d"aquesta.

La quantitat p1; = p;(t) és funcio explicita del temps com a resultat de considerar
un sistema de coordenades (6, ¢) comobil a 1“esfera rotativa de velocitat angular w. Ad-
dicionalment, hem implementat un model de rotacié diferencial donat per 1" expressid
(Beck 2000)

W =wy = 0, Bsin’ () + Csin’ ()] (6)

on ), representa la freqiiencia de rotacié fonamental, és a dir, la freqtiencia de rotacié
equatorial. ¢ ésla latitud de I 'element actiui B = 2.39 deg - dayil; C =1.78 deg- dayf1
per a un model solar (Snodgrass et al. 1990). 4,..; és un factor que quantifica el grau
de rotaci6 diferencial. Per d,,, = 1 es recupera el model solar i per 6,.,, = 0, el model
d’esfera rigida.

Per calcular el flux integrat bolometric F' a tot el disc caldra simplement sumar
sobre tots els elements de superficie

Fbol()‘7t>:ngh+Afj (7)
J

on 1"4ltim terme del sumatori és la variacié de flux produit per les regions actives,

Af_]()\) = (fsp ’ Jsp(>‘> - fph(A> ’ Jph(>‘) +
+ fie - Jre(A) = fon(X) - Jpu ()

on el primer terme del sumatori és el deficit de flux produit per les taques, mentre que
el segon representa el sobreflux que proporcionen les facules. Les expressions J,,, Jg,
i Jg, recullen la contribucié del limb-darkening i els efectes projectius sobre el flux
d’acord amb la posicié de cada element de superficie j.

(®)

; Lon(X, 1)
j _ PR\ PG ,
Jon(A) = L, (\0) a; - max(0, p,)
Jip(A) = % ~a; - max(0, ;) 9)

ij (>‘) = Cfc(:“’j) cay e maX<07 M])
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En el cas de les facules es coneix que presenten un efecte de sobreflux al limbe (Fra-
zier et al. 1978; Berger et al. 2007). Les observacions mostren que les facules dominen
la irradiancia en estrelles tipus solar, on les regions actives presenten una brillantor
~ 1.2 vegades més gran al limbe que al centre. En el nostre codi utilitzem la formulacié
seguint Meunier et al. (2010a),

4
) = (L) (10
on AT, () = a,+b,-p;+c, u?. Els coeficients utilitzats son a,, = 250.9, b, = —407.4
ic, =190.9 de tal manera que ¢, ~ 1 al centre del disc i ¢;, ~ 1.16 a prop del limbe per
una estrella de tipus solar.

Series fotomeétrigues

Un cop hem obtingut el flux integrat a tot el disc (Eq. 7), es normalitza respecte el
flux de la fotosfera immaculada i es convoluciona amb la funcié de transmissivitat d ‘un
filtre, T+ (M)

Zj f;h + Af] )
J
Zj fph
en aquest punt i en el cas que T;(\) = 1 obtenim una serie temporal d espectres de
flux bolometric. Per una funcié T arbitraria, i integrant per totes les longituds d ona,

s obté el flux instrumental normalitzat i en una banda determinada, B de la superficie
heterogenia de 1"estrella.

Fo(A 1) = T, (1)

Pt = / £\ ) dA (12)

A

Series espectroscopiques

Per simular els observables derivats de mesures espectroscopiques —velocitat ra-
dialiindexs d activitat— es correlaciona un espectre d “alta resolucié (R > 100 000) amb
una mascara especifica per un tipus espectral determinat, de linies préviament selec-
cionades a fi de minimitzar la seva variabilitat a causa d "activitat estel-lar.

En el codi StarSim hem utilitzat els espectres sintetics dalta resolucié Phoenix
(Husser etal. 2013) per calcular les funcions de correlacié creuada (CCF) entre els espec-
tres i la mascara. Donat que per tal de ser sensibles a variacions de velocitat per efecte
Doppler de pocs metres per segon, la resolucio dels espectres ha de ser necessariament
molt alta amb el conseqlient problema computacional que ocasiona. Per aquest mo-
tiu, el mode espectroscopic del codi treballa a 1’espai de les CCF, en lloc del seu espai
natural dels espectres.

En primer lloc es correlacionen els espectres de cadascun dels tipus de superfi-
cie (ph,sp,fc) amb la mascara corresponent al tipus espectral de 1’estrella que modelit-
zem. En els espectres de Phoenix, s inclou una model-litzacio dels efectes de blueshift
convectiu que volem substreure per incorporar un model més sofisticat de CIFIST 3D
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(Ludwig et al. 2009). El procediment consisteix en ajustar un polinomi de grau baix al
bisector de la CCF calculada amb els espectres de Phoenix, per després integrar els
bisectors dels models CIFIST 3D.

La manera de procedir per integrar la superficie heterogenia en aquest mode con-
sisteix en assignar una CCF a cada element de superficie, que s’escala d’acord amb
els seus elements projectius i el seu flux espectral (obtingut de forma analoga en el cas
fotometric, veure equacions anteriors) tenint amb compte el tipus de superficie que
ocupa la cel-la. Addicionalment, a cada CCF se li afegeix el desplacament Doppler cor-
responent A; = A + A\,

-wsini, sinf;sin ¢; (13)

1
AN; =8.05-\- o Ryor
on ¢, i ¢, son les coordenades colatitud i longitud de 1"element de superfice j, i w la
velocitat angular de rotacié (Eq. 6).

La CCF resultant de la superficie integrada s obté de la suma de totes les CCF par-
cials

CCF(v) = > CCF;(v) (14)

Es poden distingir dos efectes principals en la modelitzaci6 de la velocitat radial.
L’ efecte Doppler provocat per la diferent velocitat de les cel-les que componen el reti-
culat del model i les caracteristiques espectrals en funcié del tipus de superficie (im-
maculada, taca o facula); i 1"efecte de la conveccié. La Figura 4 mostra un model d ‘'una
sola taca amb facula (casos @ = 0 (vermell)/@Q = 3 (blau)) que rota en una estrella de
tipus solar amb P,,, = 25 dies. Les corbes puntejades mostren el senyal de RV tenint
en compte només | efecte del bloqueig convectiu de la taca. S’observa que és una fun-
cié simetrica respecte el pas de la taca pel centre del disc, que correspon al moment
en que el bloqueig convectiu és maxim a causa de la geometria del camp de velocitats.
Les linies discontinues mostren 1 efecte Doppler, que mostra també un perfil simeétric
respecte el pas pel centre. La meitat esquerra de 1’estrella mostra blueshift (v < 0) i
la meitat dreta, redshift (v > 0). Quan en una d aquestes meitats hi ha un element de
superficie activa, el fet de tenir una temperatura diferent presenta una emissivitat di-
ferent i per tant el balanc Doppler hemisferic es trenca. Finalment, en linies continues
es mostra |’efecte conjunt. El resultat és un senyal asimetric —a causa del terme con-
vectiu, que sempre és positiu'— i assoleix els extrems en un punt intermig, resultat de
1" equilibri velocitat i emissivitat de la superficie radiant d ‘acord amb els models de
limb-darkening/limb-brightening.

La Figura 5 mostra un exemple de corbes generades per StarSim 2 utilizant els parame-
tres de la Taula 1.

1. Cal mencionar que, malgrat el terme convectiu durant el transit de la taca déna sempre com a resultat
un comportament net de blueshift (v < 0) 1’efecte que es mostra al grafic és sempre positiu a causa de la
substraccié de la velocitat sistemica (constant) durant el pas de la taca.
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Figura 4: Senyal de velocitat radial per un sistema d’una taca equatorial i 1.6-1073
superficies estel-lars per un equivalent solar (P,,, = 25 dies). En linies discontinues
es mostra exclusivament 1’efecte Doppler, mentre que en linies puntejades es mostra
"efecte convectiu. L efecte total del bloqueig de la conveccid per la regié activa i el
desplacament Doppler es mostra en linies continues. En vermell, el model dactivitat
no presenta facula (Q =0)ien blau @ = 3.

StarSim 2 i el problema invers

En la versié inicial de codi StarSim, la integracié de la superficie té lloc per suma
de les cel'les elementals de mida configurable. Aquesta implementacié imposa sobre el
temps calcul un ordre algoritmic ~ 2 només en 1’escombrat de 1"area ocupada per les
regions actives, cosa que limita la resolucié dels elements de superficie per tal que el
temps d“execucié del codi sigui raonable. Cal tenir en compte que el flux d "execucié del
codi consisteix en un triple loop: i) recorrer les époques per les quals mostrejar les cor-
bes dels observables, i) recorrer totes les taques i, i1 ) recorrer totes les longituds d “ona
dels espectres dels elements de superficie. Tot i que aquesta estrategia d integraci6 té
avantatges com la lliure disposicié de pixels actius per configurar formes arbitraries de
les taques, per contra no permet la generacié eficient de les séries temporals, aspecte
clau per a la inversié de corbes.

El problema directe consisteix en: donat un mapa de taques & i un conjunt de pa-
rametres fisics del sistema, 6, calcular els observables fotometrics i/o espectroscopics,

X(t) = F(8,0) (15)

on X(t) representa la serie temporal dels observables. F és el model StarSim.
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Figura 5: Exemples de corbes generades per StarSim 2 per una estrella de tipus K5V i
un mapa compost per una sola taca equatorial de radi 2°.

Parametres: T,z = 4500K, AT, = 800K, ATy, = 150K, P,,, = 7.0d, i = 90°1 sense
rotacid diferencial (d4;4 = 0). En negre es representa la sortida per @ = 01 en taronja per
@ = 3, mantenint constant tots els altres parametres de la simulacié. Els asterix (*) al
bisector i FWHM indiquen quantitats respecte la mitjana de la série, BIS® = BIS — (BIS)
i FWHM® = FWHM — (FWHM). La linia discontinua indica el pas del centre de la taca
pel meridia.

XXV



Resum de la Tesi

XXV

Taula 1: Parametres estel-lars i de simulaci6 de les corbes d“exemple de la Figura 5.

Parametre Valor
Rang espectral (nm) 450-900
T.s5 (K) 4500
logg 4.5
Contrast de temperatura de taques,

AT, (K) 800
Contrast de temperatura de facules,

AT}, (K) 150
Ratio facula/taca, Q 0/
Periode de rotacid, P, (dies) 7.5
Inclinacié eix rotacié, 7 (°) 90
Constant de rotacié diferencial, § 0
Vida mitjana taques (dies) 50

Desviacié vida mitjana taques (dies) 20
Ratio evolucid de taques (°/dia) 1.5

El problema invers consisteix en trobar les causes que provoquen un determinat
comportament en un sistema fisic. En el cas que ens ocupa, el nostre interes és trobar
el mapa de taques i els parametres estel-lars.

En un sistema simple duna sola taca, és relativament facil i barat computacio-
nalment invertir les dades i trobar els parametres i coordenades de 1"Unica taca. No
obstant, en sistemes més complexos i realistes, es necessiten un grup de taques per
modelitzar satisfactoriament un sistema. Llavors la complexitat en el procés d‘inversid
augmenta considerablement, de manera que converteix el problema en un repte com-
putacional, i molt sovint haver de tractar amb aproximacions a la solucié optima.

El codi StarSim 2 ha estat optimitzat considerant les taques com un sol element de
superficie. Aixi, es calcula el flux de la fotosfera immaculada i s"afegeix el diferenci-
al de flux de les regions actives, escalades a 1’area que ocupen. Com a contrapartida,
aquesta aproximacié provoca aparicions i desaparicions de les taques en el limbe de
forma sobtada. Tanmateix, amb sistemes de taques petites, aquestes desviacions es fan
negligibles.

El problema invers fotometric

El problema de determinar la superficie tacada juntament amb els parametres es-
tel-lars que fan que el model StarSim 2 reprodueixi les variacions fotometriques ob-
servades és 1 objectiu d ‘aquesta part per 1'importancia de les seves aplicacions en la
determinacié dels efectes cromatics que indueixen les taques en els transits planetaris
en |’observacié espectrofotomeétrica de precisié per la caracteritzacié d exoatmosferes
planetaries.

XXV



Resum de la Tesi xxVi

k Fsp(Tsp’ B),60

Fsp(Tsp, B) . 6M

AN

Fon(Ton. B, 1- (80 + O1)

Figura 6: Esquema de fotosfera activa separant part modulant i no-modulant. El model
es composa d un casquet polar, sense contribucié a la modulacié de la corba de llum
amb un filling factor d,; i una petita taca equatorial amb un filling factor dinamic de
valor maxim d,,. F(-). La notacié §,,. F(-) representa la brillantor de cada element de
superficie.

Fonaments analitics

A Rosich et al. (2020) es demostra la capacitat de la fotometria multibanda per la
resolucio del problema invers fotometric. Si separem la cobertura de taques (filling fac-
tor) de la supericie estel-lar en una part modulant i una no-modulant obtenim una re-
presentacié molt favorable per interpretar el grau d “indeterminacié del sistema d “inversié.

La figura 6 mostra un esquema d “una superficie activa tipus, amb dues taques ca-
dascuna amb un comportament dinamic diferent. Qualsevol superficie arbitrariament
tacada es pot reduir a un filling-factor modulant i no-modulant. Tot i que tots els ele-
ments de taques tenen, en realitat, un comportament modulant donat que tots tracen
una trajectoria sobre 1’esfera de propietats radiatives variables amb el temps, es po-
den definir estructures continues de regions actives tals com casquets polars o bandes
equatorials que de manera integrada el seu efecte no varia amb el temps.

En funcié del nombre de bandes fotometriques observades simultaniament d ‘una
estrella activa obtenim la segiient casuistica:

e Si sols disposem d’observacions en una banda fotometrica, el problema invers
només pot determinar el filling-factor modulant. Tant la part no-modulant com
la temperatura de contrast de les taques quedara indeterminada. Aquest cas re-
presenta la gran majoria de campanyes observacionals relacionades amb exopla-
netes tant des de la Terra com de 1'espai. Molts autors assumeixen temperatures
de taques mitjan¢ant relacions calibrades empiriques (p.ex. Berdyugina 2005) i es
negligeix 1'efecte de possibles components no-modulants.

e En el cas de disposar dues bandes fotometriques, es pot determinar tant el filling
factor modulant com el contrast de temperatura de les taques AT, malgrat la
solucié del sistema esdevé bivaluada i s"obtenen dos valors de temperatura dife-
rents.
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e Finalment, si es disposa de tres o més bandes la degeneracié en la determinacio
del problema invers es trenca i es pot determinar univocament les tres variables
rellevants del problema (6, dy, and AT,,). Tanmateix, la determinacio de la com-
ponent no-modulant (J,) és molt complicada ja que que el debil efecte cromatic
roman estatic. Analogament i pel mateix motiu 1 efecte de contaminacié croma-
tica sera també petit i/o negligible. Aquesta circumstancia fa que la determinacié
de §, només sigui possible quan les bandes cobreixin regions espectrals molt dis-
tants i amb una precisi6 fotometrica molt alta.

Model d activitat de WASP-52 i efectes cromatics en transits
planetaris

Una de les nombroses aplicacions de la modelitzacié fisica de la modulacié rotaci-
onal d’estrelles actives és 1 analisi i correccid dels efectes cromatics que les superficies
heterogenies imprimeixen sobre les observacions espectrofotometriques de transits.

Com a cas d ‘exemple hem analitzat series temporals de fotometria multibanda (BV-
RI) de 1’estrella WASP-52 obtingudes des dels observatoris STELLA (1.2-m, Tenerife) i el
Joan Oré (0.8-m, Montsec) durant un perfode total de gairebé 600 dies dividits en dues
campanyes d “uns 200 dies i un periode intermig no observat. Aquest monitoratge de
llarg termini ens ha permes determinar una estimacio6 de la temperatura mitjana de
les taques, aixi com una serie absoluta de filling factor, a més de la mesura del periode
de rotacié estel-lar. Addicionalment, el model obtingut és compatible amb abséncia de
facules.

Al llarg de la Tesi s estudien detalladament les degeneracions inherents al proble-
ma invers. Es important remarcar que malgrat amb fotometria multifiltre es puguin
obtenir univocament les components estatica i modulant del filling—factor, a més de la
temperatura de les taques, no implica 1"obtencié d'un mapa de superficie tnic, sin
el que només podem garantir un perfil temporal absolut de filling-factor projectat i un
mapa de filling-factor longitudinal projectat (veure Figura 6.4). En el cas d "estudi con-
siderat, hem fixat una inclinacié de 1 "eix de rotacié de WASP-52 de 90°, i per tant, tenim
com a minim la degeneracié hemisferica a més de la degeneracié latitud-mida de la
taca que amb dades de precisié terrestre no es pot resoldre amb univocitat.

El principal observable dels transits planetaris és la seva profunditat observada
en una longitud d“ona determinada (2, ). Aquesta magnitud essencialment depen de
la ratio de radis del planeta i 1’estrella, de les propietats de la propia estrella —limb
darkening— pero en estrelles actives, també de les inhomogeneitats del fons estel-lar
(Figura 7). Aquestes variacions induides per estructures actives poden representar una
variaci6 d“entre un 3% i un 12% de la profunditat observada, depenent “estat de la co-
bertura de taques i per a WASP-52 en el periode analitzat. Aquesta variabilitat té una
afectacié fonamental per a [’estudi d atmosferes planetaries donat que la contribu-
cio6 real de les especies atmosferiques sobre la profunditat espectral és, tipicament, de
"ordre de 1073 de manera que s imposa el coneixement de 1”estat de la fotosfera en el
moment del transit per a futurs investigacions d ‘espectroscopia de transmissié amb les
properes missions espacials ARIEL i James Webb Space Telescope.
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Figura 7: (a) Profunditat dels transits simulats en funcié de . Assumint una fotosfera
immaculada (Iinia vermella) i tacada (banda gris) (b) Contribucié de les taques a la
profunditat dels transits per tota la simulacié de WASP-52 (gris), i per dos transits que
exemplifiquen casos dalta i baixa activitat.

Els procediments de modelitzacié de superficies estudiats, permeten corregir els
efectes de les regions actives sobre la profunditat dels transits, assolint uns residus de
poques parts en cent mil, que és el requeriment de les missions en les quals treballem
i per les quals la correccié de 1"activitat magnetica és essencial per al seu exit.
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Chapter 1

Introduction

1.1 The exoplanet revolution

Since the announcement of 51 Pegasi b (Mayor et al. 1995) nearly 5000 planets have been
discovered, most of them employing the photometric transit and radial velocity meth-
ods. But it was not until the discovery of the transiting HD 209458 b (Charbonneau et
al. 2000) that it was possible to determine both a planetary mass and radius, and there-
fore, to obtain an estimation of its density and allowed the comparison among differ-
ent internal structures and compositions, gaining increasingly more knowledge about
these new worlds. Current statistics show that exoplanets are very common around
stars to the extent that every star has, statistically at least, one planetary companion on
average (for FGK stars, Kunimoto et al. 2020; Hardegree-Ullman et al. 2019, for M stars).
Various techniques have been used to detect exoplanets, most of them being indirect
methods because planets can generally not be imaged but, instead, a detection can
be made by measuring tiny effects induced on host stars. Among the most successful
techniques are the Doppler spectroscopy and transit methods.

Doppler spectroscopy was very successful in the detection and confirmation of the
first exoplanets (Mayor et al. 1995; Marcy et al. 1996) and has culminated in the de-
tection of Earth-like planets around nearby stars such as Proxima Centauri (Anglada-
Escudé et al. 2016b), Barnard s star (Ribas et al. 2018) or Teegarden s Star (Zechmeister
et al. 2019a). This technique is the same used for decades in the field of spectroscopic
binary stars and consists of measuring the periodic shift of spectral lines due to the
relative radial motion between the target star and the observer. The measured radial
velocity, in astronomer-friendly units, is found to be (Duric 2003)

m

VM ayg

where m and M are the masses of the planet and star in solar units, and a, is the orbital
semi-major axis in AU.

v, [km s™1] ~ 30 sin (1.1)

Until the advent of space-based photometric telescopes (COROT, Kepler, TESS, ...)
the Doppler technique has been, by far, the most prolific method for detection and
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confirmation exoplanets. This is thanks to the great stability and precision of the spec-
trometric instruments developed for such purpose, e.g. HARPS (Pepe et al. 2005) and
CARMENES (Quirrenbach et al. 2014), the latter being particularly optimised to ob-
serve cool dwarf stars in the red and near-infrared spectral domain. Great advances
in this field are expected in the near future, with the coming online of instruments like
ESPRESSO (Pepe et al. 2021), which is reaching precisions ~ 10 cm/s and will open an
entirely new window of opportunity to detect small and Earth-sized planets in systems
comparable to our Solar system. One of the major drawbacks of this technique is that
only the quantity m sin ¢ can be inferred, therefore only a minimum mass can be deter-
mined for a planet candidate.

The transit method is based on the detection of a small drop in stellar brightness,
that occurs when a planet crosses in front of the star as viewed from the Earth. The
decrease in flux is typically below 1% and depends on the star-planet radius ratio. Al-
though this method is especially powerful and a wealth of information that can be ob-
tained, the probability of having transits for a randomly oriented planetary system is
<~ 1%. The first detection of a transiting planet was announced by Charbonneau et
al. (2000) and consisted of a gas giant orbiting the GO dwarf HD 209458 in Pegasus.

Considering circular orbits, transits and eclipses will occur if the following condi-
tion is satisfied,
agcosi < R, + R, (1.2)

where R, and R, are the radii of the star and planet, respectively. a, is the semi-major
axis of the planet’s orbit, and i is the inclination of the orbital plane. By assuming a
random distribution of the inclinations, the probability of a star with a planet to be
transiting is,

R, +R, R

Prob,, = =, (1.3)
) )

Just to mention some examples, the transiting probability for a system like Sun-Earth

is4.7-1073, for a close-in Earth-like planet in a cool M—dwarf like TRAPPIST-1 b is 4.8%,

and in case of hot Jupiters, this probability typically rises up to ~ 10%.

The fundamental magnitude to be taken into account is the transit depth, which
also determines the photometric precision needed to significantly detect transit events.
If we consider the star as a uniform disc in brightness, the relative variation in flux can
be written as

2 2
D AF _ WR]%B* — WRZZ,BP _ & - B, - & (1.4)
F, TR2B, R, B, R, )’ '

where B, and B, are the spectral flux densities of the star and the planet, respectively.
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Figure 1.1: Exoplanet discoveries by radial velocity, transits, and other methods —
gravitational lensing, TTV, direct imaging— The color in sidebar represents the pub-
lication year. Two main groups are observed: at the top left there is a cluster of plan-
ets discovered through ground-based transiting method (WASP, HAT, KELT, XO, ...);
while at the top right are located the first discovered planets by the RV method. The
solid black line shows the 1 m/s limit of most modern spectrographs. Below we find
some planets found by space photometric telescopes such as Kepler, but also by RV e.g.
GJ699b (Barnard b). The lower shaded area indicates the regime where stellar activity
may induce effects comparable to the planetary signals thus representing a challenge
their detection. The Earth position is marked and it becomes apparent that a proper
understanding of stellar activity, together with a step forward in the capabilities of the
instrumentation, will be needed for the detection of Earth analogues. Designed with
data from exoplanets.org (24/6/2020).


exoplanets.org
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By combining the Doppler technique with transit observations one can obtain a
comprehensive description of the planetary system including a precise determination
of the orbital parameters, that may allow ulterior precise measuring of transit timing
variations (TTV) to infer the existence of new and non-observed planets around the
star.

Another breakthrough was done soon after the discovery of the first transiting plan-
ets by observing the spectral signature across the stellar disc while the planet crosses
and measuring the transit depth dependence on wavelength. This feature led to the
detection and characterisation of the first exoplanetary atmospheres (Charbonneau et
al. 2002) in HD 209458 b. The periodicity of transits gives the unique opportunity to
observe known transiting planets in schedule to study planetary atmospheres by trans-
mission spectroscopy technique. The core idea behind transmission spectroscopy is
that the planetary transit depth has a chromatic dependence since its atmosphere ab-
sorbs selectively certain wavelengths according to its properties.

The measured transit depth as a function of wavelength constitutes the exoplane-
tary transmission spectrum. This has been revealed as a flourishing and acknowledged
technique (Seager et al. 2000; Tinetti et al. 2007; Swain et al. 2008; Fortney et al. 2010;
Burrows 2014; Sing et al. 2015; Tsiaras et al. 2019) and opens the possibility of study-
ing the chemical (composition, abundances) and physical (thermal structure, pressure
profile) properties of the atmosphere.

The generation of theoretical forward models of atmosphere transmission spectra
involves radiative transfer calculations and it is a very time-consuming computational
task. Therefore we have to study the atmosphere behaviour from a synoptic point of
view. A magnitude that explains large features is the pressure scale height, H, which is
the change in altitude where the pressure drops by a factor e. By assuming hydrostatic
equilibrium and the ideal gas law, the parameter H can be written as (Kreidberg 2018),
kgT.

o eq (1.5)
ng

H =

where kp is the Boltzmann constant, T, is the equilibrium temperature, u the mean
molecular weight and g the surface gravity. The amplitude of the observed atmosphere
features is given by

(R,+nH)*> R? _2nR,H

R? R2 ™ R?

where n is the number of scale heights over which the signal is produced. The last
approximation relies on the assumption of a thin atmosphere in comparison with the
planetary radius, R, > H.

6}\:

(1.6)

The optimal candidates for transmission spectroscopy are low-density planets with
atmospheres of low mean molecular weight (hydrogen-dominated) and high equilib-
rium temperatures, thus favoring hot, giant gaseous planets (Stevenson 2016; Kreidberg
2018). Even for these, the observed transit depth effects induced by the planet’s spectral
features are of order 1073, which makes their detection very challenging, particularly
in the case of active host stars, where other sources of variations are expected.
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Future space-based telescopes such as the JWST (James Webb Space Telescope;
Gardner et al. 2006) and the Ariel (Atmospheric Remote-sensing Infrared Exoplanet
Large-survey; Tinetti et al. 2018) missions are designed for this purpose. The latter
will carry out a comprehensive, large-scale survey of the chemical compositions and
thermal structures of the atmospheres of ~ 1000 known transiting exoplanets in the
optical and near-infrared (NIR) wavelengths (0.5 to 8 um) following its expected launch
in 2029 (Tinetti et al. 2018; Encrenaz et al. 2018).

As has been shown by many studies (e.g. Boisse et al. 2009; Lagrange et al. 2010;
Oshagh et al. 2013b; Oshagh et al. 2014a; Robertson et al. 2015a; Perger et al. 2017),
exoplanet search and characterisation methods may be affected by stellar activity ef-
fects, which hamper the identification of true planetary signals. Therefore, a detailed
understanding of the different scales and magnitudes of these magnetic phenomena is
crucial to overcome the difficulties, particularly in the new cutting-edge instruments
able to offer long-term stability below 0.5 m/s in Doppler measurements and high-
precision photometric space-based telescopes intended for atmosphere studies aimed
at reaching precisions of a few parts per 10° in spectrophotometric fluxes. Such level of
instrumental accuracies imposes a major challenge in the activity correction strategies.

1.2 Time-series analysis in exoplanet science

A common problem in many fields of Astronomy, consists of determining periodicities
in observational data, usually with poor sampling and low signal-to-noise ratio. In
these conditions, the analysis of periodic signals, which may contain not only a single
periodicity but a superposition of signals coming from various physical phenomena,
requires the use of specific algorithms to correctly extract the information.

The exoplanet detection by means of radial velocity method (RV), the observational
RV time-series are searched for periodic signals. The signals detected are either asso-
ciated with the reflex Keplerian motions caused by one or more exoplanets in orbit
around the star and from stellar magnetic activity effects manifested in phenomena
such as dark spots or bright faculae on the stellar surface (e.g., Queloz et al. 2001; Perger
etal. 2019).

Lomb (1976) & Scargle (1982) developed a methodology, dubbed Lomb-Scargle (LS)
periodogram, to identify coherent periodic signals in unevenly spaced time-series data.
This technique overcomes problems caused by Fourier transformations in such data
and relies on the calculation of a full sine y2-fit of the form y = a cos(wt) + bsin(wt) +c¢
for a range of frequencies. LS and LS-based periodogram techniques have been widely
employed within the astronomy community because of their simplicity and computa-
tional efficiency.

A generalisation of this method, the GLS, was presented by Zechmeister et al. (2009),
and considers both uncertainties and a zero-point offset for the data. Because of its
simplicity and effectiveness, the GLS is commonly used as the first tool to search for
periodic signals in RV time series data (Wittenmyer et al. 2014; Robertson et al. 2015a;
Robertson et al. 2015b; Perger et al. 2017).
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Several authors have proposed further improvements to the LS algorithm. Cum-
ming (2004) considers a Keplerian model as the fitting function, which provides better
performance in cases of high orbital eccentricity. In such cases, the RV curve devi-
ates significantly from a sinusoid resulting in the detection of harmonic frequencies
in the classical GLS. The Bayesian-GLS (Mortier et al. 2015) employs Bayesian statis-
tics to select the most likely period when two or more signals are of similar signifi-
cance. Regarding the assessment of the significance of multiple signals, Baluev (2013b)
provides a general framework for the detection of multiple sinusoidal components in
noisy datasets. For a detailed comparison of the different methodologies see Siiveges
et al. (2015).

In hierarchical planetary systems, where each planet induces most of the RV vari-
ability in its relevant period domain, iterative periodogram computations are done via
the so-called prewhitening technique. This procedure identifies the statistically most
significant period in the RV data, subtracts the best-fit sinusoidal model, and then con-
structs the GLS periodogram from the remaining RV residuals. This process is repeated
until no significant signals are left. The threshold for signals being tentative or signif-
icant is typically adopted as the 1 and 0.1% false alarm probability (FAP) either calcu-
lated by bootstrapping randomisation (Murdoch et al. 1993) or from the Horne number
of independent frequencies (Horne et al. 1986). Note that the adoption of the 0.1% FAP
criterion is mostly based on experience rather than on a robust mathematical frame-
work. The prewhitening approach, however, might be doubtful in certain multisignal
configurations and may lead to spurious and/or missing detections, bias or distort sig-
nal parameters as we show later.

1.3 Stellar activity

The concept of stellar activity encompasses all effects that modulate the brightness
emitted by the star caused by internal magnetic processes. The coupling between stel-
lar rotation and convective envelopes generates a variety of phenomena such as the
emergence of dark spots and faculae on the photosphere or granulation, which conse-
quently induces chromatic variations in flux and distortions in the spectral lines (Berdyug-
ina 2005; Strassmeier 2009).

Cool (FGKM) stars with convective envelopes are affected by magnetic processes
that induce a wide variety of surface phenomena (Donati et al. 2006, e.g.). The dynamo
theory (Simon et al. 1987) explains the mechanism by which stellar rotation is an es-
sential part for understanding the magnetic field generation in electrically conducting
plasma in a turbulent environment. The turbulence in the magnetic flux leads to the
formation of small areas in the surface where the density of magnetic field is particu-
larly high. These areas are starspots, faculae and plages.

1.3.1 Multiscale approximation to stellar variability

We classity the types of stellar variability according to their timescale. High-frequency
activity encloses stellar oscillations, pulsations and granulation, with a typical time-
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Figure 1.2: Detail image of the Sun’s photosphere showing the convective cells.
Brighter grains are hotter than darker ones and come out to the surface imprinting a
positive radial velocity, while cooler plasma goes down giving a negative contribution,
but with a lower weight due to their lower flux. Image taken by Daniel K. Inouye Solar
Telescope in Haleakala Observatory (Hawaii). Credit: NSO/NFS/AURA under Creative
Commons Attribution 4.0 International (CC BY 4.0).

scale of minutes. Cool stars have convective envelopes that can give rise to p-mode
oscillations propagated through their stellar interiors. In spite of having typical ampli-
tudes of ~ cm/s, constructive interference of several modes can raise amplitudes to the
range of a few m/s (Dumusque et al. 2011b). Granulation and supergranulation phe-
nomena are produced by convective flows due to thermal transport. Figure 1.2 shows a
high-resolution image displaying convective cells. Brighter structures are hotter than
darker ones and move out to the surface imprinting a positive radial velocity, while
cooler plasma goes down giving a negative contribution, but with a lower weight due
to their lower flux. Surface-integrated measures give residual RV amplitudes in the
domain of a few m/s (Meunier et al. 2015; Cegla et al. 2018).

Low-frequency activity features are related to magnetic stellar activity and com-
prise heterogeneous surface rotation and magnetic cycles. This regime is the most
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Figure 1.3: Solar Dynamics Observatory (SDO) images of an immaculate solar photo-
sphere (lef?), and active spotted Sun during the Venus transit in 2012 (righz). Credit: SDO
(Solar Dynamics Observatory, NASA).

challenging as the frequencies and amplitudes can be confused with those planetary of
the signals searched (e.g. Lanza et al. 2003; Lagrange et al. 2010; Dumusque et al. 2011a).
Amplitudes in RVs of these signals range from a few m/s to hundreds of m/s for young
active stars. Magnetic cycles show timescales of the order of years with amplitudes
rarely above ~ 1 m/s in RV (Santos et al. 2010; Olah et al. 2016). Besides, these sur-
face inhomogeneities can modify the transit depth and bias the determination of plan-
etary parameters. The presence of dark spots in a moderate activity regime may lead to
anomalies in planetary radius up to 4% smaller than the real, as well as the transit dura-
tion may be modified (Oshagh et al. 2013b). In addition, depending on spot size, stellar
contamination signals can be more than an order of magnitude larger than the transit
depth changes expected for atmospheric features in rocky exoplanets (Kreidberg 2018).
Spot-crossing events can also induce abrupt variations in the transit shapes (a simula-
tion can be seen in Figure 1.4), as well as induce variations to the expected monotonic
negative slope of transit depth curve with wavelength (Mallonn et al. 2018).

Figure 1.3 displays Solar Dynamics Observatory (SDO) images of an immaculate
photosphere Sun, and active spotted Sun during the Venus transit in 2012.

1.4 Effects of stellar activity on the observables

1.4.1 Chromatic effects on planetary transits

Active regions can produce significant alterations on the measured planetary transit
depths (Lagrange et al. 2010; Meunier et al. 2010b; Barros et al. 2013; Oshagh et al. 2014a).
Inhomogeneities on the stellar photosphere can induce chromatic effects (Sing et al. 2015),
which, in the case of unocculted spots, can be very similar to the signature of atmo-
spheric Rayleigh scattering (Rabus et al. 2009; McCullough et al. 2014). Rackham et

10
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al. (2018) studied their influence in M dwarfs and find it to be up to ten times larger
than the effect expected from atmospheric compounds even at NIR wavelengths. Al-
though find the influence of surface phenomena in FGK stars to be generally lower
and possibly only measurable for active stars, those studies challenge the reliability
of retrieved transmission spectra, at least under certain circumstances. Clouds and
hazes can also produce chromatic effects, introducing a Rayleigh-like slope and grey
opacity, respectively (Pinhas et al. 2017). Distinguishing the different contributions to
wavelength-dependent transit depth variations is therefore of crucial importance, and
this calls for sophisticated modelling of photospheric inhomogeneities.

1.4.2 Effects on RVs

Radial velocity measurements on active stars are also prone to stellar variations. Inho-
mogeneities on the stellar surface such as dark spots contribute to break the balance
between the two halves of a rotating star. The effects that contribute the most to imbal-
ance the flux are the Doppler shift due to the flux contrast, and the convective blueshift
inhibition produced by these active regions (Dumusque et al. 2014). Other effects with a
relevant contribution are the limb darkening of the quiet photosphere and limb bright-
ening of faculae.

The RVs induced by heterogeneous surfaces are in the range of few cm/s to tens
of m/s depending on the spectral type and the level of magnetic activity. These signals
may hamper the detection of planetary signals, particularly at the current level of 1
m/s precision for the search of Earth-mass exoplanets. Even though for a quiet star,
achieving a long-term accuracy of 0.5 m/s is mandatory to detect Earth-twins.

The effect of RV signals on the searches of small planets led to various controver-
sial announcements (Robertson et al. 2014; Rajpaul et al. 2016) because of the statistical
analysis performed or the existence of spurious signals related to stellar rotation. This
is a tale of caution when analysing RV data, and emphasises the need of a robust and
precise modelling of these effects, that, even with the aid of stellar activity indices de-
rived from spectroscopic data, which in principle, are not affected by true Keplerian
signals. However, it is also obvious that precise modeling of spot properties can help
to disentangle and correct for stellar activity effects, thus enabling the detection of ex-
oplanet signals that would otherwise be hidden within the stellar RV activity signals.

An interesting phenomenon and a potential rich source of information occurs dur-
ing a transit when RV measurements are taken, and it is known as the Rossiter-MacLaughlin
effect (RM) (Rossiter 1924; McLaughlin 1924). When a planet transits its host star, dif-
ferent regions of the apparent stellar disc are occulted. This produces an anomaly in RV
signal as the planet transits across the blueshifted and redshifted hemispheres (Triaud
2017). The shape of this effect depends on planet orbital parameters, and in particu-
lar on the relative positions of the stellar spin axis and the orbital angular momentum
vector (Triaud et al. 2009). Furthermore, analysis of the RM effect has proved to be
effective in the detection of differential stellar rotation and in determining spatially-
resolved stellar spectra (Cegla et al. 2016).

The semi-amplitude of the RM effect also scales with the planetary radius. Snellen
(2004) proposed a technique to retrieve transmission spectra by measuring the variation

11
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of the RM amplitude at different wavelengths, using chromatic Rossiter-McLaughlin
observations. Similarly to RV measurements, chromatic RM is also affected by surface
inhomogeneities, which can mimic broadband features, such as the Rayleigh scattering
slope, in their retrieved transmission spectra (Boldt et al. 2020). The planet-to-star
radius ratio effect can lead to variations of up to 10%, resembling the signature of light
scattering in the planetary atmosphere (Oshagh et al. 2014D).

1.4.3 Surface modelling: Turning noise into signal

Stellar activity has been considered traditionally as a source of noise since it can dilute
the signals of interest such as the photometric depth of a transit or the radial velocity
modulation of Keplerian motion. However, when high-precision data are available,
becomes possible to infer the presence of some structure behind the generation of stel-
lar noise. In some studies, stellar activity is treated as a black-box correlated noise
process (e.g. Feroz et al. 2014) such as ARIMA or ARMA correlated noise models and
it is known that noise in photometric observations in transits is often correlated (Pont
et al. 2006). Coloured noise —understood as mixtures of white noise and long-term
correlated noise— induce false positive detections since correlated data contain less
information than in case of a pure white noise process.

Hitherto, the lack of a synoptic and systematic technique to properly debias the
stellar activity affected observables has made this problem a capital issue in exoplanet
research for the last decade up to now.

A good understanding of how activity affects observables is essential in the search
for Earth-like planets, where <~ 0.5 m/s long-term radial velocity stability is required.
Even though the last generation instruments are capable of achieving these stabilities,
without a thorough and effective understanding of stellar activity, the detection of these
planets will not be feasible.

Starspots Starspots are created by local magnetic field variations on the surface of
stars. In the regions where the magnetic flux is sufficiently strong, the convective up-
ward motion is inhibited. This results in an area where the plasma flow, which is hotter
than the surrounding region appears to be visually darker (Berdyugina 2005).

As starspots are a visible consequence of the charged plasma motion and meso-
scopic behaviour of the magnetic dynamo, these active regions are the perfect trac-
ers of stellar activity and allow the precise determination of rotation periods, differ-
ential rotation and, potentially, opens a door to deeper researches on the —yet poorly
understood— magnetic structure and behaviour of energy transfer in convective stars.
Most likely, all late-type stars, either fully convective or with an outer convective enve-
lope can develop spots on their surface.

Starspots and transiting exoplanets Brightness inhomogeneities caused by magnetic
effects in the form of spots or faculae modify the derived parameters of transit events
and in case of transmission spectroscopy could lead to mimic spectral features found
in exoplanet atmospheres (Oshagh et al. 2014a; Sing et al. 2015).

12
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Figure 1.4: Simulated multiband transits on a spotted surface. The synthetic map con-
tains five static (non-evolving) spots on a star T = 5000K, AT, = 700K and P, =
15days. The gray band depicts the path of the transiting planet (r/R, = 0.1, b, = 0.15
and P, = 1.58 days) and appears curved shaped due to the Lambert projection used to
show the map, and therefore the most peripherical spots are not actually visible from
the observer’s line-of-sight. The innermost gray circle indicates the visible side of the
sphere.

Inhomogeneities on the stellar surface can induce some chromatic effects, which
in the case of, for example, unocculted spots can be very similar to the signature of at-
mospheric Rayleigh scattering (Rabus et al. 2009; McCullough et al. 2014). The effect of
those chromatic effects on the determination of planetary and atmospheric parameters
is strongly dependent on the mean size of the spots —filling factor- and their temper-
ature contrast with respect to the photosphere. As a consequence of this, precise un-
derstanding of the stellar surface becomes of capital importance to retrieve unbiased
transmission spectra of exoplanets.

Figure 1.4 shows a multiband simulation with StarSim 2 code of a transiting planet
across an active surface. It might be noted that a bump appears when the planet crosses
a spot —if the lower brightness spot area is occulted, the overall flux of the star in-
creases temporarily with respect the rest of the transit, when the planet occults the
brighter photosphere. The effect of limb-darkening is clearly seen in the bottom parts
of the transits when observed in different photometric bands. In the redmost part of
the spectrum (I,] Johnson bands) the effect of activity dampers and the transit appears
more box-shaped.

1.4.3.1  Actwve star modelling: The State—of—the—Art

Hitherto, the most strategies to model stellar active surfaces may be divided into two
groups: i) Analytical methods and, ii) Numerical simulators.

13
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The first group encloses those formulations relying on the assumption of circular-
shaped spots, uniform temperature contrast all across the spot. Early works of Budding
(1977) and Dorren (1987) present analytical models to model dark starspots on rotating
stars. Analytic codes are, in general, very fast to compute the forward problem either
in photometry or radial velocity. The weaknesses are related to the predefined shape of
the spots and the need of using analytical simple of limb-darkening laws.

Among the most recent codes are macula (Kipping 2012), which assumes circular
spots, includes non-linear limb-darkening for photosphere and spots, differential ro-
tation and single-domain analytic function; and empirical recipes, such as FF' (Aigrain
et al. 2012), which involves the flux and its derivative, predicts the radial velocity series
given the photometric variations. The latter is based on a simple spot map composed
of only one active region, and the method assumes that photometry carries all the in-
formation needed to infer the spot distribution causing the observed velocity signal.
One of the strong points of the FF' method, is its speed and also that it is, easy to im-
plement, and only requires an estimate of the stellar radius. Thus, it is particularly
useful for processing large amounts of data from missions like CoRoT, Kepler/K2, TESS
to derive some statistical properties of the RV of the surveyed stars.

Among the second group of stellar simulators, we can find codes able to model
the star by tessellating the surface in squared cells assigning to each one a type of
surface, i.e. quiescent immaculate photosphere, spot or facula. Some examples are
SOAP/SOAP-T and SODAP-2 (Boisseetal. 2012; Oshagh et al. 2013a; Dumusque et al. 2014).
Spot Oscillation and Planet (SOAP) is a code for estimating the effect of spots and plages
on the photometric and radial velocity time series. New issues of the SOAP code in-
clude many contributions with respect to previous versions, such as a more realistic
contrast temperature of photosphere/plages and a quadratic limb darkening law and a
limb brightening effect for the plages.

S0AP-2 uses solar CCFs, therefore, their use might be limited to those stars which
are reasonably comparable to the Sun. In addition, the performance of the code makes
computing the effect of an arbitrary distribution of active regions very time-consuming,
since the simulator is designed to only consider one or few spots on the photosphere.

A number of other simulator-type forward modelling codes have been released.
A non-exhaustive list includes PyTranSpot (Juvan et al. 2018), Allesfitter (Glinther
et al. 2020), Fleck (Morris 2020), Ksint (Montalto et al. 2014). None of them allow RV
simulation and only PyTranspot and Allesfitter provide parameter estimates from
a simple photometric model. The Fleck code is more intended for generation of light
curve ensembles using simple and fast algorithm.

1.5 This Thesis

The aim of this Thesis is to produce advanced computational tools for exoplanet re-
search. The structure is composed of two parts.

The first part describes the development of a multidimensional extension to the
well-known GLS (Generalised Lomb-Scargle) algorithm. Multiplanetary systems have
revealed very common around many stars, particularly those with the lowest masses.

14
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Besides, the time series of radial velocity measurements contain numerous signals in
addition to potential planetary companions. Stellar activity patterns and spurious pe-
riodicities arising from the commonly used sampling window are the most common
complications in detecting exoplanets.

In Chapter 2, an extension to the classical GLS algorithm is presented, with the
aim of improving the performance in multi-signal datasets where signals of small and
similar amplitude are present. We demonstrate that our approach compares very well
with more sophisticated techniques, such as Bayesian inference searches, and neatly
overcomes the performance of the iterative prewhitening technique, while keeping the
code simplicity and stability.

The aim of Chapter 3 is to test the functionality of the MGLS code in real multiplan-
etary systems. We re-analysed observational data from known systems to evaluate the
detectability performance in comparison to the hierarchical approach (prewhitening).

The second part of the work deals with the effects of stellar activity on spectro-
scopic and photometric observables in the exoplanet search context. The general con-
text involves the description of the inverse problem and two relevant applications are
developed by using the code StarSim: the effect of heterogeneous surfaces on transmis-
sion spectroscopy for transits, and the activity-induced variability on observed radial
velocities.

In Chapter 4, the StarSim 2 code is described in detail.

In Chapter 5, the photometric inverse problem is explored both analytically and by
simulations with StarSim 2 through a toy model. An exhaustive account of degeneracies
found in light curve inversion is provided, and so are the requirements needed to over-
come them and in which degeneracy and what conditions are eliminated by spectral
information.

In Chapter 6, all these principles are implemented , where we fit an activity model
to BVRI multiband time-series photometry of the exoplanet host WASP-52 to retrieve a
spot map and a set of the relevant stellar parameters involved in the inversion process
(Pot, ATy, and facula area ratio).

In Chapter 7, we use the retrieved activity model fitted for WASP-52 to study the dif-
ferent sources of chromatic effects on the transit depths of simulated WASP-52 b planet.
The importance of a good understanding of chromatic effects and how to correct them
out is essential for the analysis of exoatmospheres.
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Chapter 2

MGLS: Multidimensional
Generalised Lomb Scargle
Periodogram

2.1 Introduction

Time-series analysis is a broad field of applied mathematics spanning from signal pro-
cessing to statistics. Even when limited to astronomical datasets, the diversity of ap-
plications is enormous. The most common problems range from detection of variabil-
ity and periodicity to treatment of non-periodic variability and searches for localised
events (VanderPlas et al. 2012).

This chapter focuses on periodicity detection for multicomponent signals in the
context of radial velocity and photometric time-series for exoplanet searches. Doppler
spectroscopy has been very successful in the detection and confirmation of the first
extrasolar planets (Mayor et al. 1995; Marcy et al. 1996) and has culminated in the de-
tection of Earth-like planets around nearby stars such as Proxima Centauri (Anglada-
Escudé et al. 2016a), Barnard s star (Ribas et al. 2018) or Teegarden’s star (Zechmeister
etal. 2019a).

The analysis of a periodogram of time-series radial velocity data is the usual start-
ing point to seek periodic signals that can be associated with the reflex Keplerian mo-
tion caused by an exoplanet or with stellar activity effects produced by phenomena
such as dark spots or bright faculae on the stellar surface (e.g., Queloz et al. 2001). In
the case of multiplanetary systems such analysis has been traditionally carried out in
an iterative way, known as prewhitening, and consists of subsequently subtracting the
strongest periodicity until no relevant signals are left in the periodogram.

Later in this work, we show that classical prewhitening can diminish the signifi-
cance of some periodic signals, especially in the case of low signal-to-noise ratio, de-
pending on the nature of the signals (periods, amplitudes) and the data sampling. This
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limitation can be solved by using a multidimensional approach to the periodogram
analysis.

The concept of multifrequency periodogram is not novel. Early applications in the
field of Astronomy date back to Foster (1995), who developed a statistic test in CLEANest
search code. More recently, Baluev (2013a), proposed a multifrequency statistic using
the theory of extreme values of stochastic fields to approximate false alarm probabili-
ties.

In this chapter, we present a reliable and fast extension to the very often used Gen-
eralised Lomb-Scargle periodogram for a multidimensional frequency space using si-
multaneous search, along with a procedure to assess statistical significances of multi-
frequency analysis. Our new algorithm, dubbed MGLS, is subsequently tested in real
multiplanetary systems in the following chapter.

2.1.1 Lomb-Scargle Periodogram

Lomb-Scargle periodogram techniques (Lomb 1976; Scargle 1982) are the best known
and extensively employed in Astrophysics and their use has been exported to many
other scientific fields such as genetics for finding periodic gene expression profiles
when significant proportion of information is missing (Glynn et al. 2005); or nuclear
physics for the analysis of cyclic modulations in radionuclide decay rate (Gururajan
et al. 2020); or even in finance for the analysis of high-frequency data (Giampaoli et
al. 2009). They are particularly suited for non-equally spaced data and their simplicity
of implementation and use has made them standard in the community. LS algorithms
are model-oriented and most commonly a sinusoidal wave is fit by least-squares. Al-
though LS is motivated by Fourier techniques, it is really a least-squares fit.

The LS estimator (Lomb 1976; Scargle 1982) for a time-series with zero mean, and
not considering uncertainties on data is

- 1 (ZZV z; cosw(t; _TLS))2 1 (va T, sinw(t; _TLS))Q
Prs(w) = 5—2x +5 (2.1)
> cos?w(t; —Tg) >, sinTw(t; —T11g)

where the parameter 7; ¢ can be obtained with

Zi\] sin2wt;

= (2.2)
>, Cos2wt,

tan2wrrg =

where the parameter 7; ¢ is a time reference point (¢, = t; — 7;,¢) which depends on the
frequency and time sampling, and the x2 value is not affected by time shifts.

The Lomb-Scargle periodogram (LS) presents an important drawback when data
are not uniformly distributed in time. As the model to fit does not include an offset
term, if the observational points are not evenly distributed with respect to their mean
value, the parameter estimation may lead to a largely incorrect determination of the
mean and therefore cause problems such as aliasing in period determination. A simple
remedy is proposed in the Generalised Lomb-Scargle (GLS) periodogram (Zechmeister
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et al. 2009) by simply adding a fittable offset term. An illustrative example of poor de-
tection performance in such case is given in VanderPlas et al. (2012) and reproduced in
Figure 2.1

Several authors have proposed improvements to the LS algorithms. Cumming (2004)
considers a Keplerian model as the fitting function, and this provides better perfor-
mance in cases of high orbital eccentricity, where the radial velocity curve deviates
significantly from a sinusoid. The BGLS (Mortier et al. 2015) employs Bayesian statis-
tics to select the most likely period when two or more peaks are similar in height. Re-
garding the assessment of the significance of multiple periodicities, Baluev (2013b) pro-
vides a general framework for the detection of multiple sinusoidal components in noisy
datasets.

As another limitation to take into account, the Lomb-Scargle based algorithms
only fit a single harmonic to the data (Equation 2.3). For more complicated periodic
signals such as that of a double-eclipsing binary stellar system, or simply a dataset
with multisignal content, this single-component fit may lead to the detection of false
periodicities generated from constructive interference of the real signals by convolu-
tion with the sampling.

2.1.2 Generalised Lomb-Scargle Periodogram

A generalisation of the LS method, the Generalised Lomb-Scargle (GLS), was presented
by Zechmeister et al. (2009), which considers both uncertainties and a zero-point offset
for the time-series. Because of its simplicity and effectiveness, the GLS is commonly
used as the first tool to search for periodic signals in RV time-series data (Wittenmyer
et al. 2014; Robertson et al. 2015a; Robertson et al. 2015b; Perger et al. 2017).

The Lomb-Scargle periodogram consists of optimising a merit function P(w;), usu-
ally x? or In £ based for a given range of frequencies w; to a pure sine model wave given
by

y(t) = acos(wt) + bsin(wt) + ¢ (2.3)

The parameters a,b and ¢ can be obtained by minimising

N
X* = sz[yz —y(t;))?
i1

.. This can be expressed as a linear system and, therefore be solved very

where w; =

efficiently.

2.1.3 Normalisation

The interpretation of the LS/GLS spectral power values depends on the normalisation
used. Many possible normalisations exist, and while the shape of the periodogram is

keptinvariant, the computation of peak significances via FAPs is dependent on the used
sheme. The most commonly used are, i) PSD, and ii) least-squares.
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Figure 2.1: Comparison between standard LS and floating-mean GLS periodogram. A
signal y(t) = 10 + sin(2nt/P) with P = 0.3 (w, = 21) is unevenly sampled and inten-
tionally unbalanced around its mean. The effect of this biased phase coverage is the
true period detection failure using LS, while GLS performs well. From VanderPlas et
al. (2012)

When considering the LS periodogram from the perspective of Fourier analysis, the
power spectral density (PSD) normalisation converges to the classic Fourier spectrum if
the condition of evenly sampled data is satisfied. The PSD normalisation is (VanderPlas
2018),

Plw) = Xp(w) = x*(w) (2.4)

where x2 is refered to the null model —only a mean value is fitted— . For evenly-spaced
data this periodogram equals the standard definition of the FFT-based Fourier trans-
form of data X,

|2

P(w) = %\FFT(X) 2.5)

This last normalisation imposes for a perfect fit x?(w) = 0 and, therefore, the
power statistic equals x3/2. The least-squares nomalisation acts as an inverse fit qual-
ity measure,

P@Qzl—X%m (2.6)

This provides more intuitive power values: if the fit is perfect, P(w) — 1, while the
worst possible model yelds P(w) — 0.
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The normalisations based on the x? statistic show some disadvantages in account-
ing for additional information about the noise behaviour. A quadrature-added jitter
(s) is a statistical trick for considering e.g. underestimated data error bars, an incom-
plete model specification, or even the presence of traces of correlated noise. Hence, the
optimisation of the periodogram power is enhanced and better statistics are obtained.
However, the x? function with a jitter parameter, s, defined as

N 2
Z M(6)) (2.7)

2
= 0' +s

poses a fundamental inconsistency. By s — oo, then the function x? — 0, that means it
is not well-behaved as the optimal fit would be reached by large jitter values. Therefore,
other estimators than y? should be used when including a jitter term.

2.1.4 Loglikelihood periodograms and jitter

Besides the inconsistency seen in the previous section, when a jitter term is included
in x? statistic, classical x? periodograms present a number of issues. They are mainly
related to the fact that their estimation of spectral density does not have an easy con-
nection to relevant quantities, such as the amplitude, or a straightforward statistical
significance.

An alternative computation of periodograms is done by using the maximum likeli-
hood estimator (MLE). We may consider a general case of a data vector x distributed as
a multivariate Gaussian. If we assume p to be the vector of means and X the covariance
matrix, which accounts for the point-to-point variance, the following expression gives
the total likelihood

1
P = e

where N is the dimension of the vector x.

e~z (x—p) B (x—p) (2.8)

Assuming independent and identically distributed points (pure white noise scheme)
¥ becomes an identity matrix with all points with the same variance ¥ = 021, also
known as homoskedasticity. In case of heteroskedasticity (i.e. different variances in
each point) ¥ becomes diagonal and associates a o for each measurement. Hence, the
likelihood can be written as the product of Gaussian probability for each point of the
dataset,

::]z

p(;|0) (2.9)
=1

After taking logarithms, the joint likelihood function (2.9) becomes a sum over the data
points instead of a product,

tngy -~ 3 K MO

1
—(In(c? 2 NlInv?2 2.10
0]2‘-0-52 2<n(a]+s)>—|— nvem ( )
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As introduced in the preceding section, the inclusion of a jitter term, s, may be
understood as the simplest noise model to employ.

With the adoption of loglikelihood estimator, a number of features are gained that
X2 least squares estimator lacks. Specifically, this form is particularly sensitive to the
goodness of fit since the nature of the product operator requires that all data points
have a good agreement with the best model. This results in a clear separation between
signal and noise, and therefore narrower peaks (Murakami et al. 2021).

The effect of the jitter is compensated by the term in the middle, and the estimator
acquires the desired properties by defining an optimal value of s. In addition, MLE has
good asymptotic properties and they are i) consistent i.e. 0 are asymptotically unbi-
ased; i) efficient i.e. whose variances are optimised —the minimum possible, as they
saturate the inequality of Cramér-Rao bound (Cramér 2016)—; and 4ii) asymptotically
normal distributed. The sharpness of the peaks has also a bad counterpart when nu-
merically search for these peaks. Gradient descent methods to optimise loglikelihood
periodograms may lead to poor performance due to the difficulty of approaching the
optima by following gradients. Therefore, searching algorithms in such periodograms
must be carefully designed to avoid this drawback.

Peak significance Various statistical tests can be performed to assess the significance
of the detected signals. Most of them are related to the likelihood-ratio tests build upon
the comparison of signal likelihood and a reference value, i.e.

e Taking the likelihood to average noise ratio (Buse 1982) defined as,

LR In

peak —

’C(wpea ) -
W} = ln[’£<wpcak>] - ln[<’5noise(w)>] (211)

with (£, ;s (w)) representing the average of noise likelihoods for arange of search
frequencies; and £(w,.,y) is the likelihood of the peak we want to quantify the
significance. The statistical significance of the z-score statistic is given by,

LR
Zpeak = peak (212)
ULR,noise

e Computing the improvement in the logarithm of likelihood function of a model
In £, with respect to a less restricted model (null model) usually taken as the GLS
model with no oscillatory term having to fit a model consisting just of an offset,
and a statistic jitter. Hence, the statistic normalisation is,

AlnL=InL—1n L, (2.13)

The vertical axis of the periodogram is then this last quantity, which is the natural
logarithm of a probability. Therefore, an increase of one unit of loglikelihood
means that the tested model is e! times more likely. Aln £ statistic can also be
used for false alarm probability (FAP) estimation using the likelihood-ratio test in
nested models (Anglada-Escudé et al. 2013).
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2.2 Tterative subtraction of signals

In hierarchical planetary systems, where each planet induces most of the RV variability
in its relevant period domain, iterative periodogram computations are done through
the so-called prewhitening technique. This procedures identifies the statistically most
significant period in the time-series, subtracts the best-fit sinusoidal model, and then
constructs the GLS periodogram from the corresponding RV residuals. This process is
repeated until no significant signals are left.

The threshold for signals being tentative and significant are typically adopted as
the 1% and 0.1% false alarm probablity (FAP), respectively either calculated by boot-
strapping randomisation (Murdoch et al. 1993) or from the Horne number of indepen-
dent frequencies Horne et al. (1986). Note that the adoption of the 0.1% FAP criterion is
mostly based on experience. The prewhitening approach, however, might be doubtful
in certain multiplanetary configurations and may lead to spurious and/or missing de-
tections, or bias or distort signal parameters, as we will show in the following chapter.

With the main objective of addressing multiplanetary systems, we present here the
Multidimensional Generalised Lomb-Scargle (MGLS) periodogram, which is an exten-
sion to the GLS algorithm to simultaneously fit multiple sinusoidal signals and to visu-
alize the periodogram in a two-dimensional fashion (see also, Ribas et al. 2018). The
code is based on the likelihood statistics, which allows to compare directly the signif-
icance of different models and to find the dimensionality of a possible multiplanetary
system.

2.2.1 Prewhitening pitfalls: A toy model experiment

To illustrate the potential drawbacks that the prewhitening procedure presents in mul-
tifrequency analysis, we define a 2-frequency toy model containing sinusoidal signals
of periods 32 and 45 days with amplitudes = 1.5 m/s. The uncertainty scheme adopted
is heteroskedastic white Gaussian noise ~ N (0, o) with o ~ 2(0.1,0.25) m/s. These er-
rors are below the limit reached by current spectrographs like HARPS or CARMENES;
although not too far from the demonstrated accuracy of ESPRESSO, for example.

The joint model we will test with the prewhitening procedure is simply a sum of
two oscillatory components, i.e.

y(t) = ¢+ ag cos(wy t) + by sin(wq t) (2.14)
+a; cos(w; t) + by sin(w; t)

The time sampling is taken from a real observation campaign of red-dwarf GJ 412A
with the CARMENES spectrograph. It contains 91 measurements over a timespan of
670 days and a mean separation between consecutive measurements of 7.3 days.

The top panel of Figure 2.2 shows the synthetic model generated; the solid curve
being the noise-free simulation. After having subtracted the fit of a sinusoidal model
(P, = 45.157 days), we repeated the same process with the residuals, fitting a second
significant signal of P, = 31.997 days. The remaining residuals were analysed as well,

25



MGLS: Multidimensional Generalised Lomb Scargle Periodogram

a
3 _
2 5
5 o
2 1 f I
£ -
= t 2
[as - «
5
,2 g
3 (9p]
b
|
080y { ] ‘ é
2 I ] ST YA ] k'l ©
£ 0000\ l ' TRY lﬂi 1 it
> A I;\| e
T -0.50 H } \ * 0
2
R :
1.00
Cc
0.6 \ l k2
©
0.4 S
g o2 | H o g
S Bt H
z oa{MH T i * o e
0.4 <
-0.6 L
0 0 0 0 0 0
nyA67 '60 'Z,AE)Y '60 2'467 'YO 2‘A6Y ‘80 2'A67 '90 2'A6%‘00
Time (BJD)
Period (d)
d 1000 15 8 6 4 3 2
25 i . . )
residuals of 2-iterations Prew.
20 residuals of joint fit
_
<
<

Frequency (d™)

Figure 2.2: (a) Simulated two-period signal (P, = 32 and P, = 45 days) with amplitudes
~ 1.5 m/s and additive Gaussian noise. (b) Residuals after having fitted and subtracted
two signals iteratively using GLS algorithm. The green solid line shows the fit of these
residuals. In this case, a significant ~ 30 cm/s signal was found, despite not being in-
jected in the simulated data, and constitutes an artifact of spurious residual noise. (c)
Residuals of a multifrequency joint fit of two sinusoids. A fit was done on these residu-
als and shows a very low significance ( Alog £ = 5.61) with respect to the null model,
which is not significant. (d) GLS unidimensional periodogram in the case of itera-
tive subtraction (in green), and simultaneous 2-signal fitting (multifrequency, in red).
While in the green periodogram a strong and significant peak arises with Alog £ ~
25 at ~ 46 days, in the red one appears to be a forest of non-significant peaks, with
max(Alog L) ~ 6.
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Table 2.1: Significant periodic signals found on ad-hoc toy model to demonstrate the
potential flaws of time-series iterative processing.

M (dim.) GLS (prewhitening) MGLS
{P;} {K} Alns  {P} {K} Aln <
1 45.157 1.74%+0.19  42.85 45.157 1.74%=0.19 42.85
2 45.157 1.74+0.19  42.85 44.972 1.547%0.03
31.997 1.21£0.06 99.52 32.018 1.33£0.03 196.61
3 45.157 1.74+0.19  42.85

31.997 1.21£0.06  99.52
45.675 0.32£0.04  24.52

Injected signal ~ {P}} {a } {b;} {K}
45 0.25 1.50 1.52
32 0.65 1.15 1.32
Notes:

We give the maximum likelihood period P in days, amplitude K in ms™!, and the corresponding In £
value. The 1-0 uncertainties given in the linear parameters are calculated as described in Section 2.3.3.1
The left column shows the dimensionality of the fit, i.e., the number M of signals.

and the resulting fit is shown in the middle panel. Even at first sight, a good-looking
and apparently significant new signal is found, and when it comes to the statistics of
the fit, we obtain a Aln £ = 36.72, which is convincingly significant. However, this
signal is not a ~ 30 cm/s real signal buried in the noise, but it is a spurious artifact built
on the correlated residuals coming from fitting individual signals in multifrequency
time-series.

In contrast, when a joint fit of two sinusoids is performed, the result is far more
accurate. The bottom panel of Figure 2.2 shows the search for a signal in the residuals,
and the result does not show evidence for the presence of an additional signal in the
original time-series. Hence, we obtain a poor A In £ = 5.61 improvement with respect
to the null-hypothesis' model.

The bottom panel of Figure 2.2 shows the one-dimensional periodogram (GLS) of
the residuals from the two-signal simultaneous fit, in red; and the iterative procedure,
in green. In the first case, the distribution of peaks is very similar to those spectral
signatures of white noise structures, with modest improvements in likelihood.

2.3 MGLS: Multidimensional Generalised Lomb Scargle

We present here MGLS? which is a newly-built as an extension of GLS to identify pe-
riodic signals from multiplanetary systems from unevenly sampled time-series. The
procedure works by fitting a n-frequency model containing an oscillatory part.

1. The null-hypothesis model is a MGLS fit with zero dimensionality; i.e. no oscillatory part is considered,
but just an offset (¢;,) and a jitter.
2. The MGLS code is publicly available at github.com/rosich/mgls
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The main idea behind MGLS is to fit simultaneously all the signals, avoiding hav-
ing to iteratively subtract individual components and analyse again its residuals. As ex-
plained and demonstrated before, prewhitening could be insensitive to some planetary
configurations —particularly for smallest signals— and even may lead to misdetections
due to noise amplification (Foster 1995; Baluev 2013c; Anglada-Escudé et al. 2015).

2.3.1 Algorithm description and mathematical model

We consider a model composed of D circular orbits expressed as a linear combination
of pure sine waves with a zero point (c) plus a linear trend term,

D
y;(t) =c+ ZKj sin(w; t; + ¢;) +7(t; — to) (2.15)

J

This equation has 22 non-linear parameters (w; and ¢;) and D + 2 linear parame-
ters (K, offset c and 7 linear trend). We can reduce the number of nonlinear param-
eters by transforming the last expression using a trigonometric identity sin(wt + ¢) =
sin(wt) cos ¢+ cos(wt) sin ¢ and writting the wave to fit as a linear combination of sines
and cosines,

K sin ¢ cos(wt) + K cos ¢ sin(wt) = a cos(wt) + bsin(wt) (2.16)

identifying terms the transformation equations become

K = Jaie 2.17)
¢ = tan! (%) (2.18)

The multiset MGLS model consists of a set of D non-linear parameters and 22 +
k+ 1 linear parameters, being k the number of datasets to be analysed simultaneously.
This implies a substantial numerical efficiency boost since the linear part can be solved
with a linear system, which is a task several orders of magnitude faster to compute in
comparison to the non-linear parameters. In the particular case of 2 = 1, the classi-
cal GLS algorithm is recovered and the only non-linear parameter, w, is evaluated in
a range of search frequencies, determining the coefficients a, b, ¢ for each tested fre-
quency.

In addition, a quadrature-added jitter can be included in each independent dataset
when computing the merit function of the fit. In such case, the countis D+knon-linear
and 22 + k + 1 linear parameters. In the case of linear trend is included. Otherwise,
there are 22 + k linear parameters.

Therefore, the model implemented in MGLS is a linear combination of sinusoidal
functions in the transformed form of Equation 2.16 with additional offset term and lin-
ear trend function as follows,

D D
Yi k(tigla,b,c,w) = cp + Z ajcos(w;t; ) + Z b;sin(w;t; ) +7(t; x —ty) (2.19)
J J

28



MGLS: Multidimensional Generalised Lomb Scargle Periodogram 29

where y;, ;. is the measured value from dataset k at time ¢;. w; are the frequencies of
each signal, ¢, is zero-point (offset) corresponding to the k-dataset, and 7 is a linear
trend.

Proceeding in this way, we consider a multiset data frame composed of k different
time-series, each one with a single offset, ¢;, and a harmonic term which is common
for all datasets involved in the analysis.

2.3.2 Global optimisation approach

We present in the following sections the approach used for the computation and opti-
misation of the MGLS periodogram. This may constitute a numerical challenge, partic-
ularly for high dimensionality, 2, but even for 2-dimensional MGLS the number of al-
gorithm evaluations can be too expensive if a fine frequency grid is chosen. Assuming
the computation of 1,000 samples in each dimension, the all-space MGLS computa-
tion of a D dimension periodogram involves 103% evaluations of the linear parameters.
For a 4 dimensional search, it would take 10'2 evaluations. Estimates show that the
computing time would be ~ 500 days, which is clearly unaffordable for most applica-
tions. Although the computation of linear parameters after fixing a frequency tuple
w={w;;j = 1,...,4} is very fast, an efficient method to obtain optimal @ is needed to
avoid such prohibitive exhaustive search.

In the next sections, the strategy to compute optimal frequency tuple is developed,
consisting of fixing a frequency tuple w and optimising linear parameters through a fast
linear system solver, iteratively, following a random walk in w. By implementing a Sim-
ulated Annealing non-linear optimiser allows obtaining good approximations of opti-
mal w tuples in reasonable times, avoiding local optimals due to noisy and multimodal
search space. Those approximations to the global optimals are refined by a classical
gradient-descend optimisation algorithm to derive the absolute optimal. With this ap-
proach, the computation of high-dimensional MGLS spaces is affordable in reasonable
times. In the next sections, the optimal finding design is explained in detail.

2.3.3 Solving for linear parameters

The general form of models like Equation 2.19) can be written as a linear combination
of functions X (Numerical Recipes, Press et al. 1993),

B
y(x) =Y 0,X,,(x) (2.20)
m=1
where X1, ..., X g are whatever type of linear or non-linear fixed functions with a mul-
tidimensional argument, x. What we consider linear in these equations is the model
relation with respect to the parameters 6,,,. X,,, are commonly refered as basis func-
tions.
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The merit function used will be the logarithm of the likelihood function

15—1N 7 1N12 2y _ LN 221
n __§;€%+82_§;n<6i+8)_§ n(2m), (2.21)

, and s are the residuals between model and data, the uncertainties and jitter, re-
spectively.

Ti, €

The first term of the right-side of the equation is 2x2. Hence, In £ can be written
as a sum of a y?2 = x?(#, s) function which depends both on model parameters and
jitter; and an additional term only dependent on jitter plus a constant.

Redefining Equation 2.21 as,

Ins = —%XQ(Q, s) —g(s), (2.22)
where
()—liln(u 2) + LN 1n(em) (2.23)
9(s) = 5 2 €2+ s 5 T .

0 are the set of parameters described at Equation 2.20. We are interested in finding the
optimal linear parameters while having fixed all non-linear ones (w;, ;). Working in
likelihood logarithm, those optimal configurations # will correspond to a maximum of
the function defined in Equation 2.22. Provided this function only depends on 6 in the
x? part, its maxima will be found when the derivative of x? function with respect to
each parameter 6, vanishes:

0ln £ N 1 B
0= 00, ; 2182 (y - mz_l@me(Xi>> Xa(xy), (2.24)
a=1,...,B

by inverting the order of sumations we can write the last expression as the following
matrix equation,

B
Z%j i = DB (2.25)
J
with
N X (a) X ()
o= S [el=4T4 (2.20
=1 i
where A;; = @ and,
N
X, (.
Bo= Y UKD gy 4T (2.27)
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therefore, the final matrix equation becomes
[a] -a@ = [A]. (2.28)

Using Equation 2.28, the final expression for the linear system becomes
(ATA)G,=A"3 (2.29)

where 8; =y, /o fori=1,... . nyandk=1,..., K.

Thislastlinear equation isindeed the MGLS function to obtain the linear parameter
estimates taking as arguments the frequency and jitter tuples. The function returns the
linear parameters a;, b;, ¢, and, the In £ evaluation of the best model.

{0,In £} = MGLS(wy, ..., w,,; Sg» - » 3,) (2.30)

The i-index indicates the data point position in dataset k, while the length of dataset
k is n,. Hence, the § vector becomes a simple concatenation of all y values for all K
datasets.

We define the design matrix A of the fitting problem as A4;; = X, /0;. In our case,
this matrix will be,

]./0'171 0 0 — — (tl,l - tref)/gl,l
: o |G| [Si(@) :
1/Un1,1 0 0 (tnl.l - tref)/o-nl,l

0 1/‘71,2 0 (t1,2 - tref)/Ul,Q

0 1/Jnk,2 0 (tnk,2 _tref)/onk,2
(2.31)
0 0
0 0
(tl,K - tref)/ULK

Cr(@)| |Sk(@)

0 0 1/UnK,K (tnKyK_tref)/o-nK,K

where w = (wy,ws, ... ,wp) is the frequency tuple. The row blocks corresponds to
each of the K datasets, which is the number of columns in the first block. The total
number of rows is the sum of all data points. The next C' and S matrices contain D
columns each one, and the last column accounts for the linear trend. The order of A is
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therefore, N x K +22+ 1. The matices C},(w) and S}, (w) with k = 1, K are constructed
as follows,

wwwmﬂwﬂqkm wwwm4wﬂqk
C(@) = : : , (2.32)

mmmm4wﬂmkwcm%mm4wﬂ%k

and

mwwm4mﬂqkm mwwmﬂwﬂqk
Sp(@) = : : (2.33)

Sin(wl (tnk,k - tref))/o-n,k Sin(wﬂ(tnk,k - tref))/gnk,k

The parameter vector is defined as

0=|—|, (2.34)

where the submatrices ¢, a and b are defined as

1 a; by
c:( : ), a:( : ) and b:( : ) (2.35)
Ci aqp bﬂ

2.3.3.1 Uncertainties in the linear parameters

The inverse matrix C};, = [a]}; is related to the standard error of the estimated param-
eters 6.

B B N
0;= Z[O‘];klﬂk = ZCjk ( Z y’)ffg(x’)) (2.36)

k=1 k=1

N 0. 2
2(9.) = E 2 J 2.37
7 (9]) i=1 7 (ayz) 2.57)
note that a, is independent of y;, so that
00; Xyl
J _ ) k\Lq
3y, kE=1 Ci = (2.38)
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and we find,

B B N
a20) =33 CuCy (ZW) (2.39)

k=1 1=1 =1 %

[a]=C—1
and reduces to

a?(0,) =Cy; (2.40)
the diagonal elements are the variances and the off-diagonal elements are the covari-
ances.

2.3.4 Solving for nonlinear parameters: optimal (w,, s;) search

The best set of parameters, éw, are those that maximise the merit function In £, (Equa-
tion 2.21), which contains both linear and nonlinear parameters. Hence, the optimal
set of parameters for each frequency tuple w is,

éw =argmaxIn £ (x|6), (2.41)
0cO

In practice, the search for these optimal linear parameters consist of fixing a tuple
of frequencies w = (wy,ws, ... ,wp) and solving a linear system, as explained in the last
section (2.3.3). However, a full solution consists of finding an optimal set of frequencies
and its associated optimal linear parameters. Therefore, we need to perform multiple
searches for varying w to find the full optimal solution, which is composed of a set of
frequencies and their optimal linear parameters. The enormous search space and mul-
timodality involved in this type of optimization problems leads to a complex structure
of local optima, in addition to the huge volume of search space in comparison to the
volume of the global optimal solution. These conditions make the task of finding the
global optimal quite arduous.

To solve the nonlinear part, we implemented a Simulated Annealing (SA) optimi-
sation approach (Kirkpatrick et al. 1983) to find approximate solutions of frequency tu-
ples, w. The strategy followed to obtain global optimal tuples, w*, starts by searching an
approximation to the solution by means of the SA procedure, and refining this solution
using a local optimisation algorithm, which is much faster in reaching the optimum if
a sufficiently good initial hint is provided by in the previous SA-based stage. We un-
derstand that a sufficiently good starting point is such that prevents the local optimiser
from getting trapped in a relative maximum.

To boost the efficiency of the search and to assure the correct convergence, MGLS
implements a parallel exploration strategy consisting in initializing NV coarse global
searches implementing a SA algorithm to make a list of optimal candidates, which can
be run in parallel to enhance the performance. Then, the list of candidates is taken
as initial hint for a SLSQP optimizer (Sequential Least-Squares Programming, Kraft
1988) with the Scipy library Python implementation (Virtanen et al. 2020), which in
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turn will generate the final list of global candidates. The SLSQP algorithm is known to
be the most efficient computational method to solve the general nonlinear program-
ming problem, consisting of solving for

min,cp. f(X) subject to restrictions g;(x) = 0 and g;(x) > 0 for j = 1,...,m, and
i=m,+1,...,m. The best optimal of the candidate list is taken as the global optimum.

Hence, the flow of the search algorithm can be summarised as follows,

1. Draw a random configuration (a tuple of random frequencies).
e Set initial inverse temperature © = O,, where T' = 1/0 is defined as the
cooling temperature of the SA algorithm.
e Let kK = 0 (number of temperature steps).
e Let ng = 0 (number of steps for each temperature)
2. Evolve the current configuration ¢, to a perturbed configuration ¢/ by slightly
modifying one randomly selected frequency of the tuple. We define f as the func-

tion to be maximised. In this case, it is the optimal In £ of the linear optimisation
(Equation 2.30) with a set of nonlinear parameters as arguments.

3. If f(¢}) > f(¢;) then
accept ¢
else
accept ¢ with probability e~©4/
ne + ng + 1. If ng < n¥** goto 2.

4. Increase the inverse temperature © < © + §© according to a cooling schedule.
5. k< k+1.1Ifk < k,,,, g0 102, else go to 6.

6. Refinethe approximate simulated annealing solutions using SLSQP algorithm with
the last w solution as initial hint.

7. End.

Steps from 1 to 5 are the SA optimisation algorithm itself that provide approximate so-
lutions to the local SLSQP optimiser.

2.3.4.1  Uncertainties in nonlinear parameters

The errors on nonlinear parameters —frequencies and jitters— may be found through
two methods. Namely,

1. MCMC procedure— By employing the solution obtained with the SA MGLS pro-
cedure as the starting point for a Monte Carlo Markov Chain (MCMC) a search
around this optimal is done to derive frequency and jitter distributions. The eval-
uation function of the MCMC algorithm is that in Equation 2.30, which is very effi-
cient to compute allowing to obtain MCMC distributions in a rapid fashion. Note
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that we could not apply this method directly from the beginning of the search
due to the sharpness of the optimal hyperpeaks in comparison to the vast search
space, making them very difficult to find by taking random initial hints. In Fig-
ure 2.3 we show an example performed by analysing the distributions of periods
and jitter for Teegarden’s star CARMENES observations in search for 4 signals.

P, = 490883700012

Py = 11.41506

J ll—l\ Py = 26.00210° 008616
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Figure 2.3: MCMC for the period and jitter distribution of Teegarden star observations
(see Section 3.1.4) searching for 4 signals.

2. Noisy data— This approach consists of adding a zero-mean Gaussian distributed
random value to each data point of the time-series, with the same standard devi-
ation as its measurement uncertainty. Hence, a new sequence of measurements
compatible with that observed and is obtained, and a new optimal search is per-
formed. By generating typically thousands of repetitions of this process and ap-
plying a 3 o clipping to discard outlier solutions in which the search had not con-
verged, we obtain the distribution of frequencies and jitters.

The results obtained by using both methods are in a very good agreement, however,
the MCMC is much faster than noisying data because, in the first method, the MCMC
chain only needs to evaluate the linear function (Equation 2.30) and in the second, full
optimisations are needed implying an investment of time orders of magnitude higher,
making this approach unaffordable in practice.

2.4 Analysis of peak significances

The power of the periodogram provides an estimate of the statistical peak significance.
All the possible normalisations offer different ways to understand the meaning of peak
height, but the usefulness of a periodogram is to show the strength of each frequency to
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explain the frequency content in data. Since all observational data have measurement
uncertainties, these produce noisy periodograms and, therefore, many of the peaks in
the periodogram are not due to real signals. The power of a peak only makes sense
when compared to the power raised by pure noise: it is a measure of how likely is a
signal to be generated just by chance.

The FAP evaluates the probability of a periodicity to be produced by statistical
noise. Under the assumption of Gaussian uncorrelated noise, when the null hypoth-
esis (no signal) is true, the FAP is the chance that a spurious signal of the same statis-
tical power would be obtained by a noise effect. Very commonly, the FAP is given as a
threshold of 1%, 0.1% or 0.01%, by usage convention.

2.4.1 Analytical formulations: Scargle formula

In the case of uncorrelated white noise, the spectral powers Z; = P(w,) of sampling
frequencies {w; : j = 1,..., M} are drawn according an exponential distribution with
parameter 1/0%, and 0% is the variance of time-series data (Scargle 1982; Cumming
2004). A comprehensive review can be found in Frescura et al. (2008).

Hence, the probability of obtaining a power P(w) is given by

py(2)dz =Prob(z < Z < z+dz) = % exp (— %) (2.42)
Ox Ox
Where z is the height of the peak (spectral power). The cumulative distribution function
F,(z) of the exponential distribution is

Py(z) =Prob(Z < z) = /_Z pz(¢)d¢=1—exp(— : ) (2.43)

2
=0 Ox

When computing a unidimensional periodogram, a range of frequencies usually
evenly spaced are tested to obtain a list of spectral powers { P(w) : j = 1,..., M}, where
M is the number of sampled points. Therefore, the best model is that obtained with
the frequency that maximises its fitting statistic,

Zyy = max(zg, 21, - 2as) (2.44)

If the set of variables {z, = P(wy),..., 2y = P(w,;)} are independently distributed,
the probability of picking a value z < Z,, is given by the product of the probability of
independent events of Equation 2.43,

- M 5 1M
Prob(z > Z,) = [ [ Prob(z; < =) = [1 —exp(— 7>] (2.45)
j X

We are interested in the probability that a given threshold z is higher than the max-
imum Z,,. The analytical FAP (false alarm probability) expression is the well-known
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Scargle formula,
FAP(zp) = 1 — (1 — e~ 20)M (2.46)

where Z, = Az, = 2,/0% is the power of the tested frequency. The derivative of PM(z)
is the probability density function, f(z; A, M)

M _
f(z A M) = dPTZ(Z) =AXe M*M(1— e”\Z)M ' (2.47)
By inverting Equation 2.46 we obtain the z limiting value given a FAP level
(11— rapyum
3 =—5n (1 (1— FAP) ) (2.48)

The practical interpretation of the M parameter is somewhat confusing because
the maximum number of samples P(w;) we can draw when generating the periodogram
does not correspond to the number of sampling points and it is highly dependent on
the frequency range where the analysis is done, the normalisation used to compute the
goodness-of-fit statistic and, the time sampling.

2.4.1.1 Independent frequencies

The Scargle test (Scargle 1982) is built under the assumption that wg, wy, ... , w,; are inde-
pendent variables. This condition is not trivial to reach, mainly due to the effects that
sampling, being this even or uneven, has on the computation of spectral estimation:
aliasing and spectral leakage.

The case of evenly sampled observations is the only one in which independent fre-
quencies are known, and these are given by (Priestley 1981)

wy, =27k/T with k=0,...,|Ny/2] (2.49)

where T is the data timespan, N, is the number of observations, and |-| denotes the
floor operation. Therefore, the number of independent frequencies is | N,/2].

Aliasing is the effect of arising different frequencies that become undistinguish-
able when sampled in certain patterns. A single real signal can appear in more than
one significant peak in the periodogram, due to e.g., regular sampling. Spectral leak-
age is produced when the periodogram calculation creates new frequencies through
a nonlinear time-invariant transformation. The most important is windowing effect,
which also can be understood as a sampling problem: a limited timespan introduces
a box-shaped signal, that vanishes outside the epochs with observations. The convo-
lution of a real continuous signal with this artifact window results in a complex peak
forest.

The quality of the predictions of Scargle’s formula decreases dramatically in case
of structured observational patterns, in which case the number of independent fre-
quencies, M, can not be determined. Several analytical or hybrid strategies to estimate
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M have been published (e.g. Horne et al. 1986; Koen 1990; Frescura et al. 2008; Siiveges
2012)

2.4.1.2  Random fields extreme value theory

As said before, in the case of unevenly spaced observations there is no formula for the
maximum number of independent frequencies, and the determination of an analyti-
cal expression for the false alarm probability is approximate since it depends on this
parameter.

Baluev (2008) used the framework of extreme value theory for stochastic processes
to derive an analytical formula to estimate an upper bound of the FAP even for highly
structured window functions. For a given peak height z, the FAP can be approximated
as,

FAP(z) ~ 1 — (1 —e #)e™? (2.50)
where

7(2) m W(1 — 2)N-9/2/2 (2.51)
where N is the number of observations, and

W = f,..\/47 VAR(?) (2.52)

where f,., denotes the maximum tested frequency, and VAR(¢) is the variance of the
time array.

2.4.2 Numerical approaches

All the analytical methods presented above, have a number of assumptions that make
them difficult to apply in real observational cases. In those circumstances where little
or no information about the distributions of the statistics, a numerical approach con-
sisting of data resampling may be implemented to obtain empirical FAP thresholds.

2.4.2.1 Bootstrap method

Bootstrap (Efron 1979, 1982; Kulesa et al. 2015) is a nonparametric numerical technique
for drawing the distribution of maximum In £ produced by pure noise (e.g. Endl et
al. 2001). As a general rule, the procedure consists of preserving the epochs in the orig-
inal sorting and randomly replacing each magnitude jointly with its error by another,
with the possibility of repetition. For each of these bootstrap samples, the periodogram
is computed and the highest peak In £ value is preserved. This procedure takes into ac-
count all the effects carried by the unevenly spaced sampling and the fact of often is
difficult to assure the independence of the X random variables drawn from the peri-
odogram sampling (Equation 2.44).
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The bootstrap samples are computationally expensive and even though this method
has been revealed as the most straightforward and realistic in obtaining FAP levels, ~
100,000 samples are necessary to assess stable and significant thresholds in the range of
0.1% or lower. Note that even when calculating this amount of samples, the expected
count for a 0.1% level FAP is 100 events. Therefore, to overcome this limitation, sev-
eral shortcut strategies have been developed to shorten the computational effort (e.g.
Siiveges 2012).

Unfortunately, the bootstrap technique can not be applied in those situations where
noise correlations are not negligible.

2.5 Experiments on FAP determination

Considering the derivations of the Scargle theory (Section 2.4.1), the probability density
function of maximum peaks is written as

M-1
flz; M, \) = AMe** (1 - e”\z) (2.53)

It has two parameters, A and M. The first accounts for the dispersion of data and is the
same parameter in the exponential distribution of sampling, i.e. the spectral power
of random points in the periodogram. The second is the number of independent fre-
quencies, which is only known in the case of uniform sampling of data (Equation 2.49).
As has been discussed before, a fundamental assumption made for the development
of Equation 2.53 is the independence of the samples collected to calculate the extreme
value of a set of M samples. That is not the case of uneven observations, where the
correlations appear in convolutions with the window function and are very difficult to
develop analytically. A common solution to estimate the number of independent fre-
quencies is to consider an effective number of independent frequencies to calculate the
FAP. There are various estimators for My, the most simple is My = AT /6t where AT
isthe timespan and dt is the minimum data separation. Other more sophisticated meth-
ods are found in Horne et al. (1986), Schwarzenberg-Czerny (1998), Cumming (2004),
and Frescura et al. (2008).

2.5.1 Fitting Scargle’s formula

We propose here a method for inferring good approximations of the distribution peak
values by using ~ 1000 bootstrap samples to allow us to compute tail values of the dis-
tribution without the need of having to compute ~ 10° full periodograms to obtain con-
sistent estimations of FAP levels.

1. Generate ~ 1000 bootstrap samples shuffling data with repetition,

2. Fit the M and X parameters of Scargle equation in 2.53 with the histogram of
Aln £ obtained in the first step,

(a) Generate ~ 1,000 samples from the Scargle distribution
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(b) Compare both sets with Kolmogorov-Smirnov (KS) test to assess whether the
two groups are drawn from the same distribution

(c) The best M and X are taken as the effective values

Figure 2.4 shows an example of fitting the highest peak distributions using obser-
vational data of Teegarden’s star acquired with the CARMENES spectrograph (see Sec-
tion 3.1.4). On the left, the periodogram sampling distribution is shown, i.e. the power
at random frequencies. In red, we fitted an exponential law with density distribution,

Exp(x; \) = Ae Mz (2.54)

obtaining a value of A = 0.993 and location parameter ¢ &~ 0. The right part of the
plot, depicts the experimental highest peak distribution —in black— obtained by boot-
strapping (~ 10° samples). The lines represent the fits of Scargle distribution (Equa-
tion 2.53) adjusting both M and A —in light blue— and in the dashed line, fitting only
M and assuming the A value fitted in the exponential distribution of the periodogram
sampling. When the assumption of white Gaussian noise is not satisfied, correlations
in the observations make the A value change from the expected value of the exponential
distribution fit, as seen in Figure 2.4 and Equation 2.54.
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Figure 2.4: Example of bootstrap histogram fit. The plot shows an example of fit-
ting highest peak distributions using observational data of Teegarden’s star with the
CARMENES spectrograph. The left part depicts the periodogram sampling distribu-
tion, i.e. the power at random frequencies. In red, we fitted an exponential law to this
data (Equation 2.54). By fitting both M and A parameters of the probability distribution
function describing the distribution of highest peaks in the noisy periodogram a signif-
icantly better result is obtained (light blue solid line). In case of taking the A value fitted
in the exponential law of the periodogram sampling, and only fitting the M parameter,
the fitted Scargle law is slightly biased (dashed pink line).

The two parameter fit —solid blue line— results in A = 0.94 and M = 1026. With

these values we are able to compute the FAP values, which in this case yield FAP}! , =
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15.12, while the numerical estimation done by bootstrapping provides a value ofFAPg‘_’ff%
15.31. The advantage in using the analytical FAP functions relies on estimating FAP
values with high Aln £ or low false alarm probabilities, which in the case of bootstrap
sampling would induce large statistical uncertainties for the usual sample width of 10°.
Note that these Scargle law fits are obtained by using ~ 1,000 samples instead of ~
100,000, resulting in typical savings in numerical effort of up to a factor of 100. Fitting
the entire distribution versus the classic bootstrap procedure has the key advantage of
including the information from all the computed samples instead of just counting the

extreme values.

2.5.2 Proposed procedure for MGLS

The FAP determination of periodogram peaks can be performed by following a simple
recipe. If the peak is higher than a given threshold computed either analytically or by
bootstrap numerical simulation, the signal is significant. However, in higher dimen-
sionality, this procedure is not enough since, e.g., a tuple of two frequencies can over-
take a certain significance level obtained by bootstrapping and looking for a 2-signal
solutions. The two-signal solution we search can respond to various scenarios in real
data: i) None of the signals is significant, ii) Signal 1 is significant while signal 2 isnt,
iii) Signal 2 is significant while signal 1isn’t, and, iv) Both signals are jointly significant.

An overall significance test is, therefore, not useful for this purpose: a single strongly
significant signal can be confused as a single signal or two significant signals because
performing a search for two signals the A In £ may exceed the two-dimensional distri-
bution of Aln £ for pure noise.

We describe the procedure to extract a tuple of significant frequencies.

1. Compute the null-model In £ considering a model that fits only an offset and
jitter for each dataset, with no oscillatory part.

2. Set D = 1search for one signal and compute A In £ with respect to the null model.
If this value exceeds the FAP threshold: adopt D = D + 1; otherwise STOP.

3. Search for simultaneous 2 = D + 1 signals. Evaluate the new A In £ with respect
the D model. If this value exceeds the FAP threshold; adopt D = D+ 1; otherwise
STOP

4. Tterate over step 3 until termination condition occurs.

The FAP threshold is set according to the probability of failing in considering a sig-
nal to be real when it actually results from noise. The procedure described above is
implemented in the next chapter to analyse and discuss multiplanetary systems with
observational data and compared to the iterative prewhitening scheme to show the im-
provement in robustness and detectability when performing global fitting of multifre-
quency models.
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2.6 Notes on the numerical performance and code imple-
mentation

As explained in previous sections the working mechanics of MGLS consist in setting
a tuple of frequencies and jitters (one per each dataset) and compute the optimal lin-
ear parameters by using a linear system recipe. We use the general-purpose and effi-
cient SGESV linear system solving routine from the LAPACK Fortran library (Anderson
et al. 1999).

However, the matrix product AT A admits Cholesky decomposition, consisting of
the decomposition of a Hermitian, positive-definite matrix into the product of a lower
triangular matrix and its conjugate transpose (Haddad 2009), making it the most effi-
cient way to solve the normal equations developed previously (Equations 2.24, 2.25).
In this implementation, we used the routine SPOSV to solve the linear system by this
method. Since the linear parameter search is evaluated massively in a MGLS search
run, the efficiency in computing the linear system is a key point to make feasible the
MGLS search in a reasonable time.

The largest fraction of computing time is spent in arranging the matrices, by loop-
ing over the data structures. The matrix operations are performed using the highly-
efficient BLAS library (Blackford et al. 2002).

2.6.1 Numerical throughput

In Table 2.2 we show the computation times of the MGLS linear parameters fit for dif-
ferent datasets tested in following sections. The values shown correspond to the time
needed to compute the function

{6,In £} = MGLS(wy, ..., wyy3 Sgs e S)s (2.55)

where 6 are the linear parameters estimated from the model, In £ the merit function of
the fit and w and s are the frequencies and jitters (for k datasets), respectively.

We show the results corresponding to the different number of signals searched. In
the first row, a single dataset containing 91 epochs —toy model developed in Section
2.2.1—, and a complex set of data of Barnard’s star analysis in Section 3.1.5, consist-
ing of 8 independent datasets comprising a total of 771 measurements gathered during
more than 20 years. The test was done on a Linux box with Intel i5-8259U@2.3 GHz
processor.
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Table 2.2: MGLS running times with Intel i5-8259U@2.3 GHz CPU®.

computational time (core)

dataset/dimensionality n,=1 n,=2 n,=3 n,=4

Toy model® 30 us 34 us 41 ps 50 s

Barnard’s star(© 204pus  247ps  316us  371us
computational time (full optimization)

Toy model 7.6s 15.6 28s 43s

Barnard’s star 32min 4.7min 6.1min 7.8 min

@ The computing times were evaluated by using a single CPU core. Large im-
provements in time are reached in multicore machines for the full optimi-
sation routine.

b 91 data points in a single dataset (see Section 2.2.1).

¢ 771 measurements in 8 datasets (see Section 3.1.5).

2.6.2 Code architecture and usage

Package dependences MGLS is written in Python 2.x with precompiled libraries in
Fortran 90 which are linked through £2py interfacer (Peterson 2009). This wrapper facil-
itates the integration of fast compiled Fortran code into Python environments resulting
in a dramatic speed-up in those routines in where Fortran excels in speed, i.e. loops,
conditional statements or basic algebra. The Fortran subroutines must be compiled
before to be callable by the main Python code using this build-in bash script,

$ bash compile_fortran_modules.sh

£2py is a part of Python Numpy package and can also be installed as a standalone
command line tool. In addition to this, MGLS also needs matplotlib 1.4+ and La-
pack library for fast linear algebra routines. To evaluate the uncertainties in frequency
tuples MGLS uses the MCMC ensemble sampler emcee implementation for Python by
(Foreman-Mackey et al. 2013).

Basic usage Next, we provide a list of the commands implemented in the MGLS code.
Following the structure

./mgls.py <datafile_O0> <datafile_1> ... <datafile_n> /[--options/
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a number of options are available:

1. ——gls: perform of the one-dimensional GLS (default 5,000 frequency
steps).

2. --ndim=: dimensionality of MGLS solve.

3. --pmin=/--pmax=: define the period range, P, to P, (default: 1.5 and
10,000 days).

4. --linear_trend: adjust an additional linear trend (see Equation 2.19).

5. --jitter: an additional jitter term s is included in quadrature for each set
of data, €2 = o2 + s2.

6. —--mcme=: use the MGLS solution as starting point to compute mcmc chain
to evaluate uncertainites in frequency tuples.

7. ——ncpus=: number of computing cores.
8. --bidim: produce a two-dimensional periodogram plot.
9. ——inhibit_msg: do not show informative screen messages.
10. --bootstrapping=: Compute a given number of bootstrap samples.

11. --col=: Use a specific column for time-series in data file. The errors are
in the next column.

12. --period: plot GLS periodogram in period log-scale (only for --gls op-
tion).

2.7 Conclusions

We have designed a new approach in computing a Lomb-Scargle periodogram for un-
equally sampled time-series data based on the fit of multifrequency models, which we
dub MGLS. The aim of our code is to provide an alternative quick way to find signifi-
cant periodicities and to evaluate the multiplicity of a system. In the following chapter,
a testbench is performed with the code on real multiplanetary systems.

The procedure we suggest has been shown to yield better results than the prewhiten-
ing technique both in the determination of the period and amplitudes of the signals.
This is partly due to the fact that the MGLS is more flexible in the sense that it is not
based upon a grid of frequencies but applies the best fit, but also on the simultaneous
consideration of the signals. In all our tests we find the In £ level and the significance of
the signals increasing with the multiplicity of the systems compared to the prewhiten-
ing technique.

The MGLS approach is, of course, based on the search for sinusoidal variations.
Therefore, it has the same limitations as the GLS in the detection of strongly eccentric
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Keplerian orbits or signals that vary their parameters as expected for the stellar contri-
bution to the RVs. MGLS is also not able to yield information on the nature of signals.
Since the MGLS is designed for a quick evaluation of the system, it is also not able to
compete with a full fit of Keplerian orbits plus noise treatments as done by, e.g., the
moving average or Gaussian Process techniques.
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Chapter 3

MGLS performance evaluation on
real multiplanetary systems

3.1 MGLS Testbed

In this chapter, we describe the results of testing the MGLS algorithm with real RV time-
series data. We evaluate its performance through the comparison with the published
values by using the classical prewhitening technique, and the simultaneous search pre-
sented in the preceding chapter.

To benchmark the performance of the MGLS code, we have selected four multi-
planetary RV datasets that probe a broad parameter space, such as the multiplicity of
the planetary system, availability of chromatic RVs, the signal-to-RV uncertainty ratio,
the ratio between different signals, the time-sampling, systems with controversial sig-
nals and. Furthermore, we explore cases where the use of bidimensional periodogram
plots provide a full picture of the potential signals across the frequency plane that may
be helpful for considering suboptimal combinations of frequency tuples for further
analysis.

We analyse RV datasets of four multiplanetary host stars, HD 40307, GJ 163, GJ 667C,
and Teegarden’s star. In addition, we included the MGLS analysis performed in Barnard’s
star, where the large available dataset is used to show the capabilities of combining
measurements from different instruments and the advantage that bidimensional peri-
odogram plots offer to the comprehensive analysis. An overview of the analysed target
stars is given in Table 3.1. Some specific details of our test are the following:

i) The FAP values at 0.1% are evaluated by fitting the Scargle distribution using a ~
1000 bootstrap samples through the procedure described in Section 2.5.1;

1) The dataset analysis is performed employing both GLS and MGLS modes of the
code, and the full results are displayed in tables for each explored dimensionality
(i.e. number of signals included in the model);
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Table 3.1: Overview of the stellar parameters for the analised stars.

parameter unit HD 40307 GJ 163 GJ667C Teegarden’s Star
Sp.type K2.0V¢ M3.5V/ M1.5V" M7.0V?b

G* mag 6.8437 + 0.0003 10.6771 +£0.0008  9.3803 £ 0.0007  12.2746 & 0.0010
distance® pc 12.9412 4 0.0046 15.1351 + 0.0072  39.005 + 0.038 3.8312 + 0.0039
s J2000 05:54:04.24 04:09:15.67 17:18:57.16 02:53:00.89

5% J2000 —60:01:24.5 —53:22:25.3 —34:59:23.14 +16:52:52.6
T masyr- —52.423 4 0.065 1046.141 +0.064  1129.74+9.7 3429.53 + 0.33
It masyr ! —60.151 4 0.060 584.130 + 0.070 —77.0+4.6 —3806.16 + 0.31
M M, 0.77 0.40 + 0.029 0.33 4 0.02 0.0886 + 0.0088¢
R R, 0.707 015" 0.1067 + 0.0038°
L L, 0.25833 & 0.00016% 0.01969 0.0137 4 0.0009"  0.00073 + 0.00001¢
TS,; K 4890 =+ 50 3910799, 3350739 329615
Fe/H —0.36" 0.140.19 —0.55 &+ 10™ —0.19 + 0.16¢
log R} i cgs —5.02+0.07", =5.00 £ 0.139  —5.37£0.11"  —4.996 + 0.0277 -

P,os d 31.846.7",47.2 + 5.37 61.0 +0.3" 24.1 + 3.09 -

age Gyr 7.08 £ 0.817 0.77 4 0.039 > 2 > 8¢

a) Gaia Collaboration et al. (2018)
b) Alonso-Floriano et al. (2015)

) Schweitzer et al. (2019)

) Reiners et al. (2018)

) Gray et al. (2006)

) Koen et al. (2010)
g) Tuomi et al. (2013a)
h) Suarez Mascarefio et al. (2015a)
) Kopparapu (2013)
j) Lovis et al. (2011a)
k) Lovis et al. (2011c)

) van Leeuwen (2007)

) Anglada-Escudé et al. (2013)

(
(
(c
d
(e
(f
(
(
@
(
(
m
(n) Geballe et al. (2002)
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i4i) By using the FAP values obtained in the first step, we are able to determine the
number of significant signals that can be extracted from the data, and we compare
the detectability performance of the simultaneous fit with the iterative procedure.

1v) An additional test is performed to assess the significance of simulated signals in
each time-sampling. The detectability test consist of injecting a sinusoidal wave
of amplitude K with randomly selected parameters a and b so that K = va? + b2
and then, use MGLS to solve the linear parameters (see Equation 2.30) and com-
pute Aln £ at each given point on the plane (w, K). In the synthetic models were
added Gaussian noise with the uncertainties given by the observational error bars.
The results for all the test cases analysed are shown in Figure 3.2. The period-
amplitude plot is smoothed with a Gaussian filter with o = 1 to capture the low-
frequency behaviour and filter out the variations due to the added random noise
in each synthetic model. This test determines a lower bound of signal detectabil-
ity since assumes a white noise scheme. If correlated red noise was present, these
Aln £ values would be larger, particularly for longer periods where the chance
to generate structured signals in noise is higher.

3.1.1 HD 40307

We analyse data from the metal-poor K2.5 dwarf HD 40307. Mayor et al. 2009, M09
hereafter, detected three planets and a long-term drift in 135 radial velocity epochs
observed with HARPS spectrograph. Since none of the three initial announced planets
(M09) is massive, it appeared to be a potentially good candidate to host additional low-
mass planets.

By including additional measurements taken over three nights, reducing all the
datasets using the TERRA code and a moving average noise treatment, Tuomi et al. (2013b,
TA13 hereafter) claimed three more planets orbiting this star, but rejected the claim of
a long-term trend. A revision of this target with still a larger number of HARPS mea-
surements data was done by Diaz et al. (2016), who confirmed four of the previously
announced planets, fitted a third order polynomial to the long-term variation, and dis-
cussed a possible fifth planet. Their data set consists of 226 HARPS measurements ob-
served from October 2003 to April 2014.

This planet host constitutes a perfect test case for multisignal searches as was claimed
to host up to seven planets in a wide range of periodicities. The published planetary sig-
nals are summarised in Table 3.2.

3.1.1.1 HD40307 signal search and analysis

The FAP obtained via the methodology described in Section 2.5.1 provides us a thresh-
old to decide whether the inclusion of a new signal in the search is significant. We have
calculated 1500 classical bootstrap samples and we fitted both A and M parameters of
the Scargle’s law, obtaining a value of FAP ;4, =15.20 (Aln £).

The GLS search (Table 3.3, left columns) significantly detects up to five signals.
These correspond to the announced planets in TA13 from b to f. Although an additional
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Table 3.2: Six-planet solution of HD 40307 radial velocities according to TA13

Parameter ~HD40307b  HD40307¢  HD 40307 d
P (days)  4.312370:0075  9.618470:50%0  20.43210-0%2

e 0.20+0-14 0.06+0-11 0.07* 567
K (ms™')  1.947537 2457058 2.7550 30
HD 40307e¢  HD40307f  HD 40307 g

P (days) 34.6279-21 51.7619-2 197.875°7
e 0.1579-13 0.0279:28 0.2970-3%
K (ms™) 0.8410-32 1.0979-28 0.9570-32
N, ous 345

o (ms™) 0-73t8:ﬁ

significant component appears with a period of 4.5 days, the proximity to a previously
extracted signal suggests that this is an artifact generated by the prewhitening process.

Regarding the procedure using MGLS, the code simultaneously detects a set of
seven significant signals. Five of them correspond to the TA13 announced from b to
f, and two other significant signals, a long-term one at 295 days and one at 15.6 days,
also appear. The long-period signal is close to an already detected 320-day signal in
TA13. However, this latter signal is strongly correlated to the chromospheric emission,
and also shows chromaticity (TA13). Our MGLS search finds a significant tuple of seven
frequencies. The seventh 15.6-day signal was not found in any previous report, and ap-
pears with a marginal A ln £ = 15.3 with respect to the six-component solution. How-
ever, its amplitude is only 0.44 m/s and the proximity to the 20-day signal suggests that
it is likely to be an artifact. The full results of GLS/MGLS search are shown in Table 3.3.

The rotation period of this low-activity star was given by the analysis of the cal-
cium index by M09 to be 48 days, and was subsequently refined by Lovis et al. (2011b)
obtaining a value of 47.2 days. TA13 claims a signature of stellar activity at a period
of 320days. Sudrez Mascareno et al. (2015a) found a rotational period of 32 days using
photometric observations, whereas Diaz et al. (2016) suggest the existence of signals
related to the rotational period from 37 to 47 days. None of these signals attributed to
stellar rotation are found in the RV series using our approach, with the exception of the
aforementioned 295-day signal, which may be related to the chromospheric emission
at 320 days.

Figure 3.2 shows the detectability plot assuming white noise. The maximum de-
tectability region is comprised between 2 and ~ 100 days for amplitudes larger than
~ 2 m/s. The number of observations (345) and their distribution make the dataset
remarkably sensitive to low-amplitude signals (~ 20 cm/s) above the 0.1% threshold
indicated with a dashed white line.
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Figure 3.2: Detectability plots for simulated injected signals in tested stars. In each plot the 0.1% FAP is marked with a dashed white curve and
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Table 3.4: Continuation of Table 3.4 (HD 40307)

GLS (prewhitening)

MGLS

D (dim.) P,, [days] Kp [m/s] In <

opt

Jitter [m/s]

{P;} [days]

{K,} [m/s]

In<L

Jitter [m/s]

6 4.53475:001  0.5275:05  —484.59 X (**)

0.81

+0.04
—0.04

4.311175:9004
9.6181755015
20.42215-006
34.28M01%
51267017
2977
4311673908
9.617 5501
15.647003
20.42115-006
34447510
51.387912
2952

2545007
2.697010
0.540 11
0.9919%5

0.677510

0.08
L7570 08

1.7875-07
2427007
0.440.0%
2.667009
0.65-5:09
0.95 08
0.765:10

—437.26

—421.96( X)

0.6570 03

0.04
0.61+0-04

Notes:

[/ x] Signal accepted/rejected with FAP < 1073,

(*) FAP < 1073 but not a planetary signal.

(**)FAP < 103 but wrong period found (very close to previous one).
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Table 3.5: Signals found for GJ 163 in the bibliography.

B13

GJ 163b GJ 163 (e) GJ163¢ GJ 163 (1) GJ163d
P (days)  8.6314+0.001 19.4640.02 25.60+0.02 108.4+0.5 603+ 12
e 0.114+0.04 0.324+0.17 0.08+0.08 0.41+0.15 0.41+0.07
K(ms™) 6224026 1.694+0.32 3.07+027 1.94+0.38 3.82+0.38
N, ns. 153

Tul3
P (days)  8.631275-00%8 25.63210083  125.013:0 57231
e 0.0270-29 0.0175:3% 0.327035 0.27+0-27
K (ms™) 5871118 3.5471-21 3.387553 3.76721%
Nineas. ol
Notes:

B13: Bonfils et al. (2013b)
Tul3: Tuomi et al. (2013a)

3.1.2 GJ163

The young low-mass star GJ 163 (L.229-91, HIP19394) was observed on 51 epochs from
October 2003 to August 2010 with the HARPS (High Accuracy Radial velocity Planet
Searcher, Mayor et al. 2003) spectrograph, installed at the 3.6 m telescope at La Silla
observatory (Chile). Using these data, Tuomi et al. (2013a), Tul3 hereafter, announced
the presence of at least three orbiting planets. For their analysis, the authors used the
Java-based TERRA pipeline and a Bayesian analysis code. They found up to four sig-
nificant signals, but a solution composed by three Keplerian was deemed as the most
robust one. This result was confirmed by Bonfils et al. (2013b), B13 hereafter, using a
more extended dataset composed of 150 HARPS measurements spanning ~ 3000 days.
In their analysis, the authors found the same three strong signals reported by Tul3 at
periods 8.63, 25.6 and 604 days and made a claim for two additional tentative signals at
19.4 and 109 days, which could not be confirmed. All published signals found in GJ 163
are summarised in Table 3.5. In our analysis, as the main purpose is benchmarking the
performance of the code, the dataset from Tul3 is used to further compare the MGLS
results with those from B13. Besides, the low number of epochs (51) emphasises the
improvement of employing the simultaneous approach.

3.1.2.1 GJ 163 signal search and analysis

Analogously as the previous section, to obtain the FAP value for this dataset we fitted
the histogram with 1500 bootstrap samples, yielding a value of FAP ;¢ = 16.74 (Aln £).
Figure 3.1 shows the fit for GJ 163.

In Table 3.6, we show the results of GLS (left columns) and MGLS (right columns)
searches. Similarly to TA13, we find conclusive evidence for a three-planet system, but
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our analysis actually detects the yearly alias of the eccentric Keplerian orbit of the third

signal,
-1
1 1
(600 + 365) ~ 227 days

The GLS prewhitening recipe fails to find even a significant third signal, whereas
the MGLS detects the third signal and detects confidently a fourth. When searching
for 3 signals, MGLS gives a value of Aln.£ = 14.52, which is slightly lower than the
expected FAP at 0.1%. However, in the next step when fitting for four signals this metric
increases to Aln £ = 20.71, enough to confidently confirm the simultaneous presence
of four signals. When searching for five signals, the improvement of the metric is < 10
and the process is stopped.

Generally, theIn £ values of the simultaneous fits with MGLS are significantly higher
and the amplitudes coincide more precisely with those presented by TA13 than those
obtained with GLS. The search for sinusoidal variations fails for the eccentric orbit of
the 570 day-signal, which might be the reason for the prewhitening process to stop after
finding the other two signals.

The analysis of the GJ 163 dataset clearly shows the improvement in detection con-
fidence of the simultaneous MGLS versus the prewhitening GLS in multiplanet datasets.
GLS can only detect 2 significant signals, and one of them is probably the 232-day yearly
alias of a longer period. Note the tuple of four signals does not contain the former de-
tected alias signal, and this reveals as one of the great advantages of global optimisation
strategy, in contrast to local optimisation in which previously detected signals are fixed
for the next search.

GJ 163 displays a low activity level and has a rotational period of 61.0+0.3days
found by calcium indicators (Sudrez Mascarefio et al. 2015b). In the dataset analysed
here, we found a single, but significant period, of 65.3 days in the S-index (AIn £ =
63.59), which can be attributed to stellar rotation. However, no signs of rotation-induced
periodicities were found in the analysed RV data.

Figure 3.2 shows the detectability plot. The low number of observations (51) and
the long timespan (~ 2500 days) imply in a long average separation between measure-
ments (~ 48 days) resulting in a good signal detectability from 3-4 days to the full ob-
servational time base for amplitudes above 5 m/s. The confirmed published (Bonfils
etal. 2013b) planets e and f lie below our detection threshold. Our analysis with MGLS
gives us an amplitude value for GJ 163 f of 3.51 m/s. These results are compatible with
those given in Tuomi et al. (2013a) for the detection at 125 days with an amplitude of
3.38 m/s.
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Table 3.7: Signals found for GJ667C in the bibliography.

TA13
GJ667CD GJ667Cc  GJ667Cd GJ667Ce”  GJ667CS
P (days)  7.200470:9017  98.140%09% 91.61*0:81 62.24703%  39.026+0 1%
e 0137317 0.027053  0.03%03  0.0275F5  0.0370:5
K(ms™l) 3931042 1 71t04T 1 5or0d3 g gor0a8 g (gr0.47
GJ667Cg GJ667Ch™
P(days)  256.271%%  16.94610.031
. 0.087041 0.06* 05
K(ms™) 09575  0.617573
Nmeas. 171
FH14
GJ 667Cb GJ 667Cc
P (days) 7.20050001  28.143700%0
¢ 0.122*0078  0.13370058
K(ms™') 39774055  1.6637030
Nmeas. 172
Notes:

A13: Anglada-Escudé et al. (2013)

FH14: Feroz et al. (2014)

(*) Due to the presence of a strong alias, this period could be 53 days instead
(**) Only significantly detected considering circular orbits for all signals

3.1.3 GJ667C

GJ 667 is a triple star system whose C component orbits the inner pair AB, separated
12.6 AU. The orbital distance of the C component ranges from 56 to 215 AU and reaches
an apparent separation of up to 30 arcsec. GJ667C is an M1.5V red dwarf located at a
distance of 6.8 pc with a luminosity of 3:-1073 L, being the least massive component of
the system with a mass of 0.334-0.03 M, (Delfosse et al. 2013). Its proximity to the Solar
System, and the fact that is a low mass star makes it an interesting target to search for
low mass planets.

The story behind this planetary system around GJ667C is quite controversial due
to the distinct results depending on the procedures employed in the analysis of RV
datasets. An early work Bonfils et al. (2013a, B13 hereafter), reported the detection
of a close planet (GJ667Cb) using data from the HARPS spectrograph. Besides, the au-
thors found evidence for two additional signals at 28 and 90 days, the nature of which
they were not able to confidently determine. Using this HARPS dataset complemented
with additional data gathered with HIRES@KECK and PFS@Magellan, and analysed with
TERRA template matching pipeline, Anglada-Escudé et al. (2013, A13 hereafter), found
evidence for six planets, or up to seven, if circular orbits were considered. The data
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Figure 3.3: FWHM and BIS periodograms for GJ667C. The blue line shows the FWHM,
reaching a strong peak at 102 days. The dashed lines are the FAP levels at 10%, 1%
and 0.1% (corresponding to FWHM series). The purple line shows the bisector span
periodogram, which peaks at 90 days but with insufficient statistical significance.

were re—analysed by means of a sophisticated Bayesian framework in presence of corre-
lated noise of ~ 9 days timescale (Feroz et al. 2014, FH14 hereafter) concluding that the
data only yields strong evidence for a planetary system with two components, GJ 667C b
and GJ 667C c. Although the analysisin A13included a correlated noise term following a
moving average (MA) scheme, the global fit favored the white noise assumption. When
assuming white noise scheme, FH14 obtained a set of five significant signals.

3.1.3.1 GJ667C signal search and analysis

Analogously in the previous sections, the first step was estimating the FAP. In Figure 3.1
we show the fit using just 1500 random bootstrap samples in the same procedure de-
scribed in the preceding chapter. The fitted Scargle law to GJ 667C data yields a value
of 15.51 (Aln £) at 0.1% FAP.

Tables 3.8 and 3.9 provide the results of both the sequential and simultaneous MGLS
search for the GJ 667C dataset. The prewhitening GLS procedure is not capable of con-
fidently detect more than four signals (the fifth 39-day signal appears with a Aln £ =
13.35). The simultaneous search is able to extract a set of five signals with strong signif-
icance, while the sixth signal at 271 days contributes with a A In £ = 13.95 with respect
to the 5-signal set, and therefore we consider statistically insignificant. Signals found
in A13 analysis at ~ 256 days and 17 days appear in our search, but with marginally
insufficient significance.

Figure 3.3 shows the periodogram for FWHM and BIS activity indices. In the case
of the FWHM indicator, a clear and highly significant periodicity is found at 102 days,
constituting convincing evidence for the stellar rotation period. The BIS index, does
not show significant peaks even though the second highest peak is found at 90 days. A
long (~ hundreds of days) rotation period is expected for old stars (Barnes 2010) and the
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102-day peak is in agreement with the 106-day found in Suarez Mascarefio et al. (2017)
using spectroscopic indicators and photometric monitoring.

Figure 3.2 shows the detectability plot. In the particular case of GJ 667C, the signal
detectability is clearly high for periods < 100 days mainly due to the sampling distribu-
tion and observation timespan. Confirmed planets GJ 667C b and ¢ are located clearly
above the Aln £ =15.51 detection threshold (FAP 0.1%) along with the signal at 91 days.
Controversial signals found at 53, 39 and 271 days are hardly above the threshold limit.
Itis worth reminding that in case of considering some correlated noise scheme, the FAP
threshold would be higher and these signals would become statistically insignificant.

3.1.4 Teegarden’s Star

Teegarden’s Star was discovered recently by Teegarden et al. (2003) and, located at 3.83
pc, is one of the closest late-type stars. Zechmeister et al. 2019b, ZE19 hereafter, an-
nounced the detection of two potentially habitable planets using CARMENES (Quirren-
bach et al. 2018, installed at the 3.51 m telescope of the Calar Alto Observatory) spectra
observed between January 2016 and March 2019 on 238 occasions in VIS channel and
244 in the NIR channel, with a total timespan of 1136 days. We give an overview of the
planetary parameters found by the authors in Table 3.10.

3.1.4.1  Teegarden's star signal search and analysis

Following the same steps as the other test cases, in Figure 3.1 we show the fit of 1500
bootstrap samples using the procedure described in the preceding chapter. The fitted
Scargle law to Teegarden’s yields FAP ;¢ = 15.03 (A ln ).

In this test, we explore a joint analysis of the VIS and NIR data. It is well known
that activity signals are likely to be chromatic, i.e. the amplitude of these signals tend
to decrease towards longer wavelengths while Keplerian signals are kept invariant both
in amplitude and phase (Reiners et al. 2010; Barnes et al. 2011; Jeffers et al. 2014). By
combining chromatic RV time-series in which the activity components have differen-
tial amplitudes results in a large decrease in statistical significance of the fitted signals.
On the contrary, genuine planetary signals strengthen the fit metrics.

Table 3.11 shows a comparison between GLS sequential and MGLS simultaneous
searches using only the VIS data. In our analysis, we find again parameter values, espe-
cially the amplitude, closer to the published ones using the MGLS rather than the GLS
prewhitening (left columns). Differently from the previous two examples, we find quite
similar In £ values for the different multiplicities, as we go further until the four-planet
model, which is not significant in neither method. Significant though is a third signal,
which is equally described by the two methods with a 174 day period and a 1.12ms™!
amplitude. This signal, due to the low-activity of Teegarden’s star, might well be re-
lated to the rotation period of the star, which the authors assume to be > 100 days, but
could also be of Keplerian nature.

A joint VIS+NIR analysis is displayed in Figure 3.5 using a GLS periodogram. Red
and blue solid lines show the periodograms considering only VIS and VIS+NIR data,
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Table 3.9: Continuation of Table 3.8 (GJ667C)

GLS (prewhitening) MGLS
D (dim.) P,, [days] K P, [m/s] In < Jitter [m/s] {P;} [days] {K,} [m/s] In< Jitter [m/s]
6 2592 0.767017  —294.40x  1.0073:59 7.199815-0006 3.8910-14
28.105°0020  1.881016
39.027057  1.08751%
53.271002  1.03%0 14
91.667035  1.667015
27112 0.837010  —282.14x  0.9275:99
7 27.847005 0567018  —286.11x  0.937009 71998700008 3.8670 13
16.95M0-52  0.637917
28111062 1.907514
39.021067  1.25701%
53.271018  0.974012
91.7703 1.70%9-14
2712 0.98918  _272.17x  0.82%0%

Notes:

[V /X ]Signal accepted/rejected with FAP < 1073.
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Table 3.10: Significant periodic signals found for Teegarden’s star in ZE19. These were
obtained by MCMC computation of 500,000 samples of the Keplerian parameters pos-
terior distribution.

Parameter Teegardend Teegardenc

P [days] 49100759014 11.409™0-509

K [m/s] 2.02+0-19 1617015
e 0.0010-16 0.0010-16
Jitter (m/s) 1217518

In ¢ —520.98

Aln & 69.16

respectively. The top plot is the amplitude of the fitted sinusoid; the dashed lines are
the computed FAP for 1%, 0.1% and 0.01% , in ascending order. Frequencies of the
confirmed planet signals are clearly seen, while the two discussed signals appearing in
the analysis of VIS channel (26 and ~ 174 days) are less significant (shaded yellow and
green bands). Table 3.12 shows the joint VIS+NIR search, which in this case only two
significant signals can be found.

The analysis of activity indicators does not shed light on the determination of the
rotation period. Only in the periodogram of differential line-with (dWL, Zechmeister
et al. 2018) a highly-significant peak is found at 121.9 days. Alternatively, the yearly
alias of this period is

-1
1 1
(122 — 365) ~ 183 days

which is slightly different from the 174-day found in the MGLS analysis of the RVs. The
photometric time-series analysed by ZE19 does not yield any concluding information
about the stellar rotation period. The origin of the 174-day signal may also be related
to the time sampling.

Regarding the nature of the 26-day signal, it appears marginally insignificant when
considering a 4-signal solution in the VIS dataset (Aln £ = 14.37). However, this sug-
gesting signal shows an interesting proportionality with the 4.9 and 11.4 signals. Al-
though the MGLS analysis cannot assure the significance of this signal, new observa-
tions of Teegraden’s star will contribute to shed light on its existence.

Figure 3.4 shows the two-dimensional periodogram produced with the --bidim op-
tion of our MGLS code. A zoom-in into the most significant region (Aln £ ~ 70) of the
plot is shown. Since the images are mirrored on the diagonal, we show only one half.
The colour code gives the In £ differences with respect to the null model, showing the
highest value at the location of the 4.9 and 11.4-day signals.

Figure 3.2 shows the detectability plot for the VIS channel dataset. In this partic-
ular case of Teegarden’s observations, signal detectability is clearly strong for periods
< 100 days mainly due to the sampling distribution and observation timespan. Con-
firmed planets Teegarden b and ¢ are located clearly above the Aln £ = 15.3 detection
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Table 3.11: Sequence of signals found in Teegarden’s star in VIS dataset; with the GLS prewhitening (left), and with the MGLS code (right).

GLS (prewhitening) MGLS
D [dim.] P [days] K P, [m/s] In < Jitter [m/s] {P;} [days] {K;} [m/s] In £ Jitter [m/s]
0 (Null model) —590.13|  2.20%0-1% —590.13|  2.20%5-1%
0.0015 0.25 0.16 0.0015 0.25 0.16
1 49094106015 2107032 —554.76 1.647018 49094106019 2.10103%  —554.76 1.6470 18
. . A7 . .
2 11.409M0605  1.627035  —521.69 1.157047 49096750013 2.0670:33
11.40970805  1.59%0-31  —522.19 1174048
3 0.26 0.17 0.0012 0.20
3 17473 1.107938  —506.26 0.924947 4.9097106015  2.0249-30
1141270008 1.557019
3 0.26 0.17
174" 1.127026  —506.67 0.95+047
4 25.9910-67 0.8270-21  —493.76 0.6470 31 4.908870-0011  2.0170 1%
11.41570 008 1.487018
26.007000  0.9370:2
175"3 1147928 —492.3 0.64752%
7 . . . .
5 79.3707 0777030  —483.64 X  0.4570:37 4.90860:0011 1977016
1141370000 1407016
26.027057  0.9275 1%
17743 1717510
378130 2.0 —481.3x  0.437932

Notes:
[/ x] Signal accepted/rejected with FAP < 10~3
In the null model only offset/s and jitter/s are fitted
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Figure 3.4: Teegarden’s star 2-dimensional MGLS plot.

threshold (FAP 0.1%), while prospective signals at 26 and 174 days lie marginally below
this threshold.
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Figure 3.5: GLS periodogram for Teegarden’s star using CARMENES-VIS measures
(red) and VIS+NIR (blue). While the signals for the two candidate planets are clearly
strengthened when the NIR observations are considered, the rest of the periodicities
remain with roughly the same Aln £. Yellow and green shaded bands mark the addi-
tional potentially significant signals. The top panel FAP lines are 10%, 1% and 0.1%; in
bottom panel both FAP lines are 0.1%.
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Table 3.13: Observational dataset of Barnard’s star.

Dataset epochs timespan (d) (separation)® (d)
1/ APF (Automated Planet Finder) 43 973.3 22.6
2/ CARMENES 201 642.5 3.2
3/ HARPS-N (1st run) 40 1196.8 29.9
4/ HARPS-N (2nd run) 69 92.8 1.3
5/ HARPS-N (3rd run) 118 2234.0 18.9
6/ HIRES 186 5904.7 31.7
7/ PES (Planet Finder Spectrograph) 39 1824.0 46.8
8/ UVES 75 2357.8 31.4
Notes:

(a) Mean separation of measurements.

3.1.5 Barnard b: A super-Earth orbiting at the snow-line of Barnard’s
star

G1699 (also known as Barnard’s star) has been observed historically for years using var-
ious methods to probe the presence of companions. Early astrometric ground obser-
vations of van de Kamp (1982) for 44 consecutive years, and using HST (Hubble Space
Telescope) Benedict et al. (1999) found no evidence for any planet around Barnard’s
star. Since then, the 4th star in proximity to the Sun did not show any significant sign
of being orbited by an exoplanet despite high-precision RV measurements taken since
the end of 90’s in HIRES@Keck and PSF spectrographs.

Recently, the analysis of a vast dataset of 771 Doppler measurements obtained
with six different spectrographs in eight seasons for more than 20 years, allowed the
announcement of a cold super-Earth candidate orbiting at the snow-line (Ribas et
al. 2018).

3.1.5.1 Time-series analysis and discussion

The aim of this section is test the MGLS code with a large collection of data composed
by eight independent datasets comprising a long timespan. A multiset analysis implies
that each dataset has to be fitted globally with a specific offset and jitter. We anal-
ysed the eight datasets considering a white noise model for multiple periodicities si-
multaneously. One-dimensional log-likelihood periodograms are shown in Figure 3.6
which clearly shows a high significance peak at 233 days. Additionally, there are other
significant peaks with longer periods as illustrated in the 2D-periodogram shown in
Figure 3.7.

Tables 3.14 and 3.15 display the results of the sequential (left), and simultaneous
(right) periodicity searches for Barnard’s star. The first 2-signal tuple shows no differ-
ences in both approaches. A strong significant signal at 233 days, and a second long-
term signal at 1900 days, both of them close to 1 m/s amplitude. The difference in In £
between GLS and MGLS is very small, —1698.28 vs. —1696.78 . The analysis is favourable
to the inclusion of a linear term in the global fit, improving the metrics in Aln £ ~ 1.8

68



MGLS Testbed 69

Period (d)

10000 400 200150 100 80 70 60 50 30 20 15 9
o 0.5 o
[9p]
1.0 >
4 60 60 1 =
c N o
= & 20 S
40 2.5 é
30 £

U T U Ve i s s

0.0025 0.0075  0.0125 0.0175 0.02 0.04 0.06 0.08 0.10
Frequency (d™1)

Figure 3.6: GLS periodogram for the Barnard’s star data.

with respect to the model with no trend. By exploring higher dimensionalities, for 2 =
3 a period of 122 days appears in both GLS/MGLS approaches despite its low amplitude
of 0.62 m/s. Toledo-Padrén et al. (2019) (T19) found a rotation period of 145+15 days
through the analysis of spectroscopic activity indexes. This period is consistent with
the expected rotation period according to the low activity level of the star and previous
claims. Our detection of 122 days may be associated to stellar rotation as differential
rotation may be responsible for the different peaks found in GLS periodogram between
130 to 180 days, as T19 mentioned. Moreover, the search with 2 = 3 signals reveals a
consistent long-term modulation at 1900 days that could arise from a magnetic activity
cycle or from a more distant planetary object.

Figure 3.7 shows a MGLS bidimensional periodogram. The colour scale is the im-
provement of the Aln £ with respect to the null model (no oscillatory components).
Values of Aln £ > 18.1 correspond to a significant detection (FAP < 0.1%). The highest
likelihood value corresponds to periods of 233 days and 1890 days (A In £ > 71), but any
combination of 233 days with periods longer than 2500 days yields A In £ > 65 and thus
are statistically equivalent. The ability to have a wide perspective across the planeis the
great advantage of the presented bidimensional periodograms: although the optimal
solutions are unique, the MGLS plot allows us to explore other quasi-optimal configu-
rations for which their figure of merit is just marginally below the optimal one, or even
statistically equivalent. In this particular analysis, R18 selected as the optimal config-
uration the 233 days signal with a long-term period of 6600 days by forcing the long
term signal to be > 4000 days, from the use of an alternative method to determine the
relative offsets taking advantage of the overlapped observations in different datasets.
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Table 3.14: Sequence of periodic signals found in Barnard’s star; with the GLS prewhitening (left columns), and with the MGLS code (right

columns).

GLS (prewhitening)

MGLS

D (dim.) P,, (days) K P, (m/s) In £ Jitters (m/s) {P;} (days) {K;}(m/s) In £ Jitters (m/s)
1 232.3970-00 1117093 —1725.16 @2.8310-3 232.3910-9%  L.11%013  —1725.16 @2.8310-39
b1.83+0-15 *1.837013
°2.0353 ¢2,03+0:31
d1.18+0-19 11187515
¢1.0070-14 “1.0070:77
12527018 12527019
91.2119-3% 91.2119-3%
ho.33+0-24 "2.337031
2 1919113 1.22%047  —1698.28 @2.8110-31 232.5010-30  0.941013

LD
1.68703]
LS

e 0.14
0.8970:14
0.19
f2.41704%

0.34
91.32%5 754

21603

1914738 1.28701%  —1696.78

0.15
f.ﬂmwo.i
c 0.27

H.mmwo.ﬁ

0.19

41.18701%

0887514
72,4577

0.35
mH.wwwo.w»

"2.14155

W
280740

Notes:

a) APF (Automated Planet Finder); b) CARMENES; ¢) HARPS-N (1st epoch); d) HARPS-N (2nd epoch); e) HARPS-N (3rd epoch); f) HIRES; g) PFS

(Planet Finder Spectrograph); h) UVES.
[V / x] Signal accepted/rejected with FAP < 1073,
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Figure 3.7: Application of a bidimensional MGLS code for multiset period search in
Barnard’s star data. The color bar shows the increase in log-likelihood of a 2-period
solution versus a null model consisting of an offset and a jitter term. Itis clearly shown
a 233-day signal, that combined with a band of longer periods gives high-significant
solutions. The maximum value of Aln.£ = 71.0is found in 233 and 1890 days.
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3.2 Conclusions

In summary, the MGLS code tested in this chapter offers a number of improvements
with respect to the unidimensional algorithm, namely

e Provides a generalisation of the GLS algorithm for systems where multisignal con-
tent is expected.

e The MGLS behaviour in presence of noise is particularly improved when recov-
ering low-amplitude signals that may generate constructive interferences among
them, and arise spurious signals by convolution with the sampling.

e The code can fit multidimensional components simultaneously, in contrast to
most extended hierarchical designs. The need for global simultaneous fit in op-
position to global and local fit is supported by the fact that there are many differ-
ent configurations for which the difference in In £ is small. In case a global fit
is performed with frequencies found through the iterative process, the optimal
configuration can be missed or misinterpreted.

e The improvement in detectability is demonstrated in the testbed examples. For
all test cases, MGLS either detect more signals than the prewhitening approach,
or the statistical significance is higher.

e The use of log-likelihood statistic permits the inclusion of a jitter parameter in the
optimisation process. This accounts for the underestimation of data uncertainties
and non-sinusoidal signals in data.

e Offers the functionality to produce 2D-periodogram plots, where a global view of
the frequency plane may help to identify regions with multiple peaks of similar
power.

e The algorithm is simple and robust since it is based on fitting a linear combina-
tion of sinusoidal functions. Therefore, the execution time of the code remains
reasonable in most applications.
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Chapter 4

The StarSim 2 project: Fast
modelling code of heterogeneous
photospheres of active stars

4.1 StarSim modelling code

StarSim is a code package for simulating rotational modulating effects caused by evolv-
ing dark spots and bright faculae on the stellar photosphere. The first version of the
StarSim code was presented in Herrero et al. (2016) as a tool to investigate the effects of
stellar activity arising from starspots on spectroscopic and spectrophotometric obser-
vations by simulating full spectra.

Atmosphere models are used to model the spectral distribution of the heteroge-
neous surface including quiet photosphere, spots, and faculae considering all signif-
icant effects such as limb-darkening for the photosphere and spots, and limb bright-
ening for faculae. The integrated spectrum of the visible face, which is the quantity
that compares with the observed flux of unresolved sources, is computed by summing
the contributions of all small surface elements on a grid, each one with their projec-
tive elements according to the position on the sphere, the spectral distribution, which
depends on the type of surface, and the position on the grid to compute those limb
effects. Then, time-series spectra can be obtained covering a given time interval, and
finally convolving it with a specific transfer function (filter) to account for photometric,
atmospheric passbands or instrumental response profile. Hence, spectrophotometric
or spectroscopic data can be simulated to study how activity works and what are its
effects on planetary transits or radial velocities, and ultimately enhance the detection
capabilities or small signals, optimimise exoplanet observational campaigns or other
stellar activity numerical experiments.

The StarSim software consists of three fundamental parts, i) The synthetic spec-
tral energy distributions, which characterise the radiative surfaces, ii) The spot model,
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which describes the distribution of active regions on the stellar surface and its restric-
tions (i.e. circular shape, non-overlapping condition, ...), and #ii) A set of physical
parameters that characterise the star and its active regions.

4.2 StarSim 2: A fastimplementation of a parametric model

The original StarSim version (Herrero et al. 2016) performs the integration of all surface
elements of a user-defined size. This implementation imposes an algorithmic com-
plexity —proportional to time consumption— of ~ (92 to scan across the stellar surface,
setting a limit on the grid resolution in order to ensure an affordable execution time.

One of the goals of the new StarSim'2 version is to optimise the algorithm to dra-
matically decrease the running time by a factor ~ 100 to make the computation of the
inverse problem, possible (developed in Section 4.4). Inverting light curves to derive
spot maps is a hard computational task. Typically thousands of objective function eval-
uations are needed to find approximate solutions for the spot maps as they may contain
dozens of spot elements. Each spot has five adjustable parameters (see Section 4.2.1.3)
and the total number of variables to fit may reach hundreds. Furthermore, when per-
forming a full dataset inversion, where both spot map and a stellar parameter set are
obtained, §,, the computational effort is almost prohibitive.

In StarSim 2, a number of approximations have been implemented to allow the
computation of data inversion. Namely, the grid approach to surface integration is no
longer used, and the spots are considered as a single surface element where their center
position is used to calculate the physical properties, i.e. limb-darkening coefficient,
geometric projection. Hence, the complexity of the spot loop is reduced to a linear
order. As a counterpart, we have to work at the limit of small spots to ensure that the
discontinuities arising from the appearance of spots from the limb, which lead to jumps
on the series, are negligible.

4.2.1 Physical model
4.2.1.1  Atmosphere models

The code simulates a spot model of a heterogeneous surface by integration of the im-
maculate photosphere with circular active regions. Each of these active regions con-
tains the spectrum of its type (quiet photosphere, ph, spots, sp or faculae, fc). The
spectral distributions of each type of surface are given by BT-Settl synthetic spectra
(Allard et al. 2013) generated from the Phoenix code (Hauschildt et al. 1999). The pa-
rameters that characterise the spectra for StarSim 2 are the effective temperature of the
three types of surface, Ty, < Ty, < Tj,, the surface gravity, log g and several values for
a enhancement and metallicity.

BT-Settl spectra are available for 2,600K < T« < 70,000K and 3.5 < logg < 5.0
and for several metallicities. These models include the effects induced by convection

1. The StarSim 2 code is publicly available at github.com/rosich/starsim-2
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Figure 4.1: BT-Settl examples of synthetic spectra. In black is represented a Sun-like
star, T, ;; = 5770 Kandlog g = 4.5 compared with a spectra AT =310 K lower, in brown.
The transfer function of Kepler photometry system is drawn in red. Note the decreasing
flux difference between both spectra having a temperature with wavelength. As moving
towards longer wavelengths, the relative effect of spots in the flux is less pronounced.

as described in Vitense (1953) using 3D models which have a significant impact on line
profile and therefore on the activity-induced radial velocity.

Even though BT-Settl spectra have a sufficiently high resolution to compute the flux
distribution of the surface elements (= 0.05 A) this is not high enough to derive accurate
RV values because the spectral lines are not well resolved. To simulate Doppler RVs,
StarSim uses high-resolution spectra by Husser et al. (2013), also generated with the
Phoenix code. These spectra have a resolution of R = 500,000 in the VIS/near IR and R
= 100000 in the IR, with effective temperature coverage of 2,300 K < T,¢ < 12,000 K; 0.0
<log g <46.0, —4.0 < [Fe/H] < +1.0and 0.2 < [a/ Fe] < +1.2.

Figure 4.1 plots the BT-Settl spectral distributions of a solar-type star (T = 5,770 K)
and one 310K cooler, which could correspond to the temperature of a spot. A large
flux difference can be seen at short wavelengths, while towards the IR this difference
narrows. As a consequence, the spot effects are less significant as the wavelength in-
creases.

4.2.1.2  Parameter system

Simple physical systems are amenable to be modelled with parametric models. When
the laws that govern the behaviour of the system are well known, the way to study, un-
derstand and make predictions is to fit a physical function that relates the input vari-
ables to the output ones. In parametric modelling, this functional dependence that
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relates the input to the output is defined through a set of parameters, whose number is
fixed and a-priori known. The distributions of the parameters are unknown and have to
be estimated based on the available input--output observations (e.g. Theodoridis 2020).

StarSim is a parametric model in which those parameters are strongly motivated
on the basis of a physical system of rotational spots on a simulated photosphere. In
Table 4.1 lists the most important parameters contained in starsim. conf configuration
file which serves as input.

In contrast to parametric modelling, there are the so-called nonparametric meth-
ods, a well-known example being machine learning techniques based on artificial neu-
ral networks. These models ignore the underlying laws that explain the relations be-
tween the input-output, but are data-driven, in the sense that they rely on a —usually
large— training dataset to train the network on how to adjust their hyperparameters
to correctly predict the output. If the trained network succeeds in predicting another
testing dataset, the neural network model is well trained and will be able to predict new
data initially unknown to the model. However, these approaches do not have, in gen-
eral, any knowledge of the physics involved in the studied phenomena and, therefore,
the calculated hyperparameters are not connected to any physical meaning.

The stellar activity problem is complex since many physical phenomena with mul-
tiscale effects are at play. Nevertheless, simple spot models have revealed effective in
explaining a large fraction of the variance coming from rotational-induced variability
(Lanza et al. 2011; Kipping 2012). Such rotational signals are often referred to as quasi-
periodic because even though the star rotates at uniform speed, the evolutive properties
of spots and the potential existence of differential rotation create sophisticated profiles
in light curves or in RV signals. At this point, the parametrisation of a complete model
of spotted stars may lead to include many parameters, some of them difficult to justify
and many of them, totally unknown a-priori.

One of the most controversial parameters in physical spot modelling is the num-
ber of active regions to be adopted. The shape of spots, their uniform temperature
inside them, and the number of them represent a strong regularisation method for this
type of models. At first, one could think that the fit is better as more active regions
are introduced. However, in the following chapters we demonstrate that if the spot
size—temperature degeneracy is broken by the availability of color information in pho-
tometry, the absolute filling factor, i.e. the total coverage of spots, is constrained and
a minimum number of spots is needed to assure an optimal filling factor. Hence, in
case of considering a large number of spots, the optimiser will make them small and
clustered together to mimic the behaviour of a larger active region.

4.2.1.3  Spot model

The original version of StarSim works by dividing the photosphere into a grid of surface
elements, typically set with an angular size of 1°. Each of these elements is assigned to
represent either photosphere, spot, or facula and has different spectral distribution and
specific limb-darkening/brightening behaviour. Using this grid scheme allows StarSim
to build spots of arbitrary shape, even though in the implemented version spots are
assumed to be circular to optimise the numerical effort.
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Table 4.1: Set of most relevant StarSim parameters

Parameter Description

Spectral range [nm] Wavelength range of the spectra

logg Stellar surface gravity

T Photosphere effective temperature [K]

AT, Spot temperature contrast [K]

ATz, Facula, temperature contrast [K]

Q facula-to-spot surface ratio

P Stellar rotation period [days]

R, Stellar radius [R] (only for RV)

) Rotation axis inclination [°]

9o Differential rotation constant (see Section 4.2.1.3)
B,C Differental rotation parameters (Beck 2000)

Spot mean lifetime  mean life of spots [days]
o lifetime standard deviation of spot lifetime [days]
Spot growing factor  slope of the growing/decaying linear law [°/day]

In the first version of the code the stellar surface is divided into a grid and the code
iterates over each cell. This resulting in a high time consumption that in StarSim 2 ver-
sion we managed to solve by considering the spots as a single cell of a given area with
those physical properties computed at the centre. This approach boosts the efficiency
of the code by a factor of two orders of magnitude, but at the expense of some draw-
backs. The most important is the sudden apparition and disapparition of the spots to
the stellar limb when the central coordinates become visible. If the spots are large, this
creates visible jump discontinuities on the observables that may be prevented by limit-
ing the maximum spot size. In the simulations carried out in this Thesis, the spot size
limit was set to 8°. With this restriction, the spot maps may contain a large number of
small active elements that are able to cluster them to create arbitrary shapes to properly
model the observables.

The fact that spots are imposed to be circular and have a uniform temperature, con-
stitutes a strong restriction that breaks the degeneracy found in a lattice-type surface,
in where a large number of small pixels can independently be tagged as photsphere
or spots. In gridded surface models, a regularization prior must be implemented to
avoid inconsistent solutions e.g. the maximum entropy (Lanza et al. 2011), which tend
to favour surfaces with the lowest number of dark pixels (Luger et al. 2021b).

An active region consists of a central dark spot of radius R, with a circular ring
of faculae having a total radius R;.. We define the amount of faculae, @, as the ratio
of facula area over spot area and it is assumed to be a common parameter for all active

regions. Hence,
2
R
Q=[3) -1
R,
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Figure 4.2: Representation of the StarSim spot model on a Lambert projection. The
system is composed of five circular spots as defined in the model. The shaded yellow
disk emulates the limb-darkening effect for spots near to the edge.

The choice of this definition of circular spots has as the main advantage the com-
putational efficiency in comparison to the grid surface model. On the other hand, the
fact that spots are defined as a single patch on the stellar surface, the spots appear and
disappear abruptly from the limb once the central point is visible. To circumvent this
issue, an approximation of small spots must be used, and an upper limit is set. In the
simulations described in the next chapters, a limit of 8° is adopted.

The number of spots is a fixed parameter during the simulation. Furthermore,
spots evolve with time with a linear growing phase, followed by a time interval of con-
stant size, and finally a linear decrease until the spot vanishes. The mean life of spots
and their standard deviation are parameters that affect all active elements. This scheme
of appearing and disappearing spots at a certain rate produces surprisingly complex ac-
tivity patterns even when considering only a few spots.

The StarSim model does not distinguish between umbra and penumbra in a star
spot, but a mean temperature contrast is assumed for each active element and associ-
ated to the average of the different temperature components. Modelling star-
spots as circular spots surrounded by a ring concentric faculae corona has been used
in previous modelling codes (Lanza et al. 2003).

Figure 4.2 shows an example of a spot map plotted in a Lambert geographic projec-
tion having only dark spots. The spot map file contains a preselected number of spots,
each one having five tunable parameters, namely initial time, lifetime, colatitude, lon-
gitude and radius. The spot file parameters can be assigned randomly, ad-%oc (set by
hand), or can be the product of the inversion process of the observational time-series.

Differential rotation While stellar rotation periods have been measured for quite a
number of stars, differential rotation is more complicated to assess because it cannot
be easily measured. Reinhold et al. (2013) study more than 24 000 Kepler field active
stars, and 18 000 were found to show some evidence of differential rotation. Therefore,
high-precision observational data reveal that differential rotation is a very common
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characteristic in spotted stars. This is in good agreement with the theory of magnetic
field generation in the Sun that could be extended to other stars.

Looking at a well-sampled light curve of an active star, no simple rotation pattern
occurs in the vast majority of stars, particularly when a long timespan is available. One
of the most simple signposts of differential rotation is the appearance of light curve
amplitude beating as a result of the combination of multiple periods close together.

The StarSim code implements a differential rotation model following Beck (2000),
here each spot element rotates at a different angular speed according to its colatitude
coordinate,

w =ty — 8,y Bsin®(p) + Csin’(¢)] (4.1)

where , represents the fundamental rotation frequency, i.e. the equatorial frequency.
¢ is the latitude of the surface element and B = 2.39 deg - dayfl; C =1.78deg- da5f1
for a solar model (Snodgrass et al. 1990). §,,, is a factor quantifying the degree of dif-
ferential rotation. For 4,,, = 1 the solar model is recovered, and §,,, = 0, corresponds
to the solid sphere model.

4.3 StarSim Forward Problem

In this section, we describe how StarSim 2 computes photometry and spectroscopic
time-series. The forward problem consists of calculating an observable quantity (pho-
tometry, spectra) from an input spot map and parameter set, 8,6, in the form

X(t) = F(S,0) (4.2)

where X(t) represents the time-series of some observable and F is the StarSim model.

4.3.1 Surface integration

The Kurucz (ATLAS9) (Kurucz 2017) models are computed to obtain the intensity quo-
tients for different projection angles u = cos . The intensity profile across the disc is
calculated according to the position of each element on the sphere,

I h ()‘7 IUJ)
LD \op) = 2 (4.3)
ph,sp( ) Iph,sp(>‘7 O)
where I, .,(A,0)isthe intensity at the centre. In this way, the spectrum of each surface

element is multiplied by this coeficient according to its relative position with respect to
the line-of-sight,
) = f(A) - LD(A, ) (4.4)

In order to obtain the time-series observables, the flux of each element also pro-
jected to the line-of-sight to calculate its effective area. Thus, the element j flux be-
comes,

fj(>‘7 Mj) = f(A) - LD(A, Mj) CQj maX(Ovﬂj) (4.5)
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where a; is the area of the active element. The expression max(0, y1;) guarantees the
visibility condition of the surface element (1 > 0). The area of a circular spot of angular
radius r; on the sphere (unit radius) is

a; = 2m [1 - cos(rj)} (4.6)

and
pj = sini, sin @, cos(¢; + wt) + cosi, cos6; (4.7)

is the cosine of the projection angle. i, is the stellar axis inclination and 6, ¢ are co-
latitude and longitude coordinates of the center of the active region, respectively. The
quantity p; = p,(t) is an explicit function of time as a result of considering a sphere’s
comobile (6, ¢) coordinate system rotating at angular speed w.

Computing the full-disc integrated flux F', follows from summing over all surface
elements,

FocM ) = 2, + Af (4.8)
J
where the last sum is the flux variation induced by active regions,

Afg()‘> = (fsp ' Jsp<)‘) - fph()‘) ' Jph</\) +

(4.9)
+ fie " Jie(N) = fon(A) - Tpp (V)

The first term is the flux deficit produced by spots, while the second accounts for the
overflux given by faculae. The expressions J,;, Jg,, 1J;. account for the limb-darkening
contribution and the projective effects over the flux, according to the position of each

element.

: Ton(Xs 1)

j _ PR\ PG ‘
Jon(A) = L,%0) a; - max(0, p1;)

Jp(\) = % ~a; - max(0, u;) (4.10)

Jf]c()‘) = Cfc(:uj) cay e max(0, Mj)

In the case of facula, it is known that they present a brightening at the limb (Frazier
et al. 1978; Berger et al. 2007), instead of the classical limb darkening effect of the stel-
lar photosphere. The observations show that facula dominate the radiation budget in
solar-type stars where active regions show a brigthness ~ 1.2 greater at the limb than
at the center. In our code we use the formulation following Meunier et al. (2010a),

4
Teff + AT}L (M]) )

ce(py) = ( T T AT, (4.11)

where AT, (j1;) = a, +b, - p;+c, - u?, with coefficients a,, = 250.9, b, = —407.4 and
¢, = 190.9; so that c¢;, ~ 1 at the center of the disc, and ¢;. ~ 1.16 near the limb for a
Sun-type star.
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4.3.2 Generating photometry observables

Once we derive the integrated flux over the stellar disc (Equation 4.8), the time-series
is normalised with respect to the immaculate photosphere or its mean value, and it is
convolved with the transmissivity function of a preselected filter, T(\)

L+ Af
F,(\t) = ZJLJJ STy(M) (4.12)
Zj fph
and the integrated flux is
E,(t) = /Fn()\,t) dA (4.13)
A

in the case T(\) = 1, we obtain a spectra time-series of bolometric flux. For an ar-
bitrary T, function and integrating over all wavelengths, the instrumental normalised
flux is obtained in a given band, B, of the heterogeneous stellar surface.

4.3.2.1 Transiting planet model

We have added functionality to StarSim so that it is capable of simulating planetary
transits on a spotted photosphere to investigate the effects induced by active regions
on the profile and depth of transit events. The planet is modelled as a circular opaque
disc, equivalent as a zero-temperature spot but assuming a circular projection through-
out the stellar disc. The photometric signal is generated on the basis of relative planet
size, 7,/ R,, the ephemeris and orbital orientation parameters (inclination, spin-orbit
angle). The semi-major axis is computed from the parametrised orbital period of the
planet and stellar mass through Kepler’s third law, assuming e = 0. The current im-
plementation does not consider the planet to have an atmosphere. When simulating
transiting planets, particularly in high-precision chromatic transit studies, attention
has to be paid to the size of the grid since a too coarse simulated photosphere may in-
duce large errors in the transit curve of small planets. This has to be balanced against
computing time, which increases quadratically with the number of surface elements.

Figure 4.3 shows the profile of three transits on a spotted star with T, = 5000 K,
ATy, = 700K and P,,, = 15days. The planetary radius is 10% of the star’s. It can be
seen how spots alter the relative transit depths according to the observing wavelength.
The bumps in the second and third transits are spot-crossing events: when the planet
disc occults a spot instead of quiet photosphere, the flux difference makes the transit
shallower. The upper spot models are pictured in Lambert projection to show more
than a half of the sphere and only the spots inside the dashed circumference are visible.
The transit path is marked with a grey band.

4.3.3 Generating spectroscopic observables

To simulate the observables derived from spectroscopic measures (radial velocity and
activity indices, ie. bisector span, FWHM, ...), high-resolution spectra (R > 100 000) is
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Figure 4.3: Simulated multi-band transits on a spotted surface. The sinthetic map contains static (non-evolving) spots on a star 7T, = 5000K,
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correlated with a specifically optimised mask of selected lines to minimise the sensi-
tivity to stellar activity (Lafarga et al. 2020).

StarSim 2 uses high-resolution synthetic spectra generated with the Phoenix code
(Husser et al. 2013) to compute the cross-correlation functions (CCF) between the spec-
tra and the mask. To carry out determinations of precise radial velocities, the spectral
resolution has to be very high, therefore requiring a significant computational effort.
StarSim 2 operates in the CCF domain in spectroscopic mode instead of the natural
wavelength space. The option of working on the space of CCFs offers the possibility of
running the simulations in reasonable times, in comparison to the prohibitive compu-
tational expensiveness if we were dealing with high-resolution spectra. Nonetheless,
the price to pay for this shortcut is the loss of information encoded in the spectral lines
that collapses to an average CCF profile.

First, the spectra of all three types of surface are cross-correlated with an ap-
propriate mask —HARPS, CARMENES, ...— and according to the stellar spectral type.
Phoenix spectra include a modelisation of 1-D plane-parallel model (projection coef-
ficient, p = cosf = 1) convective effect. However, we initially remove it from the
CCF profile by fitting a low-degree polynomial to its bisector. Subsequently, we incor-
porate a more sophisticated bisector using CIFIST model spectra (Ludwig et al. 2009),
which implements a more accurate 3D atmosphere model. CFIST models are available
for Sun-like stars at several projection angles from the center to the stellar limb. The
CFIST bisectors are computed by cross-correlation of the high-resolution spectra, and
a 4-degree polynomial is fitted for 10 different cosine values of the projection angles.
The new bisector at the position of the surface element is linearly interpolated using u
and finally introduced in the CCF profile of such element.

It is well established that convective motions are inhibited in surface magnetic
features —spots and faculae— where strong magnetic fields prevent hotter plasma to
emerge (Strassmeier 2009; Berdyugina 2005). In those active regions, high-resolution
solar observations are used to model the bisector line to be implemented using a quadratic
polynomial as follows,

km

CCF,, (v) [?] — —1.2008 4 4.5295 - CCF,,,,, (v) — 3.0231 - CCF,,, (v)?  (4.14)

sym
where CCF,,, (v) denotes the quiet photosphere CCF with Phoenix convective bisector
subtracted. This model was obtained by high-resolution FTS (Fourier Transform Spec-
trograph) observations of sunspots, and originally used in the SOAP 2 tool (Dumusque
et al. 2014).

Computation The way to proceed to integrate the surface in spectroscopic mode con-
sists of determining a CCF for each of the surface elements, which is scaled according to
its projection geometry and spectral flux with low-resolution BT-Settl spectra. Finally,
the corresponding Doppler shiftis added \; = A + A);

AN, [7} —8.05-\- % Ry, - wsini, sin, sin ¢, (4.15)

87



The StarSim 2 Project 88

where 0,1 ¢, are colatitude and logitude coordinates of the surface element j, and w is
the angular rotation rate (Equation 4.1).

The next step is the substitution of the original CCF bisector from the Phoenix mod-
els by the more sophisticated and geometry-dependent CIFIST bisector,

I, N
CCF(v) = 7 - |CCF(v) — BIS (g, .., ) + BIS (CIFIST) + A\, (4.16)

o

where [} is the flux intensity of BT-Settl spectra and the projection vector; [, is the flux

normalisation; BIS (ay, .. , ) is the polynomial fit bisector model; and BIS (CIFIST) is
the new CIFIST model bisector to be introduced.

The resulting CCF of the integrated surface is obtained by summing up all CCFs,

CCF(v) = > CCF(v) (4.17)

Once the integrated spotted photosphere CCF is obtained, Gaussian fit is performed as
this will allow to measure some key parameters, such as the position and momenta of
the profile. The curvefit routine from scipy Python package is used to fit the function,

G(v) =c+ Aexp [ (“_W] (4.18)

202

where (v) is the net radial velocity of the spotted star. This constitutes the slowest step
in the calculation as it takes up roughly 80% of the execution time of a full RV curve
computation. To speed up the computation of the Gaussian fit, the initial hint param-
eters A, o, (v), ¢ are set to those from the previous calculation in the RV series.

Once the optimal parameters from the Gaussian fit are obtained, a set of activity
indicators can be built. The radial velocity is simply the average value (v) of G; o is
related with Full-width-at-half-maximum (FWHM), and A is the contrast indicator.
Additionally, an additional activity proxy can be computed by quantifying the shape
of the integrated CCF by means of the bisector (BIS) index. It is computed by firstly
calculating the curve that divides the CCF into two equal parts, and then subtract the
mean value of the upper part between 60-90% from the lower part between 10-40% of
the CCF height (Santos et al. 2001; Queloz et al. 2001).

Two main effects can be distinguished in the radial velocity modelling: the Doppler
shift of each surface element weighted by its flux and the convective blueshift effect. In
Figure 4.4 the RV signals of single spot model are shown with no faculae (Q =0, in blue),
and with faculae (Q = 3, in red) for a star rotating at P, , = 25 days. Dotted lines show
only the convective effect, which exhibits the symmetric nature with respect to the spot
central passage time. At this moment the convective blueshift effect is maximum due
to its radial geometry. In dashed lines, the isolated Doppler effect is shown, which
has also a symmetric profile. The left half of the star is blueshifted (v, < 0) while the
right half is redshifted (v, > 0). When in one of these halves is some active element,
by being at different temperature, the integrated emissivity in both halves becomes
different. When adding these two effects, the result is a non-symmetric profile because
the convection is always blueshifted (shown in solid lines). Note that, although the
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Figure 4.4: Composition of radial velocity signal budget for a solar-type star with an
equatorial spot of 1.6-1073 fractional area coverage. In dashed lines, the Doppler con-
tribution is plotted and the convective effect is shown in dotted lines for a no facula
case (red) and for @ = 3 (blue). The total effect is represented in solid lines.

convective contribution is always blueshifted (v < 0), the effect shown in the plot is
positive due to the subtraction of the systemic velocity.

Figure 4.5 shows an example of StarSim 2 generated observables using the parameters
from Table 4.2.

4.4 StarSim Inverse Problem

The inversion functionality is the culmination of the StarSim project since allows the
outstanding functionality of inferring starspot properties from observational data. Ex-
tracting information on the spot distribution and its properties has been a historical
subject of interest and some studies have been published (e.g. Petrov et al. 1994; Kovari
et al. 1997; Kipping 2012; Eker 1999a, 1999b; Luo et al. 2019; Luger et al. 2021b; Luger
et al. 2021a).

The inverse problem consists of finding the parameters of a model that best ex-
plains a set of observables. In our case, finding 8y,

Sy=F1(X,0) (4.19)
where F'is the activity model, § is the spot map, and § are the stellar parameters. To ob-

tain a solution for the inverse problem means finding a spot map, but also a set of stellar
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Figure 4.5: Examples of curves generated with StarSim 2 code for a K5V star and a map
consisting of a single equatorial spot of 2° in radius.

Parameters: T, = 4500 K, AT, = 800K, AT;, = 150K, P, =7.0d, i =90° and without
differential rotation (44 = 0). The solid black line shows the output for @ = 0 and the
orange line is for @ = 6, keeping constant all other simulation parameters. Asterisks
(*) in the bisector and FWHM indicate quantities normalised to the mean of the time-
series, BIS" = BIS — (BIS) i FWHM" = FWHM — (FWHM). The vertical dashed line
marks the passage of the spot’s center across the stellar meridian.
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Table 4.2: Stellar and simulation parameters of the example curves in Figure 4.5.

Parameter Value
Spectral range [nm] 450-900
T, [K] 4500
log g 4.5
Spot temperature contrast,

AT, [K] 800
Facula temperature contrast,

ATy [K] 150

facula-spot surface ratio, @ 0/

Rotation period, P, [days] 7.5
Rotation axis inclination, 7 [°] 90

parameters, such as rotation period, photosphere temperature, spot temperature con-
trast, amount of facula, stellar axis inclination, spot growing factor; and observational-
related parameters such as additional statistical jitter in data or passbands.

The inversion process of the observables is a computationally intensive task due
to the fact that many —typically tens of thousands— evaluations of the forward StarSim
problem are needed. In addition, some difficulties arise. Namely, ¢) The process of ob-
taining a spot map, keeping constant the stellar parameters, is inherently degenerate
and only approximate estimates of the optima are attained; and i) To solve the full in-
version problem, i.e. spot maps with their associated parameter sets is only possible by
performing a two-step approach in which the spot maps are inverted with randomised
parameters. This is first step is repeated until a statistically equivalent population of
the top-ranked solutions can be selected by using some statistical criteria. In forth-
coming sections (inverse problem in 5.3.2 and the application to WASP-52, 6.4), this
methodology is described in detail.

4.4.1 Spot map optimisation

StarSim 2 finds the maps that best reproduce the observables by performing a Monte-
carlo Simulated Annealing (MCSA) optimisation. This is a generic metaheuristic algo-
rithm intended for global optimisation that allows to find reasonably good approxima-
tion to the optimum in large configuration-space problems.

MCSA is a probabilistic method intended to find a reasonably good solution of the
global optimum of a cost function. This method excels in: i) finding an approximation
to the solution since finding and assuring the global optimal is not attainable with a
finite number of function evaluations; and i) MCSA is designed to overcome getting
trapped in local minima, which is one the most important drawbacks of gradient-based
descent methods. As the functions to evaluate are commonly noisy, there are countless
local minima where the algorithm could get stuck.
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Simulated Annealing finds its inspiration in the likewise called metallurgy tech-
nique consisting of heating metals and cooling back several times to modify their crys-
tallographic properties by moving and replacing the atoms of the lattice to minimize
the energy of states. This procedure is top to bottom: first, the biggest defects are ar-
ranged, and as temperature decreases, the tiniest defects are corrected.

The first authors that linked the Simulated Annealing of metals crystallography
with combinatorial minimization were Kirkpatrick et al. (1983). They replaced the en-
ergy with a cost function and the states of a physical system by a combinatorial solution
that minimizes this cost function (merit function).

In the beginning, this technique was designed to solve combinatorial problems
with discrete space objective functions. However, the mathematical formulation can
be easily extended to continuous spaces (Dekkers et al. 1991) by an appropriate selec-
tion of minimal distance, §x, between neighbour configurations to obtain perturbed
configurations ¢% = ¢, + dx.

The great advantage of MCSA is the ability to avoid local optimals given an adequate
cooling schedule, which is the way the temperature is decreased. Hence, a favourable
configuration after a perturbation is always accepted while a disfavourable perturba-
tion can be accepted or not according to an exponential probability, making it possible
to hillclimb to finally reach the global optimum.

4.4.1.1  Stmulated Annealing

We show here a simple outline of the simulated annealing method implemented in
StarSim 2 map optimisation routine.

1. Draw a random configuration (a list of random spots).
e Setinitial inverse temperature = 3, where T = 1/ is defined as the cool-
ing temperature of the algorithm.
e Let k = 0 (number of temperature steps; max set to k,,,,.)-
e Letng = 0 (number of steps for each temperature; maximum set to njy*%).
2. Make the current configuration ¢, evolve to a perturbed configuration ¢ by slightly

modifying one randomly selected parameter of one of the spots. f(¢) represents
the forward problem.

3. If f(#%) > f(#;) then
accept ¢
else

accept ¢ with probability e~ 72/

ng < ng+ 1. Ifnﬁ < n%AX go to 2.

4. Increase the inverse temperature 8 < ( + 03 according to a cooling schedule.
5.k« k+1.1fk < k,,,, goto2, else go to 6.
6. End.
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There is no consistent rule for choosing an optimal annealing schedule as it strongly de-
pends on the specific function to be optimised. However, a fairly efficient scheme may
be determined by trial and error (Kirkpatrick et al. 1983) to obtain a robust optimiser,
and a faster convergence was found for a Kirkpatrick cooling schedule,

By =Bya ", (4.20)

in comparison to a linear scheme, both widely used (Nourani et al. 1998). Several trials
were performed to adjust the parameters {1}, a, ng, k} = {5000, 0.25, 500, 25} until a
reasonable behavior was reached.

4.4.2 Parameter inference

Solving the inverse problem means finding a spot map § and the parameter tuple 6 that
reproduces best the observational data. Algorithmically, optimising a map and its asso-
ciated parameters, 8§, cannot be performed at the same time due to the strong coupling
between two data structures. Each of the parameters in the tuple affects the simulation
as a whole. While moving a single spot produces typically small variations in the com-
puted observable, a slight variation on rotation period or spot temperature will affect
all spots and produce large variations on these observables. Spot maps have to satisfy
the restriction of non-overlapping spots meaning that during the fitting process, each
spot movement has to be checked to fulfill this condition, by perturbing the spot pa-
rameters one by one. In this sense, a spot map can be understood as a superparameter
with internal structure. Therefore, fitting map and parameter set simultaneously is
extremely difficult and a two-step solution is adopted.

In our approach to obtain the parameter distribution, the first step is to fit the map
with parameters kept constant during all the process. Hence, an optimal map with
a given set of parameters is obtained, denoted as 580. By repeating this last process
repetitively with randomised parameters, each instance will result in a different fitting
metric. Those variations are motivated by two facts: i) Parametric randomisation, and
1) The inherent uncertainty in map fitting. This last uncertainty it the most concern-
ing since it cannot be easily estimated. Subsequently, statistical criteria may be used
to group a set of equivalent solutions, conforming an ensemble to extract the true pa-
rameter distributions. The criteria used in StarSim analysis of WASP-52 is developed in
the following Chapter 6.

The process of fitting a map is numerically hard mainly due to the total number of
parameters involved and the fact that all spots have the same weight on the fit, which
implies that only approximate optimals can be reached. This class of optimisation
problems falls into the category of noisy optimisation which in our case the evalua-
tion of the objective function is always lower than the real optimal. If the estimated
map given constant 6 yields 39 = F~1(X, ), the returned forward problem is given by
F(8,) = F(8§") — |¢| where ¢ is a random noise variable produced by the SA optimi-
sation algorithm.

This situation appears frequently in fields such as machine learning, robotics, sen-
sor networks, physics simulations or any other optimisation application domain in
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StarSim
e .
— science (observational data files)
e . .
— data (StarSim usage files )
spot_list.dat
interpolated_filter_coeffs_<filter>_<wv_range>_lres.dat
flt_immaculate_ph_<phot.temp.>_<wv_range>_lres.dat
[ — )
— precompiled_spectra (synthetic spectra with computed LD)
[ — ] .
— precompiled_ccfs (computed CCF for a given temperature
and wavelength range)
[ —
— filters (instrumental photometric filters)
R
I maps (spot maps generated with
inversion mode)
[ —
L src (source files)

': CStarsim.py  (class definitions)
mstarsim.f95  (Fortran routines)

Figure 4.6: StarSim application file tree with most important folders and files.

which the computational cost of evaluating the objective function is high, or we just
can access to approximations of them.

For those optimisation problems several modern techniques have been implemented.

One of the most successful is Bayesian optimisation consisting of fitting a surrogate hy-
persurface to a small group noisy evaluations. Based on this first approximation to
the objective space, new points are sampled according to conditional probability den-
sities until convergence is reached. Then the fitted surface is sampled through a stan-
dard MCMC routine taking advantage of its high computing speed. An example of this
methodology is the Python implemented approxposterior (Fleming et al. 2018), allow-
ing speed boosting up to a factor of x 1000 in sampling heavy functions. Unfortunately,
the computing times (see Table 4.3) of the photometric inverse problem is still too high,
and the associated uncertainties are too large.
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Table 4.3: StarSim 2 running times for a typical dataset.

computational time

(HD 25825) Photometry? Radial velocity® Spot map?
Forward problem ~ 3.5ms ~0.1s Evolving 35-spot
~ 0.003s ~0.076s Unevolving 3-spot
Inverse problem 68s 25 min Evolving 35-spot
13s 8 min Unevolving 3-spot
Inversion (Ph+RV) 2.2h¢ Evolving 35-spot
8 min® Unevolving 3-spot

@ 191 points (original data binned).

b 59 measurements; HARPS (24) + TRES (23) + SOPHIE (12) (see Section 8.2.1.1).

¢ The inversion of two observables is not the sum of the times for photometry and RV inverse
problems because of the increase in spot-placement difficulty, since much more spot move-
ments have to be made to reach an acceptable fitting statistic. All these values do not con-
sider the loading times needed to compute ph/rv curves such as reading spectras, precompiled
CCFs... in such a case, 1-2 seconds shall be added.

d Evolving spotmap means that not all the spots are active at a given time but they can appear
at any moment and have an individual lifetime. Unevolving pattern means all the spots are
present since the begining of the simulation and no spot can appear during the simulation.

4.5 Code architecture, usage and benchmarking

The new version of StarSim is coded in Python (2.7+/3.x) but the most numerically-
intensive routines are written in Fortran 90 to optimise the performance. The code is
intended for fast computation of the forward problem, but also offers a flexible environ-
ment to solve many different configurations of the observables, e.g. computing a single
inverse problem by inverting a set of multiband photometric observations; solving N
inverse problems with randomised parameters in an arbitrary configuration of observ-
ables (photometry, RV, BIS,...); and computing the forward problem of a collection of
maps and parameter sets. Object-oriented programming (OOP) is the most adequate
paradigm to write the code as each of the observables has specific parameters and data
only affecting themselves, and, all the observables need to access common methods
like spectra or 10 operations taking advantage of encapsulation and inheritance, two of
the fundamental features of the OOP.

The architecture relies on the design of a container class StarsimSimulation, which
reads from a configuration file where the observational data time-series can be se-
lected. Then, an object for each type of observable is instantiated and the methods
enclosed all across the inherited classes allow the computation of the different data
products. Figure 4.7 shows the UML class diagram where the inheritance relations and
composition among the classes can be traced. The notation 1.* in StarsimSimulation
means one or more instances can be created, while 0.* indicates an arbitrary number
and combination of observable objects can be created by the container class.

The core idea of the design relies on the OOP encapsulation concept. Each of the
observables has specific data and parameters, e.g. a photometry series dataset has a
specific filter, spectral range, time sampling, quadrature added jitter, ...and, needs spe-
cific methods (functions) to compute merit function metrics (In .£). All these features
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are kept encapsulated into an object and cannot be altered nor interfered with by any
other objects. However, there are other attributes (variables and parameters) that are
common throughout the simulation process, namely those related to stellar parame-
ters and the spot model. Hence, the class container StarsimSimulation inherits the
classes Spots (which in turn inherits Star), Planet and SimulatedAnnealing to allow
the access to their attributes and methods.

This architecture allows building complex data structures such as creating a tuple
of StarsimSimulation objects, each one with different simulation parameters, to per-
form parameter inference. This option can be run in parallel in multicore machines
and is truly computationally expensive.

Some examples of the computing time for representative StarSim 2 forward and
inverse problems can be found in Table 4.3. Times were benchmarked on an Intel i5-
8259U@2.3GHz using a single core for typical space-based photometry and spectro-
scopic observations.

Package dependences Starsim is written in Python 2.x with precompiled libraries in
Fortran 90 which are linked through £2py interfacer (Peterson 2009). This wrapper facil-
itates the integration of fast compiled Fortran code into Python environments resulting
in a dramatic speed-up in those routines in where Fortran excels in speed, i.e. loops,
conditional statements or basic algebra. The Fortran subroutines must be compiled
before to be callable by the main Python code using this built-in bash script,

$ bash compile_fmodule.sh

£2py is a part of Python Numpy package and can also be installed as a standalone com-
mand line tool. In addition to this, StarSim 2 also needs scipy 0.18.1+for optimisation
routines and Lapack library for fast linear algebra routines.

File tree and important files Figure 4.6 sketches the file structure of the StarSim 2
showing the most important files. In /science folder are found the observational data
files; /data folder contains those files used in all simulations, e.g. the spot map list
(spot_list.dat), the interpolated filters (interpolated_filter_coeffs_x), low reso-
lution spectra of integrated immaculate photosphere (f1t_immaculate_ph_x), among
other utility files. In /precompiled_spectra and /precompiled_ccfs folders are found
the already generated spectra and CCFs for a given set of parameters. In case of StarSim
2 does not find these files, they are generated at the expense of more time consumption.
/src folder contains Fortran and Python source code files.
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StarSim 2 basic usage Next we provide a list of the commands implemented in the
code. Following the structure,

./starsim.py --mode=[available_modes] --other-options

a number of modes are available:

10.

11.

. ——mode=ph: perform photometric forward problem

--mode=rv: perform RV forward problem

. ——mode=bis: perform bisector forward problem

--mode=contrast: perform contrast forward problem

. ——mode=fwhm: perform full width at half maximum (fwhm) forward problem

--mode=inversion: perform inverse problem using the observables checked
atmultifit.conf configuration file

. ——mode=N-inversion: perform N equivalent instaces of the inverse problem

with the same stellar parameters

--mode=param_fit: perform full inverse problem with randomly varying pa-
rameter space

. ——mode=forward: perform forward problem for all spot maps found in /maps

folder and a parameter list for each map
--inhibit_msg: do not show informative screen messages

--ncpus=: number of computing cores (parallelism implemented on inverse
problem)
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Figure 4.7: StarSim UML class diagram showing the relations among the classes.
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Chapter 5

The Photometric Inverse Problem

The findings presented in this chapter are published in Rosich et al. (2020).

5.1 Introduction

In this chapter, the analytical formulation and numerical simulations of the multiband
photometric inverse problem are presented. The inverse problem consists of finding
the model parameters that satisfy some observational data. Unlike the forward prob-
lem which has —in deterministic physics— a unique solution, the inverse problems are
typically ill-posed meaning there is no uniqueness or stability of solutions, i.e. arbi-
trarily small errors in the measurement data may lead to indefinitely large errors in the
solutions (Tarantola 2005; Kabanikhin et al. 2008).

Inverse problem theory has wide applications in fields such as optics, acoustics,
imaging, geophysics, remote sensing, and astrophysics. In the stellar activity context,
it means finding a set of physical stellar parameters (i.e. rotation period, spot temper-
ature, ...) and a spot map, containing the distribution of the active elements and their
evolution. In general, the photometric inverse problem is computationally expensive
as it requires a large number of forward evaluations, the solution is not unique, and
often, only approximate estimations can be attained.

The implemented spot model is also a key constrain to tackle the large multiplicity
of equivalent maps retrieved. In discrete spot maps, like the StarSim model developed
in the preceding chapter, the degeneracy-breaking prior is the assumption of circular
spots and the fact that they have uniform contrast temperature and sharp boundaries,
on a perfectly uniform photosphere (Luger etal. 2021b). In gridded stellar surface mod-
els (like the old StarSim version) a regularisation metric is often assumed to assure the
convergence to favor the simplest solutions containing the fewest dark pixels solutions
(e.g. Vogt et al. 1987; Lanza et al. 2011).

The following sections aim to describe the computational inverse problem to re-
trieve the stellar properties and the active maps in the framework of StarSim spot model.
We explore a variety of degeneracies found in the problem, concluding that by using
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Figure 5.1: Example sketch of a stellar photosphere including modulating and non-
modulating spots. The model is composed of a polar cap, which does not contribute
to light curve modulation, with a projected filling factor ¢, and an equatorial small
spot with a maximum projected filling factor §,,. F(-) is the brightness of each surface
element.

multiband photometry is possible to break the spot size—temperature degeneracy, and
therefore, reconstruct the time-evolving projected filling factor allowing to constrain
its chromatic effect on planet transit events.

5.2 Analytical foundations of the inverse problem

Before moving on to discuss how StarSim 2 handles the inversion of photometric light
curves, we shall present the analytical foundations of the model and the relevant vari-
ables.

We consider a stellar surface with active regions covering a total projected filling
factor dgp, which is made of two components: one that produces flux variations over
time due to rotational modulation, §,;, and another one that stays constant as the star
rotates (e.g., a polar cap or a uniformly spotted latitudinal band), 4.

To demonstrate analytically that light curves can carry information of both spot-
tedness levels we assume a simple model consisting of a star with a circular spot on
its equator, with a surface d,,, and a polar cap covering a surface §,, as illustrated in
Figure 5.1.

The amplitude of the photometric modulation can be estimated as the ratio of the
flux of the star when the modulating spot is out of view,

hi :Fsp<BaTsp) 50+th(Bvah) (1_50)7 (5.1)
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with respect to the phase when the spot is at the center of the visible stellar disc,
fo= Fsp(B)Tsp) (50 + 5M) + th(Banh) (1 - 50 - 5M)a (5.2)

where F, and Fg, are the surface fluxes of the spotted and immaculate surface of the
star, respectively, which depend on the temperature of each surface element (7}, and
T,,) and the spectral band (B). The relative amplitude of the photometric variability
can be computed as (f; — f5)/f1, which is equivalent to the measurement provided by
observational light curves. Rearranging Equations 5.1 and 5.2, the photometric ampli-

tude can be written as,

On
AobS (By ATsp7 6Mﬂ 50) = @(37 ATSP> — 60 (5.3)

where
1

1 _ ( FSp ) ’
Fon B,AT,,

with AT, being the difference between the photospheric and spot temperature (AT, =

T,n — Tp). We assume that the effective temperature of the star can be estimated inde-

pendently.

B(B,AT,,) = (5.4)

These equations illustrate that the photometric amplitude increases linearly with
the modulating filling factor, ¢,,, and decreases with a combination of the non modu-
lating filling factor, §,, and the brightness contrast between the photosphere and the
spots @, which is, in turn, a function of the photometric band (8) and the temperature
contrast (AT,). We remark here that these quantities satisfy some constraints, namely,
0<6,<1,0<d,;<1,0<05+d,; <land® > 1, for cool spots.

5.2.1 Implications on attainable information

Figure 5.2 illustrates Equation 5.3 and its dependence on the three independent param-
eters. If only information from a single band is available (e.g., typical data from exo-
planet surveys), the linear dependence of the light curve amplitude with d,, permits the
determination of the modulating filling factor provided the non-modulating filling fac-
tor is neglected and the spot temperature contrast is adopted as an external constraint.
This has been a common practice in the literature.

In case two or more bands are available, the possibility of determining another
variable such as AT, or ¢, arises. For typical spot temperature contrasts and visible
bands, it can be shown that ® is significantly greater than §, and therefore the former
parameter dominates. Thus, from two or more photometric bands (preferably covering
a large interval in wavelength, i.e., large ® variation), the simultaneous determination
of 05, and AT, becomes possible. A practical application can be found in Mallonn et
al. (2018).
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Figure 5.2: Graphical represen-
tation of Equation 5.3 for the pa-
rameters of interest assuming
a stellar photospheric temper-
ature of T, = 5000K and a
black-body for the spectral en-
ergy distribution of each surface
element. (a) Photometric ampli-
tude as a function of the mod-
ulating filling factor for differ-
ent spot temperature contrasts.
A non-modulating filling factor
0, = 0.05is employed, but adopt-
ing other values has negligible
effect at this scale. The gray area
covers the spectral range from
400nmto 1 um. (b) Difference in
activity-induced amplitude for
photometric bands BVR with re-
spect to the / band as a function
of spot temperature contrast. A
value of 0.05 is adopted as mod-
ulating filling factor (§,,) and ex-
amples for non-modulating fill-
ing factors of §, = 0 and 0.1
are shown. The gray lines illus-
trate how the bi-valuate nature
of the temperature contrast ef-
fect can be resolved if more than
two bands are used. (c) Differ-
ence in activity-induced ampli-
tude for photometric bands BVR
with respect to the 7 band as a
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filling factor. A modulating fill-
ing factor d,, = 0.05 and a spot
temperature contrast ATSP =
600K are adopted.
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In the particular case of two bands, the solution becomes bi-valuate, with two pos-
sible AT, reproducing the amplitude difference, as shown in Figure 5.2b. However,
if a third band is available, such degeneracy can be broken, as illustrated by the gray
lines in the figure.

Equation 5.3 further shows that, from three bands or more, one can theoretically
determine at the same time the three relevant variables. For that to be possible, the pho-
tometric information needs to be of sufficient precision to discriminate the changes
induced by each variable. The curvature in Figure 5.2 (i.e., the variation in the am-
plitude difference) is what makes it possible to determine the non-modulating filling
factor from multi—colour photometry. Nevertheless, the scale of the variations makes
reliable estimates of ¢, very challenging for typical ground-based photometric preci-
sions. We remark that we have presented a simplified version of the problem, defined
by only two epochs (maximum and minimum light). However, photometric time-series
also carry information on the relevant parameters because of the correlations present
among the different measurement epochs, thus adding additional constraints to the
spot properties.

The formulation discussed here proves that it is possible to simultaneously deter-
mine the total spot filling factor and spot temperature contrast as long as good multi-
band photometric data are available, therefore providing theoretical foundation to the
inverse problem.

5.3 The inverse problem

The most recent StarSim version can perform the inverse problem. The goal is to obtain
the underlying properties, i.e. a stellar activity model as described by the parameters
of the star and its surface map, that reproduce the observed time-series data X. Such
nonlinear problem can be expressed as

X =F(8,0) +e, (5.5)

where X is the time-series data, F is the activity model, and 6 is a set of stellar parame-
ters. The surface map &S is the set of parameters that describe the surface distribution,
sizes, and lifetimes of all the active elements considered, each of them defined as a
small circular spot surrounded by a bright facular region. Finally, € is an additional
noise term, or jitter, that we adopt as uncorrelated and following a Gaussian distribu-
tion (white noise).

The inverse problem consists in finding the surface map that best reproduces the
data X for a given 6, expressed as

36 = Fil (X7 9)7 (56)

where § ¢ means the optimal surface map linked to a specific set of stellar parameters.
Subsequently, this map and its associated parameters provide an optimal fit to the pho-
tometric and spectroscopic time-series data when applying the forward model (Equa-
tion 5.5).
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5.3.1 Objective function

The statistical function to optimise, or figure of merit, is a linear combination of the
logarithmic likelihood function of all the time-series data defined as

Obs

In£(8,0) = a; InL;(X;| M;(8,0)), (5.7)

where In £; is the log-likelihood of the fitted model M ; according to the observational
data X for the j-th observable. The quantities a; are the weights associated to each set
of observables (here we assume a; = 1). As shown in Equation 5.5, we consider the
simplest case of non-correlated Gaussian uncertainties (white noise). The likelihood

function is then written as

N 2

1 (y; — Mj)
Li=||—=———exp|— 73] (5.8)
! H V2m(o? + 52) 207 +53) I
where M ; is the StarSim-generated model of the j-th time-series observable with N
measurements, and y; are the observational data points. ¢; is the nominal error of the
measurement i, and s, is a quadrature-added jitter, that accounts for a possible incom-
pleteness of the model, underestimated uncertainties or traces of correlated noise.

5.3.2 Optimising the surface distribution of active regions

Surface maps describing the distribution, size and evolution of the active elements are
obtained through maximisation of the figure of merit (Equation 5.7) given a fixed set of
stellar parameters, 6, typically including the rotation period, P,;, the spot temperature
contrast, AT}, and the facula-to-spot area ratio, Q. Thus, the optimal surface map is
given by
8y = argmaxIn £,(8), (5.9)
8;€8

where 39 is the optimal surface map constrained to a specific set of parameters and &
is any surface map among all possible maps, §.

5.3.2.1  Simulated annealing optimization

In order to optimise the expression in Equation 5.9, we implemented a Monte Carlo
Simulated Annealing optimisation algorithm (hereafter MCSA, Kirkpatrick et al. 1983).

Surface map The surface map optimisation starts with a random distribution of a
fixed number of active elements, each one characterised by five adjustable parameters:
time of appearance, lifetime, latitude, longitude, and angular radius. Active elements
do not appear or disappear abruptly. They are assumed to grow or shrink linearly in
radius at a rate of 0.5 deg/day (see Herrero et al. 2016, for additional details). The value
of @ is assumed to be the same for all spot elements. The total number of active regions
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is a parameter of StarSim and can be defined by the user. However, it is is advisable
to limit the maximum number of active elements thus forcing the model to retrieve
simpler surface maps, avoiding the appearance of a large number of very small spots,
especially when modelling noisy time-series data.

Optimisation The optimisation process follows successive iterations where the algo-
rithm randomly selects one of the adjustable parameters from a randomly-selected
active element and modifies it slightly. Then, with this new map, the forward problem
is re-computed and In £ is evaluated for each time-series dataset. If such perturbed
map improves the quality of the fit as given by Equation 5.7, the change is accepted.
Otherwise, it is accepted with a probability e #2"< where §is a parameter that grows
in each step. With this strategy, the optimiser avoids getting trapped in local maxima.
A more detailed explanation of the implementation of MCSA in StarSim can be found
in Herrero et al. (2016).

Due to the large number of parameters describing the stellar surface map and the
intrinsic randomness of Monte Carlo algorithms, several maps retrieved with the same
6 may not be identical in spite of producing very similar time-series datasets with the
forward model. This effect can be mitigated by performing a number of solutions with
different initial spot maps and subsequently exploring the variance of the likelihood
statistic. For each target and set of observations, these tests can help the user to de-
fine parameters such as the number of iterations of the MCSA algorithm per S step
and the number of active regions on the stellar surface. The execution time (which in-
creases linearly with both parameters) and some regularisation criteria (selecting the
minimum number of spots to avoid unnecessarily complex surface structures) need to
be factored in when deciding on the optimal procedure. Once these parameters are
adopted and a large number of inversions with varying initial spot conditions are run,
the final product of the inversion for a fixed set of parameters, 6, is a spot map cal-
culated by averaging the total sample of optimal maps. The result is a smooth time-
evolving surface map that contains valuable information about the surface distribution
of the active regions, their typical lifetimes and possible differential rotation.

5.3.3 Optimising stellar parameters

Equation 5.9 describes the optimisation of the surface maps §, when fixing a set of
stellar parameters . However, tests show that § has a dependence on §. Due to the non-
linear and multimodal nature of the problem, §, and 6 are strongly coupled, and small
variations on the parameters potentially imply large changes in §. Therefore, fitting
both sets of parameters simultaneously is computationally challenging. Therefore, we
choose a two-step approach.

The retrieval of optimal parameters in this context belong to the class of noisy op-
timisation problems (e.g. Grill et al. 2015), which are characterised by long evaluation
times and noisy outputs for the objective function. In our particular case, we consider
a large number of randomly-generated parameter sets drawn according to a prior dis-
tribution (generally uniform) and calculate the inverse problem to produce an optimal
surface map starting from random initial conditions for each of the parameter sets.
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Figure 5.3: Flow chart of the parameter retrieval approach as presented in Section 5.3.
The inverse problem block fits the observational data to generate a surface map con-
strained to a fixed set of stellar parameters, which are drawn uniformly distributed and
serve as rest values. Once the optimal map is obtained, a forward model is computed
using this map and parameter set. Finally, the In £ is computed and all iterations are
sorted to select the N-best solutions according to a maximum A In £ in order to build
the parameter distributions.

Using their In £ values, a certain interval enclosing the best statistically-equivalent so-
lutions can be defined. From the selected best solutions, the optimal parameter set and
the corresponding uncertainties can be determined. The procedure can be expressed
as

{0}* - {elndo, 9111(:1’ eey 91n£N| 11’1 'L‘j 2 h’l £]+17 A]n 'CMAX -
=Inly—InLy~AlnL,,,}, (5.10)
where Aln £, is the threshold defining equivalent solutions. Then, the median and
68% confidence interval of {#}* are used as the best estimates of stellar parameters and

their uncertainties. A flow chart of the full StarSim inversion problem is displayed in
Figure 5.3.
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5.4 Description and handling the degeneracies on the in-
verse problem

The methodology of StarSim to calculate the inverse problem implies accounting for a
large number of parameters and potential correlations among them, which may pro-
duce degenerate solutions. This is especially important when only a particular type of
data is considered (i.e. photometry or spectroscopy). As degenerate solutions, we un-
derstand a set of spot maps and parameters that results in equivalent surface integrated
observables. The casuistics can be summarised into the next three categories.

5.4.1 Size-latitude degeneracy

A number of different active region configurations can yield very similar simulated
datasets, with figures of merit that are not significantly different. This can be easily
illustrated by the example of considering a system with a single spot on an equator-on
star (i, = 90°). In such case, the location in either hemisphere produces identical re-
sults for all datasets (hemispherical degeneracy). Also, spots with different sizes at dif-
ferent latitudes can produce similar effects, as they may yield the same projected area
towards the observer. This results in size-latitude correlations. Such type of degenera-
cies could in principle be solved through accurate modelling of limb darkening. How-
ever, the uncertainty of photometric and spectroscopic measurements usually make
limb darkening variations indistinguishable. This is why, especially for stars that are
nearly equator-on, we cannot retrieve the latitude distribution of the active regions but
only the stellar longitudes occupied by spots. Therefore, retrieved surface maps have
to be understood as the filling factor of active regions projected on the longitude axis
(see Section 6.4.3.1 for the case study presented here).

At least from a theoretical point of view the size-latitude degeneracy can be solved
with photometry of sufficiently high precision. That may capture the tiny variations in
light curves due to different limb darkening profiles drawn by the chords followed by
spots at different latitudes. Therefore, we could refer to those class of degeneracies as
weak, in contrast to strong degeneracy, such as hemispherical symmetry, which cannot
be solved.

5.4.2 Size-temperature degeneracy

Another important potential degeneracy is caused by the correlation between the size
of the active regions and their temperature contrast. However, there is potential relief
to such degeneracy because the temperature contrast of spots and faculae introduces
a chromatic effect, as we have shown above. This can be measurable when multiband
time-series photometry is available. When cool spots are present on the stellar surface,
the amplitude of the photometric variability is larger at bluer wavelengths, and lower in
the red and infrared bands. Such chromatic signature can be studied by performing the
inverse problem with StarSim on multiband photometric measurements, thus allowing
to derive the temperature contrast of the active regions with respect to the photosphere
and thus break the temperature-size correlation.
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5.4.3 Spot-facula degeneracy

Different combinations of the filling factor of spots and the amount of faculae, @, can
also result in similar solutions for the modeled observables. This is because bright re-
gions can partially compensate the effects of dark spots. However, the presence of facu-
lae can also be identified when analysing multiband photometric time-series, through
proper modelling of limb brightening (as opposed to limb darkening for dark spots)
and the corresponding chromatic signature, which differs from the one produced by
cool spots. Also, due to the blocking of convection by active regions and the subse-
quent decrease of the net convective blueshift in radial velocities, the spot-facula de-
generacy can also be broken when contemporaneous photometry and high-precision
spectroscopy are available.

5.4.4 Latitude-inclination degeneracy

In case of considering the stellar axis inclination (i,) as a free parameter, another rela-
tive orientation degeneracy may occur with those systems with the latitude and inclina-
tion parameters being swapped. Hence, it becomes observationally indistinguishable
a system with a spot at a latitude 6 in a star with an inclination axis 4,, from a system
with inclination ¢, = 8 and § = i,.

5.4.5 Zero point degeneracy

When polar or circumpolar active regions are present, these give rise to a non-modulating
effect that produces a constant offset of the photometric flux. As we have mentioned
before, such offset is only mildly chromatic and therefore difficult to determine. Per-
forming the inverse problem for these stars if they are not equator on is particularly
challenging when only single-band photometry is available. This degeneracy, also re-
ferred to as normalisation degeneracy (Luger etal. 2021b) isrelated to the fact thatin the
disc-integrated flux of a star the level that corresponds to the immaculate photosphere
is a priori unknown, and therefore it is not possible to normalise the simulated light
curves with respect to the unspotted surface. If the light curves are normalised with
respect to their mean value, degeneracy appears in case of considering surface maps
made of combinations of modulating (4,,) and non-modulating (§,) active regions.

As an example, we may consider the comparison of two systems as shown in Fig-
ure 5.4. One, is composed of a small equatorial spot, and the other has the same equa-
torial spot plus a polar cap. Obviously, these two systems have a different spot maps
but if the light curves are normalised to the average flux or to the maximum flux level,
they are indistinguishable in single-band observations. This is because the immaculate
photosphere flux level is in principle unknown.
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Figure 5.4: StarSim 2 single-band simulation of two examples of heterogeneous sur-
faces to illustrate their photometric signal dependence on the normalisation used. If
the flux is normalised over the immaculate photosphere (top panel) the effect of the
polar cap modifies the integrated flux. At practice, the immaculate photsphere flux is
unknown. Thus, normalising the light curves over their mean leads to an observational
degeneracy impossible to break without color information (lower panel).

5.5 Toy model inversion

As a further test of the validity of our approach, we conducted an inversion exercise
using synthetic data generated with the forward functionality of StarSim to check the
inversion feasibility.

5.5.1 Model

We considered a star with T}, = 5000 K, i, = 90 deg, P,,,, = 15 days and with its surface
covered by 5 spots having a AT, = 700 K and no faculae (Q = 0). We considered spots
of various sizes, placing them at different latitudes and longitudes in such a way that
a photometric modulation is present and also ensuring that spotted regions are visible
at all times (i.e., projected spot filling factor never being zero), to produce a nonzero
non-modulating filling factor.

We assumed the spots to be of constant size and static in the frame of reference of
the rotating star. We generated synthetic light curves in the UBVRL/ bands covering a
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Table 5.1: Results of inversion tests using synthetic data with StarSim. §,, is the total
projected filling factor, 6, + d,,-

Parameter Input Model

5 spots 10 spots 20 spots
P,..(d) 15 15.0017051  15.0027091%  14.99575-015
AT, (K) 700 650192 700730 67539
Q 0 <0.23 <0.22 <0.13
§.p (max)  0.049  0.04870:00%  0.051%009%  0.0537) 004
§,p (min)  0.012  0.01275:903  0.01375:061  0.01579:003

timespan of 90 days (6 rotations) and with a uniform observational cadence of one mea-
surement every 0.5 days. Noise was added to the photometric measurements following
a heteroskedastic scheme, consisting of non-correlated Gaussian noise ~ N (0, o) with
o ~ 1(0.0085,0.00115) (i.e., ~ 1000 ppm).

5.5.2 Analysis

The resulting 6 light curves were inverted following the scheme sketched in Figure 5.3.
The fitted parameters were P,,,, @, and AT,,. We ran several thousand inversions
exploring the relevant parameter space, all starting from a random map. We consid-
ered three different assumptions regarding the number of active regions in the model,
namely 5, 10, and 20, to evaluate the impact on the quality of the solution and on the
resulting filling factor. We furthermore considered that spots have a finite lifetime and
that their growth or decrease rate is 0.5 deg-day—!. Each spot was characterised by six
parameters (appearance time, lifetime, longitude, latitude, radius) that were allowed
to vary during the optimisation process.

We established a likelihood criterion to select the best maps and solutions based on
the inherent scatter of the solution when performing a large number of inversions from
random maps and assuming the correct parameters. This yielded a number of 100-150
good solutions for all three cases. The statistical results of such solutions are given in
Table 5.1, and a graphical illustration for the 10-spot case is shown in Figure 5.5.

The results of the inversion tests allow assessing the retrieval performance of the
StarSim model. As can be seen in Table 5.1, all fitted parameters are retrieved within
the uncertainties regardless of the number of spots assumed. No significant bias is
observed except for a slight tendency to underestimate the spot temperature contrast.
However, additional tests showed that this may be caused by the relatively low num-
ber of solutions used and therefore it should not be reason for concern. It is interest-
ing to note that the spot filling factor is also accurately obtained, including the non-
modulating fraction. This indicates that the algorithm is able to reduce the size of the
spots and place them appropriately to reproduce the correct spottedness of the star. We
do not see a dependence on the number of active regions except for a slight tendency
to overestimate the filling factor when 20 spots are used.
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The graphics in Figure 5.5 show the high quality of the multiband fits and the low
dispersion of the solutions. Also, the comparison of the input latitude-projected filling
factor with the inversion results on the right panels of the figure indicates a very precise
retrieval of both the longitudes and sizes of the active regions. We additionally ran tests
using only the BVR/ passbands, thus restricting the wavelength baseline. The solutions
converged well only with slightly larger uncertainties, as expected. In all cases, the
input parameters were well within the error bars.
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Chapter 6

An activity model for WASP-52

The findings presented in this chapter are published in Rosich et al. (2020).

6.1 Introduction

As an example of the use of StarSim for the inverse problem, we use multiband pho-
tometric time-series data of the active planet host star WASP-52 to retrieve an optimal
set of stellar parameters and reconstruct a time-dependent map of the filling factor of
active regions.

6.2 The WASP-52 exoplanetary system

WASP-52 is a young and active K2 V star hosting an inflated Jupiter-sized exoplanet with
an orbital period of 1.75days (Hébrard et al. 2013). The inclination of the planetary
orbit 4 is such that results in a transit of the planet. Hébrard et al. (2013), Louden et
al. (2017), Mancini et al. (2017), May et al. (2018), Oshagh et al. (2018), and Oztlirk et
al. (2019) described and refined the different planetary parameters using light curves
and the Rossiter-McLaughlin effect (see Table 6.1), whereas Kirk et al. (2016), Louden
et al. (2017), Chen et al. (2017), and Alam et al. (2018a) described its cloudy sodium-
bearing atmosphere. In many of those studies, in-transit anomalies appearing on the
transit light curves and the effects of active regions on the stellar photosphere are dis-
cussed. May et al. (2018) and Bruno et al. (2018) quantify the differences of the chro-
matic effect on transit depths from a spotted and unspotted photosphere. The different
values found for the stellar rotation period P, and the spot temperature differences

AT,,, which are fitted parameters of our inverse problem, are given in Table 6.2.

6.2.1 Transmission spectroscopy early studies

In Alam et al. (2018b), a transmission spectroscopy study was done using three transits
observed in the visible and NIR wavelengths with HST/STIS, combined with Spitzer/IRAC
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photometry. A stellar activity correction was applied by fitting the baseline flux from
ground-based photometry using a quasi-periodic Gaussian process. The effective tem-
perature of the starspots was assumed to be 4750k, i.e., 250K cooler than the photo-
sphere. A recent atmosphere study of WASP-52b by Bruno et al. (2019) combine the
STIS and IRAC data from Alam et al. (2018b) and HST/WFC3 from Bruno et al. (2018).
The spot effects were corrected using the approach described in Rackham et al. (2017)
for an heterogeneous photosphere. In both cases, the stellar photosphere was assumed
to be dominated by cool spots. It is worth emphasizing that Bruno et al. (2019) present
a joint fit of the atmospheric model and a stellar contamination correction, parame-
terised by the fraction of stellar surface occupied by activity features and their temper-
ature. Such approach may lead to a biased solution since genuine planetary features
could be modelled as stellar contamination.

6.3 Photometric observations of WASP-52

Photometric light curves obtained from two different ground-based observatories, the
1.2-m STELLA telescope at Izafia Observatory in Tenerife and the 0.8-m Joan Or6 tele-
scope (TJO) at the Montsec Astronomical Observatory in Catalonia, were used in this
work. WASP-52 was observed as part of our monitoring survey VAriability MOnitor-
ing of exoplanet host Stars (VAMOS, Mallonn et al. 2018). Measurements cover a time
interval of more than 500 days in two different observing seasons (2016 and 2017), and
were obtained contemporaneously with both telescopes using four different passbands
(BVRI).

The STELLA telescope and its wide-field imager WiFSIP (Strassmeier et al. 2004;
Strassmeier et al. 2010) obtained nightly blocks of three individual exposures in John-
son B and three in Johnson V from May 2016 until January 2018, completed by three
exposure in Cousins I since September 2017. The detector is a single 4k x 4k back-
illuminated thinned CCD with 15 um pixels, providing a field of view of 22 x 22 arcmin.
The telescope was slightly defocused to minimise scintillation noise and improve the
quality of the photometry (Mallonn et al. 2016).

The data reduction employed the same ESO-MIDAS routines used for previous mon-
itoring programs of exoplanet host stars with STELLA/WiFSIP (Mallonn et al. 2015; Mal-
lonn et al. 2018). Bias and flat-field correction was done by the STELLA pipeline. We
used SExtractor (Bertin et al. 1996) for aperture photometry and extracted the flux in
elliptical apertures (SExtractor aperture option MAG_AUTO). Data points of low qual-
ity due to non-photometric conditions were discarded. Weighted nightly averages were
considered for each filter, resulting finally in a total of 112 measurements in the B fil-
ter,110in V, and 16 in I. The use of nightly averages is justified because the noise floor
for each night is typically limited by systematic errors in the measurement procedure
and calibration of ground-based photometric observations. We avoid giving excessive
weight to nights with larger number of measurements by computing the nightly aver-
ages and adding a jitter term to account for random errors not included in the model of
the observations such as night-to-night calibration errors. This strategy is appropriate
because we are interested in rotational modulation timescales, with the few-hour time
domain being irrelevant.
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The TJO telescope provided photometric data using its main imager MEIA2. The
instrument has a single 2k x 2k back-illuminated thinned CCD yielding a field of view
of 12.3 x 12.3 arcmin and a resolution of 0.36 arcsec/pixel. The images were calibrated
with darks, bias and flat fields using the ICAT pipeline (Colome et al. 2006) and differen-
tial photometry was extracted using Astrolmage] (Collins et al. 2017). A total of 66 and
77 epochs, i.e., weighted nightly averages, were obtained with the Johnson-Cousins B
and R filters, respectively.

6.4 Photometric inverse problem for WASP-52

6.4.1 Fixed StarSim parameters

The basic stellar parameters (relevant to select the appropriate atmosphere models)
were adopted to be T4 = 5000 K and log g = 4.5, which are close to the literature values
(see Table 6.1). The stellar inclination was chosen to be 90°, which is a reasonable as-
sumption given the measured values of the planet’s orbital inclination and spin-orbit
angle. The lifetime of the active elements was assumed to be Gaussian-distributed
around 250£100days. The choice of this value is done considering the full timespan
of the series and the fact that there are two separate epochs covered by our datasets,
each of ~ 200 days in duration. This allows for the presence of different active groups
in each epoch, as well as some common regions in both, creating a flexible evolving
map of the active regions. Our selection also matches the range of spot lifetimes from
70 to 350 days described for WASP-52 by Mancini et al. (2017). Several tests showed that
those values are not critical in terms of fitting quality and do not produce any bias in
other parameters.

Furthermore, we did not consider fitting for differential rotation (which StarSim
could) as this would add even more complexity to the parameter space. If significant
differential rotation was present, this would be naturally accounted for by the fitting al-
gorithm through the appearance and disappearance of active regions at slowly varying
longitudes. The temperature contrast between faculae and the photosphere was fixed
to ATy, = 50 K. This is consistent with the results from Solanki (1993) (see Herrero et
al. 2016, for further discussion).

As will be shown in Section 6.4.2, our inversion process yields solutions with in-
significant facular coverage independently of the temperature contrast AT},. Finally,
we set a restriction to the active element colatitudes, namely that we only allowed their
presence in one of the stellar hemispheres. This is possible in our case because of lati-
tudinal symmetry. By doing so, we guarantee the absence of spot crossing events when
we study planetary transits later in our analysis.
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Table 6.1: Important parameters of WASP-52 (top) and WASP-52 b (bot-

tom).

parameter unit value ref.

o J2000 23:13:58.75 Gals8
4] J2000 +08:45:39.9 Gals8
Sp.-type - K2v Hel3s
G mag 11.959-13 Gal8
e, masa ! —6.914 + 0.079 Gal8
s masa ! —44.248 + 0.054 Gal8
Distance pc 175.7+1.3 Galsg
M, M, 0.81 =+ 0.05 Mal7
R, R, 0.86075-05+ Gals8
L, Lo 0.4189 + 0.0046 Gals
1599 K 5010750 Gal8
log g* cgs 4.582 4 0.014 Hel3
age Ga 0.470:3 Hel3
log R}y i cgs —4.44+0.2 Hel3
A deg 5449, 0z18
M M, 0.46 £ 0.02 Hel3
T R; 1.223 4 0.062 0z19
p? days 1.7497828 4 0.0000006 0z19
TS BJD 2,405,793.68128 + 0.00049  0z19
r/RY - 0.159 4+ 0.004 0z19
b/R? - 0.60 £ 0.02 Hel3
Orbit inc., i® deg 5.24 +0.84 0z19
a au 0.0272 4- 0.0003 Hel3

(a) fixed parameters in Section 6.4
(b) fixed parameters in Section 7

References:

Hel3: Hébrard et al. (2013)

Kilé: Kirk et al. (2016)

Mal7: Mancini et al. (2017)

Os18: Oshagh et al. (2018)

Gal8: Gaia Collaboration et al. (2018)
0z19 (Oztiirk et al. 2019)
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Optimiser configuration As discussed in Section 5.3.2, there are some other param-
eters that need to be set beforehand. One is the number of iterations of the MCSA
algorithm. Ideally, this should be sufficiently large to ensure consistency in the re-
sulting surface map but at the same time be computationally affordable. The number
of iterations is also linked to the quantity of active elements considered on the stellar
surface, since each element contributes 5 potential parameters. This number has to
be sufficient large to generate the inhomogeneities of the stellar surface causing the
photometric variability, yet not as large as to overfit instrumental noise. It partially
depends on the timespan of the dataset and the lifetime of spots, and the maximum
radius of the active elements, which we set to 10 degrees to be consistent with the small
spot approximation.

We ran a battery of tests considering different number of iterations and surface
active elements. An initial exploration of the parameter space was used to obtain valid
guesses of the optimal parameters P,;, AT, @), and s (jitter). We systematically ex-
plored combinations of number of iterations, from 500 to 10000, and number of spots
from 60 to 150 and evaluated the resulting In £ values. For each of the explored pairs,
we ran 112 realisations starting with different random spot maps, except for the runs

with 10000 iterations, for which we considered 56 realisations.

Results The results of the tests are shown in Figure 6.1. It is not surprising to see that
the quality of the fits improves with the number of iterations, as it also does with the
number of spots. The criterion to select an adequate number of iterations is mostly re-
lated to computational cost. For the present problem, numbers above 3000 iterations
per MCSA step are prohibitive. Nevertheless, 3000 iterations already delivers very con-
sistent solutions from random starting points. The final variance of the statistic In £
from the sample converged solutions is about 5, which is sufficient to guarantee stable
solutions. For lower numbers of iterations, this number increases to 7 (1500) and 17
(500). Note that for 10000 iterations (3x longer computational time) the final variance
is approximately 3. Regarding the number of active elements we see that less than 80
spots is clearly insufficient to fit our data (precision & timespan); and we also see that
the improvement in likelihood flattens out quite apparently beyond 120 spots. For sim-
plicity arguments, and factoring in again computational costs, we find that using 100
spots delivers sufficiently reliable fits, and note as well that the average In £ values for
150 and 100 spots overlap at the 1-sigma level. Thus, our adopted values regarding the
number of MCSA iterations and spots was 3000 and 100, respectively, and this produces
a optimal solutions with a variance of oy, , = 4.8.

6.4.2 Photometric fits results

The available datasets consist of multiband photometry and we are especially interested
in exploring the parameters related to the chromatic properties of active regions, which
play amajor role on the characterisation of the effects of activity on transit spectroscopy
measurements studied in Chapter. 7. The parameters describing stellar properties must
be fitted simultaneously to provide consistent solutions, as explained in Section 5.3.3.
In our case, besides the 100-spot map, those parameters are the rotation period, P, ,,
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Figure 6.1: Trial tests showing the statistic In £ as a function of the number of spots
and for several values of the number of iterations of the MCSA algorithm. The size of
the error bars corresponds to the 1-sigma intervals around the optimal solutions found
from 112 random initial spot maps, except for the case with 10 000 iterations, where we
employed 56.

which drives the timescale of the variability, the facula-to-spot area ratio, (), which
determines the fractional coverage of bright active elements, the temperature contrast

of the spots, ATy, = Ty, — Ty, and the additional noise term or jitter, s.

Asdiscussed in Section 5.3.2 and shown in Figure 5.3, the inversion procedure with
StarSim consists of firstly selecting a parameter set drawn from a prior distribution cov-
ering the relevant parameter space, and subsequently optimizing random spot maps
for each realisation. The resulting statistic (Equation 5.7) is then used to evaluate the
relative quality of each set of parameters. We have shown before that the intrinsic vari-
ance of the statistic for our problem is oy, , = 4.8, which indicates that differences of
such order for different parameter sets are statistically indistinguishable. Therefore,
the recipe that we adopt is taking the best (larger In £) solution from the batch and
then considering as statistically equivalent those that are within 3-sigma (Aln £,;,, =
14.4). We are aware that this is not completely satisfactory because the interval may
include some solutions with midly sub-optimal parameter sets, but we adopt this cri-
terion to ensure a statistically significant collection of good solutions at the expense of
some increase in the parameter uncertainties.

Increasing the number of MCSA iterations or speeding up convergence could make
this criterion more stringent. Admittedly, this is a limitation of the current algorithm
imposed by the complexity of the optimisation method that should be improved in sub-
sequent releases of StarSim.

After initial tests, for the case of WASP-52 we adopted uniform priors on the pa-
rameter sets within the ranges given in Table 6.2. The priors are quite narrow to avoid
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Figure 6.2: Histograms and correlations of 365 statistically-equivalent solutions for the
fitted StarSim parameters: the rotational period, P,,,, the facula-to-spot area ratio, @,
the spot-photosphere temperature contrast, AT;,, and the photometric jitter, s. The
dotted lines mark the median and 68% percentiles of the parameter distributions and
the blue lines indicate the parameters of the solution with the best likelihood value
found. Plot created with corner.py (Foreman-Mackey 2016)

unnecessarily exploring irrelevant parameter space but, as seen below, the intervals
are sampling regions beyond 3-sigma from the optimal parameters. A total of 21296 re-
alisations were performed and 108 satisfied the likelihood criterion Aln £ < 14.4 from
the highest likelihood one. In a second step, we further narrowed down the parameter
priors to include only the ranges defined by the 108 good solutions. An additional 2576
realisations yielded another 257 good solutions, leading to a grand total of 365.

These are the #-configurations that were used to build the parameter distributions.
The distributions are plotted in Figure 6.2, and the relevant optimal parameters and
their uncertainties are listed in Table 6.2, compared with other values from the litera-
ture.
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Table 6.2: Priors and results from the StarSim inversion of WASP-52 photometry. The
values given correspond to the optimal solution and uncertainties are estimated from
a sample of 365 equivalent solutions. Literature values for the same parameters are

provided when available.

Parameter Prior Value Ref.
P, (days) 2(16.0,18.5)  17.267055  Thiswork

11.8 £3.3@ Hel3

16.40 + 0.04 Hel3

15.53 +1.96 Mal7

17.79 +0.05 Lol7

18.06 + 0.2 Br19
AT,, (K) (50, 2000) 5754150  This work

1250 — 1500 Kil6

~ 270 Mal7

~ 950 Bri8

250 Al18

2230 Br19
QWY 2(0,3) <0.31(1-0) This work
s (jitter) 2(0,0.0045)  0.0010%9-0505  This work

(a) Obtained from spectral line broadening.
(b) @ is unilaterally distributed.

References:

Hel3: Hébrard et al. (2013);
Kilé: Kirk et al. (2016)
Mal7: Mancini et al. (2017)
Lol7: Louden et al. (2017)
Al18: Alam et al. (2018b)
Br18: Bruno et al. (2018)
Br19: Bruno et al. (2019)
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Stellar parameters results Our model favours a heterogeneous surface dominated by
dark spots with a temperature contrast of 5751150 K with respect to the surrounding
photosphere. This value is intermediate to those found in the literature, which can be
separated into two groups, one with low-temperature contrasts of ~ 250 K and another
one with contrasts = 1000 K. The temperature contrast we find is generally lower than
found by Andersen et al. (2015) for K dwarfs and also lower than the prediction by the
relationship of Berdyugina (2005), which would give ~ 1300K for a K2V star. This is,
however, not surprising since the strong degeneracy between spot temperature contrast
and filling factor can severely bias some determinations. We believe that our value,
based on multi-colour photometry, provides a robust estimate. As already mentioned,
the results from our analysis do not support a significant presence of bright faculae as
expected for rapidly-rotating young K dwarfs (Radick et al. 1983; Lockwood et al. 2007).
The 365 best solutions indicate a unilateral distribution consistent with Q = 0. We
furthermore find a rotation period of 17.260 34 days, which is in marginal agreement
with the values found by Louden et al. (2017) and Bruno et al. (2019).

6.4.3 Multiband fits

The best fits to the observational multiband photometry using the modeled parame-
ters of the star and their associated spot maps are shown in Figure 6.3, together with
the multiband photometric measurements. The solid lines show the average models
resulting from the optimal 21 surface maps, and the shaded bands show the 1-o range.
The two epochs as shown in the top and bottom panel are separated by a ~ 140-day gap.
The gray curves at the bottom of each panel show the projected spot filling factor, also
showing the average model and the 1-o range. During our observational campaign, to-
tal filling factor values covered a range ~ 3%-14% along an observational timespan of ~
600 days in 2016-2017. This implies flux modulations of ~ 4%-7% due to time-varying
spot coverage.

6.4.3.1 The evolving surface of WASP-52

In addition to the optimal parameters 6 and their uncertainties, our inversion reali-
sations also provide a picture of the stellar surface as a function of time. From the
365 accepted solutions we selected only those satisfying Aln £ < 4.8 with respect to
the best likelihood value. This yields 21 maps, which should be a good representation
of the optimal model considering both the intrinsic randomness of the map inversion
from the MSCA algorithm and the statistical variance of the stellar parameters.

Longitudinal projected filling factor Figure 6.4 shows the longitudinal spot filling
factor projected on the stellar equator, averaged for the 21 optimal maps, as a func-
tion of time. We perform a latitudinal projection because of the degeneracy present
(see Section 5.4). The longitudes in the map are plotted in the reference frame of the
rotational period found in our analysis (see Table 6.2). The map suggests that there is
a clear dominant active region at a longitude of ~ 30 deg at the beginning of the first
epoch, which changes into a more complex longitudinal pattern later in the season,
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Figure 6.3: StarSim model fits to multiband photometric ground-based observational data as described. Solid curves represent the mean of 21
optimal solutions of the inverse problem. The shaded bands indicate the 1-o ranges. The gray line at the bottom is the projected spot filling
factor of the maps, also showing the mean and 1-¢ ranges. TR1 and TR2 indicate transit events as discussed in Chapter 7
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and finally the spottedness level suffers a sudden decrease. Active regions typically last
for ~ 8 rotations or ~ 140 days. The second epoch appears to show a better-defined
dominance of spot regions, with two alternating active longitudes at about ~ 130 deg
and ~ —50 deg, i.e., in almost perfect opposition.

Differential rotation The distribution does not indicate signs of differential rotation
along the sampled period of time. The existence of measurable differential rotation
would be seen in Figure 6.4 through the presence of two or more active regions with
drifting longitudes. We do not see such effect in the time-series of WASP-52 thus prob-
ably indicating that either differential rotation is negligible or that dominant active re-
gions appear at similar latitudes. Such dominant regions are used by the fitting algo-
rithm to define the rotation period.
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Chapter 7

Chromatic spot effects on
simulated transits

The findings presented in this chapter are published in Rosich et al. (2020).

7.1 Introduction

Surface magnetic features have been identified as a source of systematic effects for
transmission spectroscopy. Studying the imprint of active regions is of crucial impor-
tance for future instruments and projects aiming at the study of exoatmospheres such
as, e.g., the JWST (James Webb Space Telescope; Gardner et al. 2006) and Ariel (Atmo-
spheric Remote-sensing Infrared Exoplanet Large-survey; Tinetti et al. 2018; Encrenaz
et al. 2018) space missions.

In this chapter, we discuss the chromatic effect of rotational-induced photomet-
ric variability on planetary transits. We explore the behaviour of the transit depth with
wavelength by means of the surface modelling simulation techniques developed in pre-
vious sections, and we propose a methodology to estimate and correct them out.

Transiting events offer a unique opportunity to study planetary atmospheres by
transmission spectroscopy technique. The central idea behind this technique relies on
the chromatic dependence of the planetary transit depth since potential atmospheres
absorb selectively certain wavelengths. At high opacity, the planetary radius appears
larger than at wavelengths of weaker opacity (Sing et al. 2016; Mallonn et al. 2017).
However, brightness inhomogeneities caused by magnetic activity, starspots or facu-
lae (Strassmeier 2009), modify the derived transit parameters and can mimic spectral
features of the planetary atmosphere (e.g. Oshagh et al. 2013b; Herrero et al. 2016; Mal-
lonn et al. 2018). For example, a trend of increasing planetary radius toward blue wave-
lengths can be caused by scattering properties in the atmosphere of the planet, but
also by the presence of starspots on the visible hemisphere of the host star (e.g. Jiang
et al. 2021). Moreover, simple spot models compatible with observed photometry, may
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Figure 7.1: Transmission spectra of WASP-39b using observations from HST STIS and
WFC3, Spitzer IRAC, and VLT FORS?2 instruments from 0.3 to 5.0um. Using the ATMO
retrieval code, a best-fit atmospheric model is determined (red line). The 1, 2, and
3o confidence regions are displayed in dark to light blue. The small depth variability
induced by the atmosphere (~ 6-1073) highlights the importance of a precise activity
correction to confidently extract the atmospheric features. (From Wakeford et al. 2017)

reproduce depth profiles leading to the detection of singular molecules in transmission
spectroscopy studies (Barclay et al. 2021).

The variability induced by exoatmospheres in the chromatic transit depth is tiny.
Moreover, stellar contamination signal can be more than an order of magnitude larger
than the transit depth changes expected for atmospheric features in rocky exoplanets.
In Figure 7.1 shows an example of atmosphere model retrieval for WASP-39 b. The over-
all amplitude of those variations is smaller than 6-:1073, therefore, precise modelling of
spot-driven activity is needed to disentangle the atmospheric features from those stel-
lar effects.

7.2 Transit depth variability due to spots

For magnetically-active stars showing spots on their surface, the transit depth caused
by a planet passing in front of the host star depends both on the planetary effective
radius and the potential inhomogeneities on the stellar photosphere. The effect of un-
occulted spots induces a negative slope of the depth profile, meaning that the depth of
transit is enhanced due to the flux balance as the planet blocks photosphere instead
of spots —with lower flux—. On the contrary, unocculted bright regions —with higher
flux— the balance makes the transit to appear shallower. The effect of spot crossing
events appears on transit curves as bumps with a positive or negative contribution de-
pending on the relative brightness of the occulted surface. In Figure 4.3 some spot-
crossing simulations are displayed.
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Figure 7.2: Spotted transit sketch. The grey area represents a cold active region com-
posed both modulating and non-modulating components (3, = 6,; + d;).

7.2.1 Analytical formalism

Using the same nomenclature used in Section 5.2, it is straightforward to show that a
planet producing a depth 2, when transiting an immaculate star, produces a transit
depth D, when crossing a spotted star (see sketch in Figure 7.2) given by,

() = AF _ EFonDo _ Dy 7.1)
s — .
p
redefining® 1 =1 — ﬁ‘;, the spotted depth is,
P
_ Dy
PN = 15 515, AT,)" 72)

with dg, being the total spot filling factor, and 2, the non-chromatic transit depth.

Such very simple model illustrates the chromaticity of the problem, since the func-
tion ® is wavelength dependent. However, the latter expression only accounts for the
total filling factor, ignoring the spatial distribution of the heterogeneities across the
disc and those effects when limb darkening is accounted for.

We can employ StarSim 2 to estimate the impact of spots on the transit depth of
WASP-52, by simulating transits of the planet. According to the ephemeris of WASP-52,
a total of 112 and 104 transits occurred during the timespan covered by the first and
second seasons of our light curves, respectively. We used the StarSim model of stellar
activity obtained in Section 6.4 for WASP-52. It is important to emphasise that we solely
focus on the effects of unocculted starspots, whose properties cannot be constrained
from the transit itself. Therefore, in our simulations we avoided planet-spot crossings
by positioning active regions outside the swath covered by the planet during the transit.

Occulted spots during transits may also have a significant impact on the planet
properties. However, if photometry of sufficient precision and time cadence is available
(such as expected for JWST and Ariel), spot-crossing events could be identified from
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SPOTTED PHOTOSPHERE
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Figure 7.3: Definition of transit depth with immaculate and spotted photosphere. F},
F;p and Fg, Fp refers to flux out/in transit for immaculate and spotted photosphere,
respectively.

the transit observations themselves and potentially modelled. Unocculted spots, on
the contrary, leave no visible signature.

We define the transit depth as the difference between the out-of-transit and the in-
transit (at transit mid-time) observed flux. The out-of-transit is the flux of the model
without transit calculated at the mid-transit time (Figure 7.3). Hence, both stellar spots
and limb darkening effects cause variations that depend on wavelength. Note that we
take this approach for computational simplicity, because we only need to evaluate the
flux at the transit mid point and not the full transit event. The transit depth can then
be written as,

D' (AN) = Dy + LD(A) + SP(N), (7.3)

where, SP(\) and LD()) are the additive chromatic effects on depths induced by spots
and by stellar limb darkening, respectively, and 2, is the non-chromatic (asymptotic)
transit depth, which we assume to be constant, i.e. we do not consider here the planet
atmosphere. This can be written as

2
r
Dy=1|—= 7.4
o= () (7.4
where r and R, are the planetary and stellar radii, respectively. Here, we assume D, =

0.0253 for WASP-52 b (Oztlirk et al. 2019). The transit depth including chromaticity ef-
fects can then be expressed as

(7.5)

- ()
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where Ar = Ar(\) accounts for the effect of spots and limb darkening on the planetary
radius as a function of wavelength. Expanding Equation 7.3, and neglecting second

order terms, we derive
T Ar
DN —Dog=2—| | = .
W=20=2(5) (%) 7.6

ar_ 11 [LD(X) 4+ SP(N)]. (7.7)

R, 2./D,
Therefore, we can separate the chromatic contributions due to limb darkening (Ar; p)
and spots (Argp) as,

then,

1 1
=z -LD(N), 7.8
R, 2 /D, W 79
and A 1 1
T'sp
—_— == -SP(\). 7.9
R =2 yp "

7.2.2 Transit simulations

Differently than the case of the inverse problem seen in the previous chapter, in tran-
sit simulation, StarSim employs the grid integration technique to compute the observ-
ables. To evaluate the effect of spottedness in transit depth, we simulated a series of
transits using the parameters displayed in Table 7.1. The retrieved optimal spot maps
in the fitted activity model, along with the stellar parameters for WASP-52 are used in
these simulations. Since the effect of spots on the depth is usually small, the size of the
grid is set to 0.05° to make negligible the numerical noise from the tessellation of the
surface. To avoid spot crossings, the activity model was forced to reject allocating spots
in the path swept by the planet during the transits, by defining an exclusion latitude
range.

Results Figure 7.4 shows the results of the transit depth simulations. The shaded gray
region in panel (a) displays the range of transit depth values as a function of wavelength
for the simulated transits comprised within the timespan of our datasets. Such transits
differ in the amount and distribution of spots in the projected stellar surface. As a
reference, the red line shows the transit depth in the case of an immaculate star. In
this latter case, D), = D, + LD()), the wavelength dependence is solely due to the
limb darkening effect, which for WASP-52 produces transit depths from 0.0285 to 0.0256
in flux ratio units from the visual to the infrared bands, respectively. As reference,
the dot-dashed line indicates the expected transit depth for a uniform planetary disk
corresponding to D, = (r/R,)? = 0.0253. The shaded grey region in panel (b) shows
the same results when removing the contribution of limb darkening, AD" = D/, —
D;wm = SP(A), where D, and D; = denote the depth in a spotted and immaculate

photosphere, respectively.

The results indicate that transit depth variations of WASP-52b due to spots vary
from ~ 2-:107* to ~ 3 -10~3 in the visual region, and from ~ 107 to ~ 7-10~% in the
NIR region. The range in the variations is caused by both different spot filling factors
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Table 7.1: StarSim simulation parameters for WASP-52 transits. Those parameters
tagged as model distribution refers to those statistically equivalent solutions found in
the photometric model developed in Section 6.4.2.

Parameter Value

Spectral range [nm] 300-8000

Toq [K] 5000

logg 4.5

Spot temperature contrast,

AT, [K] model distribution
Facula temperature contrast,

AT}, [K] 150

facula-spot surface ratio, @ model distribution
Rotation period, P, [days] model distribution
Rotation axis inclination, 7 [°] 90

Differential rotation constant, § 0

Spot growing factor [°/day] 1.5

Grid size [°] 0.05

Planet radius [star units] 0.159

Planet parameter of impact 0.6

Planet orbital period [days] 1.7497828

T, [B]D] 2456 862.79776

during each transit, and the uncertainty on the exact distribution of spots. In other
words, our results show that the transit depth of WASP-52 b can be overestimated by up
to ~ 12% and ~ 3% in the visual and NIR bands, respectively, thus potentially affecting
the retrieval of planetary atmosphere parameters, which could be one or two orders of
magnitude smaller (Kreidberg 2018).

To understand the impact of different spot configurations we selected two transit
events representing low- and high-activity levels at well-sampled epochs of the light
curves. These are labeled in Figure 6.3 as TR-1 at BJD = 2,457,739.475 (16 Dec 2016,
low-activity case), when the projected filling factor of spots is estimated to be close to
its minimum value around 5%, and as TR-2 at BJD = 2,457,954.698 (20 Jul 2017, high-
activity case), when spot projected filling factor reaches ~ 12%. Panel (b) of Figure 7.4
shows the transit depth variation of TR-1 and TR-2 in blue and red, respectively, for
the 21 optimal maps, with vertical error bars indicating the 1-o variance. These test
cases clearly show that the strength of the chromatic effect is ~ 3 times larger when
the projected spot filling factor is larger by about the same factor. This implies that
the effect will also be correspondingly larger for stars showing higher levels of stellar
activity.
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Figure 7.4: (a) Transit depth as a function of wavelength for the WASP-52 system sim-
ulated assuming an immaculate surface (red) and including spots in the photosphere
(gray band), avoiding transit spot crossings. The gray area illustrates the total coverage
from all simulated transits for the 21 optimal spot configurations, clearly showing the
transit depth chromatic bias produced by non-occulted spots. The dotted blue line is
the non-chromatic transit depth assuming a uniform photosphere ((r/R,)?) according
to the parameters in Oztlirk et al. (2019).

(b) Chromatic signature on transit depths due to spots after subtracting limb darkening
effect (in red in top panel). TR-1 and TR-2 show two fiducial transits corresponding to
low- and high-activity —marked with vertical lines in Figure 6.3— respectively, and
the gray band represents the area covered by all simulated transits. The black solid
line with symbols shows the chromatic effect estimated using stellar spot parameters
derived by Bruno et al. (2019).
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Table 7.2: Mean values of transit depth variations due to spots, SP(\) = A2’, on WASP-52 simulated transits. The corresponding planet relative
radius variations, me P are computed following Equation 7.9. Values for the low-activity transit TR-1 and the high-activity transit TR-2 cases are
provided. A refers to the central wavelength of the corresponding channel.

Instrument  Ayg () USPQ)) o) x10°° ((5) £0) x10°2
low-activity TR-1 ~ high-activity TR-2  low-activity TR-1  high-activity TR-2

VIS-Phot 0.55 0.734+0.13 1.99 4-0.18 2.30+£0.41 6.26 £ 0.57
FGS-1 0.7 0.574+0.10 1.51 4+ 0.15 1.79 4+ 0.31 4.75 4+ 0.47
FGS-2 0.975 0.43 £ 0.07 1.11+£0.11 1.35 £ 0.22 3.49 +£0.35
NIR-Spec 1.525 0.22 £ 0.04 0.56 £ 0.06 0.69 £ 0.13 1.76 £ 0.19
ATIRS-ChoO 2.95 0.17£0.03 0.43 £0.05 0.53 £0.10 1.354+0.16
AIRS-Ch1 5.875 0.15£0.02 0.37+£0.04 0.47£0.10 1.16 £ 0.13
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Table 7.2 provides the statistics of the solutions for the TR-1 and TR-2 transit cases
for different wavelengths, encompassing the visual channels of the Ariel mission (~
550nm and ~ 705nm), the infrared (~ 975nm) and the low-resolution spectrographs
(NIR, AIRS). We computed the mean transit depth variation induced by spots, (SP(A)),
and its corresponding planetary radius variation (Ar/R,), along with the standard devi-
ation ¢ induced by the uncertainty in the determination of the spot map. The statistics
reveal that, even for the relatively low stellar activity level of WASP-52, with a spot filling
factor of ~ 5%, the signature of stellar activity on the transit depth can be close to 1073
of the flux in the visual bands and ~ 2-10~* in the NIR bands. This translates into rela-
tive planetary radius changes from ~2-1073 to ~ 5-10~%, depending on the wavelength
considered, which are of the same order as the typical signature of exoplanet atmo-
spheres on transmission spectra. Furthermore, at higher activity level such as that of
TR-2, the effect of the starspots is about twice as large. This illustrates the complication
of studying atmospheres of exoplanets orbiting relatively active host stars.

7.3 Correcting transit depth for stellar activity

Various of methodologies to correct the impact of stellar activity on transmission spec-
troscopy of transiting planets have been suggested (see e.g. Knutson et al. 2012; Pont
et al. 2013; Alam et al. 2018b). Typically, they are based on measuring the photomet-
ric variability of the host star, from which the spot filling factor and the temperature
contrast or a combination of both are estimated. Furthermore, Rackham et al. (2018)
claim that the methodologies applied to calculate these corrections could still be biased
as they are usually computed assuming a single spot on the surface of the star.

The problem is that photometric variations do not generally provide a realistic rep-
resentation of the spot filling factor throughout the rotation cycle. For example, a uni-
formly densely spotted star could produce a bias on the transit depth while not produc-
ing any observable photometric variability. Using semi-empirical relations between
the filling factor of spots and the photometric variability of stars, Rackham et al. (2018)
conclude that the chromatic effect on the transit depth due to spots could be several
times larger than the signal of atmospheric features, thus greatly difficulting the gen-
eral use of transmission spectroscopy for stars with some level of magnetic variability.

We demonstrate here that using multiband photometric light curves contempora-
neous to transit observations, we can overcome this problem, at least partly. The ad-
vantage of using several photometric bands is that, as discussed in the previous section
(see also Mallonn et al. 2018), it is possible to independently estimate the zero point
with respect to the unspotted photosphere (z), and thus the absolute spot filling fac-
tor (including any persistent level of spottedness during the rotation cycle), and the
temperature contrast. This provides extremely valuable information to correct transit
depth variations due to spots. We can actually use our StarSim 2 simulations of WASP-
52 to investigate at which level of accuracy we can correct the effects of starspots on
transit data.
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7.3.1 Simulations

The StarSim simulations of the WASP-52 planetary system discussed in the previous
section reveal that, without additional information allowing us to infer the distribution
and filling factor of spots during the transit, the planet-to-star radius cannot be de-
termined with an accuracy better than a few percent. This is because in that case, we
do not know at which rotation phase of the star the transit is observed, and therefore,
we can only estimate a range of possible filling factors based on the amplitude of the
photometric modulation. However, if we know the rotation phase at the time of tran-
sit, and we can estimate the spot properties and distribution from light curves, we can
infer the correction that needs to be applied to the relative radius of the exoplanet (or
transit depth) with an accuracy of order 104, as shown in Table 7.2.

Results Figure 7.5illustrates the sequence of spot corrections on the transit depth asa
function of time. We plot the planet radius variation due to unocculted spots, Arg, /R,
following our StarSim model describing the photometric light curve in Figure 6.3. Each
panel corresponds to a different wavelength band of interest for the Ariel mission, as
an example. To test all possible filling factors, we consider transits occurring at any
time, but actual WASP-52 b transits are indicated as filled dots. The average value of all
the simulations performed is displayed as a solid line. It is clear from this figure that
the variation of the apparent planet radius depends on the projected spot filling factor
and follows the stellar rotation period.

The relative effect on the radius diminishes towards longer wavelengths due to the
lower flux contrast of spots, from an average of ~ 4-1073 to ~ 8.10~* at 550 nm (VIS-
Phot) and 6 um (AIRS-Ch1), respectively. In all cases it is possible to estimate the unoc-
culted spot correction to the planetary relative radius with a precision close to 10%, es-
timated as the standard deviation (o) of the sample of 21 optimal fits to the light curves.
As explained above, this residual uncertainty is due to the variance of the stellar pa-
rameters and the randomness of the determination of the active region map.

7.3.2 Activity attenuation factor

It is interesting to quantify the improvement on a realistic transit depth determination
that we can reach using this approach. We measure this improvement through what
we call activity attenuation factor, which we compute as the ratio between the effect
of spots on the transit depth and the uncertainty of the correction resulting from the
StarSim model ({ SP(\))/ogp).
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Figure 7.6: Distribution of activity attenuation factors from StarSim modelling consid-
ering all transit simulations. This factor is calculated as the ratio between the mean
effect of spots on the transit depth and the uncertainty of the correction given by Star-
Sim model ((SP(\))/ogp). Blue and red dots indicate the position in the histograms of
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The distribution of attenuation factors for the different simulated transits is shown
in Figure 7.6, and this is a measure of the ability of the StarSim model to correct starspot
effects. The plots indicate that using simultaneous photometry, we can correct the ef-
fects of spots on the relative radius of WASP-52 b by factors between 2 and 15 depending
on the spot filling factor and the accuracy and coverage of the contemporaneous pho-
tometric monitoring. Lower attenuation factors mainly correspond to transits occur-
ring when the projected filling factor of spots is smaller and having poor photometric
coverage. On the other hand, larger factors are mainly due to transits with greater spot-
tedness at times of well-sampled photometric light curves. On average, we can expect
an attenuation factor around 10 on the relative radius measured for WASP-52 b.

The simulations of this planetary system show that, using contemporaneous pho-
tometric data, we are able to estimate transit depth corrections due to unocculted spots
with uncertainties of around few times 10~° in the NIR, regardless of the fraction of
photosphere covered by spots (see error bars in the first two columns of Table 7.2). And
we recall that this corresponds to a star displaying a modulation of about 7% in flux in
the visible band, and a spot filling factor of about 3-14%.

7.3.3 Comparison with alternative activity correction methods for
WASP-52 b

Several approaches have been presented to account for and correct out the chromatic
effects of activity in transit observations. Instead of fitting photometric light curves,
Rackham et al. (2019) estimate the filling factor of FGK spectral type stars from the
peak-to-valley variability measured from Kepler photometry using the simple analyti-
cal form in Equation 7.2. The temperature contrast of the active regions and the pro-
jected filling factor of spots are strongly degenerate when only a single passband is used
to measure photometric variability. To overcome this problem, Rackham et al. (2019)
assume a temperature for the spots consistent with empirical values reported by Berdyug-
ina (2005). The authors also assume a uniform distribution of dark spots over the stel-
lar photosphere. If we apply this approach to WASP-52, the temperature contrast of
spots would be 1290 K. However, in spite of being significantly larger than the value
we find in our fits, with this value it is not possible to reproduce the ~ 7% peak-to-
peak photometric variability of our light curves (see Figure 2 in Rackham et al. 2019)
when assuming uniform spot coverage. Unphysically high spot coverage levels, a much
larger spot temperature contrast or non-uniform distributions would be needed to ex-
plain the large observed amplitude. In addition to the different temperature contrast
we obtain, the surface distribution of active regions derived with StarSim is distinctly
non-uniform (see Figure 6.4).

Bruno et al. (2019) also estimate the properties of starspots for WASP-52, following
the procedure of Huitson et al. (2013) and the light curve normalisation factor suggested
by Aigrain et al. (2012). Based on datain Alam etal. (2018b), the authors fit both parame-
ters from ASAS-SN and AIT photometry and transit spectroscopy from HST/STIS, WFC3
IR, and Spitzer/IRAC. They obtain temperatures < 3000 K for the starspots and a ~ 5%
filling factor. Although the filling factor is consistent with our results, the temperature
of spots is much larger than the value we measure from multiband photometry.
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The chromatic signature produced by the parameters of Bruno et al. (2019) is plot-
ted in panel (b) of Figure 7.4 (black solid line) using Equation 7.2. At wavelengths be-
low ~ 1.5 um, the resulting values are within the region allowed by our StarSim runs,
and below 1 um the predicted corrections are not far from the TR-2 (~ 12% spot filling
factor) case. The chromatic dependence, however, is significantly different. It is there-
fore possible that the transmission spectrum of Bruno et al. (2019) is somewhat affected
by the different chromatic slope, although the average correction value should not be
strongly biased. Note, however, that if we were to use the spot parameters adopted
by Bruno et al. (2019) (AT, = 2200 K, compared with 575 K in our work) at NIR wave-
lengths, very strong deviations would occur, with spot corrections overestimated by
factors of 2 to 5.

The differences found highlight the importance of extracting the chromatic signa-
ture from multiband photometric datasets so that the degeneracy between spot temper-
ature and filling factor can be broken, and to reproduce realistic spot distributions. The
determination of physical properties of active regions is a key point for the study of their
chromatic signature on transit observations. Besides, using independent data, instead
of the same transmission spectroscopy used for exoplanet characterisation, prevents
misinterpreting atmospheric features.

7.3.4 Higher order effects: Limb darkening

The procedure employed in the literature above corrects the chromatic effects of active
regions in transits by estimating the spot filling factor and temperature. However, the
spot distribution on the stellar surface is still relevant because of limb darkening effects.
Figure 7.7 shows a comparison between two ad-hoc spot maps (MAP-1 and MAP-2), a
fitted map of WASP-52 at epoch BJD = 2,457,645 and the theoretical depth variation with
homogeneous distribution (Equation 7.2). All these models have been calculated with
the same projected spot coverage of 7%, T = 5000K, AT, = 575K. MAP-1 has a
single spot at the center of the disk while MAP-2 has spot group close to the limb. The
red line is the SP()) profile calculated through Equation 7.2 and using low-resolution
BT-Settl synthetic spectra. The differences found between the two extremal maps are
considerably larger than the fiducial example of WASP-52 (green line), even considering
the error bars. The sampling and bandwidths correspond to the visual channels of the
Ariel mission (~ 550 nm and ~ 705nm), the infrared (~ 975 nm) and the low-resolution
spectrographs (NIR, AIRS).

The depth differences induced by these maps are quite significant, especially in the
visible. From around ~ 2 um, the effect of limb darkening dilutes as the photosphere
tends to be more transparent to longer wavelengths. Hence, the chromatic depth con-
tribution due to the spot distribution is roughly flat and barely exceeds 1% in depth
variation. This simple exercise illustrates the need to consider the full stellar surface
at the time of transit to properly correct for spot effects. The quality of the multiband
photometric data is a crucial factor to invert the light curves and obtain precise surface
maps to account for the distribution of spots.
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Chapter 8

Discussion and Future Work

8.1 On time-series analyisis

The first part of the Thesis presents the development of an extension of the well-known
inthe community, Generalised Lomb-Scargle (GLS) code. GLSis an algorithm for search-
ing periodicities in time-series data. Among the advantages in using Lomb-Scargle
approaches in radial velocity time-series are the ubiquity in treating unequally spaced
measurements by least-squares fitting sine waves, in contrast to classical methods such
as Fourier transform.

Taking as the starting point the mathematical foundations of the GLS algorithm, we
developed a multidimensional extension (Multidimensional Generalised Lomb-Scargle,
MGLS) to allow the simultaneous fitting of n frequency components, that is, full sine
waves represented as a linear combination of a sin and a cos. The core idea is to pro-
duce a ready-to-use code package, written mostly in Python and, plus a few numerical
routines written in Fortran 95, with the aim of achieving optimal efficiency and high
execution speed.

A common approach in analysing multiplanetary systems using GLS has been search-
ing for a single periodicity and iteratively re-analyse the residuals at each step with the
same procedure. The loop is continued until the highest peak found in residuals of
the n-th step is not statistically significant by considering some ad-i2oc measurement
criterion (e.g. 0.1% FAP).

The main shortcomings of the hereby procedure —also known as prewhitening—
are the biases carried over through each one-dimensional fits, which may induce sig-
nificant fake detections (both false positives and false negatives). An illustrative exam-
ple is shown in Section 2.2.1.

The algorithmic structure of MGLS consists of fitting a model composed of linear
and non-linear parameters (see Section 2.3.1). The linear part is solved using LAPACK
linear algebra Fortran libraries, while the non-linear parameters, the tuple of frequen-
cies and jitters are optimised by means of a Monte Carlo Simulated Annealing (MCSA)
approach, in spite of the fact that this type of search is considerably numerically hard
since the hypervolume of the solution is tiny in comparison to the huge search space.
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In addition, the multimodality of the problem makes the optimiser particularly prone
to be trapped in local optima and, therefore, faster and more efficient optimisation
strategies may easily fail.

Hence, the strategy consists of setting an initial tuple of non-linear parameters,
6,;, and as the algorithm tries perturbed configurations following the cooling schedule,
the optimal linear parameter solution is computed at each step. To improve the perfor-
mance and assure the optimal, this last MCSA computation is repeated in parallel for
different initial conditions, and finally, a descendent gradient algorithm computes the
final optimum of each thread. The best optimal of this list is the optimal MGLS solution.

We carried out benchmarking tests of MGLS in real multiplanetary systems to as-
sess the capabilities of this simple, but useful approach. Furthermore, we developed
a robust and fast methodology to determine the significancy of the signals and the di-
mensionality of the optimal solution. The general performance is good and we proved
to detect confidently signals in multiplanetary systems, attaining comparable results to
those obtained through sophisticated Bayesian inference techniques. In addition, the
code is flexible to be modified and adapted to other specific tasks.

The presented MGLS employs an approximation of circular orbits, which has some
pros and cons. On the one hand, the assumption e = 0 permits a fast and stable solu-
tions, while on the other hand, for in systems with high eccentricity orbits, the results
could suffer from aliases and may lead to misdetections. We note, however, that from
orbit stability criteria, the orbital eccentricity values of multiplanet systems are not ex-
pected to reach extreme values, therefore validating the circular orbit assumption.

The MGLS code is publicly available at github.com/rosich/mgls

8.1.1 Future work

Taking advantage of the algorithmic logic of the code in separating linear and non-
linear parameters, the inclusion of Keplerian fitting functions will be quite straightfor-
ward in forthcoming upgrades.

In addition, there are plenty of archival radial velocity data with the potential to be
re-analysed with MGLS. Many of the oldest measurements were analysed by means of
LS or Fourier methods, which would be interesting to revisit.

8.2 On active surface modelling techniques

The second part of the Thesis addresses the deterministic physical modelling of ac-
tive stars from varying and rotating surface inhomogeneities. In particular, we investi-
gate the ubiquitous and important problem of precisely understanding how heteroge-
neous photospheres affect the surface-integrated observables. From this, we provide a
methodology to correct the observations, these being spectroscopic measurements of
radial velocity or the chromatic effects in transiting planets for atmospheric structure
determination.
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We developed a software package StarSim 2 that upgrades the previous version —
only intended for the computation of the observables—, and among other capabilities,
allows the computation of the inverse problem. By refactoring and optimising the older
version of StarSim, we gained a speed-up factor of ~ 1000 in the forward problem eval-
uation by imposing a set of approximations such as considering the spots as single sur-
face elements, in which their physical properties, geometric and spectral characteris-
tics are calculated at the center of the active element. This allows a dramatic increase in
numerical performance in comparison to the grid integration scheme, at the expense
of working on the small-size spot limit due to the discontinuities arising in large spots
when appearing and disappearing from the limb. As an advantage, ensembles of small
spots have the interesting ability to form arbitrary complex shapes by setting up clus-
ters.

The inversion functionality is the newly-developed part consisting of inferring spot
maps and stellar parameters that best describe the observational data. The approach
we have developed to perform the inverse problem consists of finding a spot map along
with a set of stellar physical parameters. The key point in this formulation is that both
the map and physical properties are, in fact, a single set of parameters with the differ-
ence that the map can be understood as a parameter with some internal structure since
it is made of a selected number of spots, each of them having five distinct properties
(appearance time, lifetime, colatitude, longitude, and radius). Due to the enormous
computational cost, and the fact that this problem belongs to the class of noisy opti-
misation problems, characterised by approximate and long function evaluation times,
StarSim 2 implements a two-step approach to perform the inversion. First, by em-
ploying a Simulated Annealing (SA) optimisation algorithm generates a spot map with
stellar parameters kept constant; and second, repeat this process (typically thousands
of times) for randomly selected parameters to finally obtain the distributions of these
parameters. In addition, the forward simulation routines have been migrated from For-
tran 77 to Python (framework) and Fortran 95 (numerical routines) and parallelised to
be executed in multicore servers.

The StarSim 2 code is publicly available at github.com/rosich/starsim-2

The effects induced by dark spots and bright faculae are responsible for the ob-
served stellar signals in the timescale of few days to hundreds of days, which is related
to the stellar rotation period. In the case of RV measurements, the presence of these
structured signals hampers the procedure to extract small signals related to true plan-
etary companions. Even in the case where the periods of the star and the planets are
sufficiently different, correlated noise arising from the basal activity imposes great dif-
ficulties in those stellar systems with signals at the limit of their detectability.

It is important to remark that our aim in this part is not aimed at inferring pre-
cise active region maps, but our goal is to predict the effects produced and establish a
process to correct observational data.

In our work we discuss the analytical foundations of the inverse problem if multi-
band photometry is available. We show that color information allows breaking the de-
generacy between the spot size and its contrast temperature. Otherwise, without differ-
ential fluxes through color filters, the optimiser would be unable to determine a unique
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AT, since it is possible to obtain a very similar flux modulation by properly balancing
the interplay with the size of the spots and temperature contrast.

To further understand the effects of the various parameters, we developed a toy
model as a simplified version of the stellar surface. We define a heterogeneous sur-
face with a polar cap —a large spot centered in the pole— and an equatorial small spot.
We understand the contributions of these two types of spots as modulating and non-
modulating, and we define their filling factors as §,, and §,, respectively. The relevant
variables in our problem are d,,, dy, and AT,,. We study analytically the impact on the
photometry and we reach the following conclusions depending on the availability of
multiband photometry:

e If a single photometric band is available, the inverse problem can only yield a
value for the modulating filling factor. Neither the non-modulating component
(which may be neglected) nor the temperature contrast can be univocal deter-
mined. A common practice up to now has been assuming a typical temperature
contrast from the bibliography.

e In case of two-band photometric monitoring, it is possible to determine, in addi-
tion to d,,, AT, although the solution becomes bivaluate regarding the contrast
temperature.

e If having three or more photometric bands, the degeneracy involved in spot map
generation is broken and it is possible to determine all relevant variables (d,;, dg,
and ATg,). However, the determination of the non-modulating component re-
veals to be very challenging due to its weak chromatic effect. Nevertheless, for
the same reason, its contamination effect on the observables will be, in conse-
quence, rather small.

We tested the aforementioned principles of the photometric inverse problem in
ground-based multiband observations of the exoplanet-host WASP-52 covering a total
timespan of ~ 600 days that implies capturing about 30 full stellar rotations.

The results show the feasibility of light curve inversion and relevant parameter
retrieval with enough photometric accuracy and time coverage. The most important
parameters fitted are listed next,

e We found a temperature contrast AT, = 575150 K below that of the surround-
ing photosphere.

e An absolute projected filling factor function, FF(¢), is obtained, showing a spot-
tedness ground value of 3% and a peak value of 14%. Permanent spot coverage
on WASP-52, is therefore, kept for a long period of time, i.e. no immaculate pho-
tosphere existed for the entire photometric monitoring period.

e In addition to AT, and FF(t), the inversion process presented is also capable of
yielding latitude-projected filling factor maps.

The last chapter of the part dedicated to stellar activity modelling addresses the
chromatic effects on simulated transits. The transit depth is the flux decrease at the
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time of transit measured with respect to the flux level immediately before and after the
event. Its value is equal to the ratio between the radii of the planet and the host star,
respectively. In the presence of a stellar spotted surface, the depth presents a depen-
dence as a function of wavelength. As a consequence, transit depths can be intrinsically
chromatic, therefore hampering the determination of the transmission spectrum of an
exoplanet, whose measurement is based on exactly the same principle.

The main advantage of the approach we present to compute the chromatic effect
on the depth of exoplanet transits is that it is based on an independent and consistent
deterministic method allowing to accurately determine the stellar parameters, the fill-
ing factor and the distribution of spots. Thus, the effect of spots and their different
positions on the stellar disk is also taken into account. We have only considered here
the effect of unocculted spots, which increase the transit depth. On the other hand,
occulted spots produce the opposite effect.

We used the WASP-52 multiband photometric model to simulate transits and study
the chromatic effects on the transit depth obtained at different epochs corresponding
to different stellar spot distributions. In WASP-52, which has peak-to-peak flux varia-
tions of ~ 7%, the chromatic effect of the spot map results in uncertainties of ~ 10% in
transit depth (SP(\)/D,) and of up to ~ 5% in the planetary radius (Argp/r), at VIS. Af-
ter the correction, we are able to reduce residual depth uncertainties down to ~ 4-10=°
at 550 nm (ARIEL/VIS-Phot) and ~ 10~° at 6 um (ARIEL/AIRS-Ch1). The remaining un-
certainty of the correction, encloses several effects, most importantly: i) the photomet-
ric precision and phase coverage of the monitoring along time, i) the incompleteness
of the physical model and, i) the uncertainties in retrieving optimal surface maps
and stellar parameters. We expect that higher activity attenuation factors could be
achieved by optimizing the strategy of the photometric observations, i.e., making sure
that multi-color measurements are obtained before and after the transits to better con-
strain the model. Photometric observations from space would even boost the accuracy
in light curve modelling, and hence, the correction capabilities.

8.2.1 Future Work

The potential shown by simulation techniques based on physically-motivated models
is enormous and especially adequate for facing the challenges in exoplanet research
for the next decade with regard to stellar activity.

The most important bottleneck of the StarSim code is the inversion module to gen-
erate spot maps by using observational data. Table 4.3 summarises typical running
times for both forward and inverse problems in a test case studied in this Thesis. These
performance numbers are referred to the parameter-constant inversion, i.e. keeping
the stellar parameters fixed, finding the optimal map. When performing a full inver-
sion consisting of a collection of maps and their associated parameters all of them sta-
tistically equivalent in probability, means the need of executing thousands of inversion
replicates with a substantial amount of time even in a dedicated multicore server. As
explained in Chapter 6, a full inversion of BVRI light curves with ~ 300 measurements
required about 3 weeks in a 56-core server. An amount of time that if we wanted to use
in massive data processing, would be prohibitive.
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In addition, the forward computation of RV series takes an order of magnitude
more time than photometry series generation. This imposes a barrier when it comes to
processing just a few target stars of a survey campaign.

Therefore, with the purpose of making the code usable when, in the immediate
future, a large amount of high-precision data of contemporaneous spectroscopic and
space-based photometric observations will be available, StarSim requires a number of
improvements we separate into two subgroups:

On the physical model In the current version, faculae are always associated with a
spot as a concentric ring. A new version should allow the independent modelling of
spots and faculae as two types of different active elements. Improved physical mod-
elling of faculae and a new generation of synthetic spectra in addition to the incor-
poration of chromospheric activity indices would allow enhancing the precision and
functionality of StarSim.

On the code implementation To speed up StarSim’s productivity in parameter infer-
ence, the exploration of Deep Generative modelling will allow generating samples of
the maps by efficiently sampling a probabilistic model previously trained with calcu-
lated StarSim inverted data. A generative model is a neural network that describes the
way a dataset is created in terms of a trained probabilistic model. By sampling from
this model, new data are generated, not belonging to the training set, but created just
from the probabilistic distributions intrinsically encoded in the neural network.

The use of generative deep learning techniques has yielded an astonishing perfor-
mance in image processing (Goodfellow et al. 2014; Kingma et al. 2014) or music com-
position (Dhariwal et al. 2020). In scientific fields have shown promising results, i.e
in geophysical inverse problems (Lopez-Alvis et al. 2021); astrophysics (e.g. Martinez-
Palomera et al. 2020; Gabbard et al. 2019). Machine learning generative modelling pro-
vides a way of creating new datasets not just interpolating/extrapolating the existent
data on the training sets but entirely creating new data by the capability of these archi-
tectures in capturing the essential structure by fitting probabilistic models.

Particularly interesting for this goal, are the Generative Adversarial Networks (GAN)
and the Variational Autoencoders (VAE), which are amongst the most promising deep
learning techniques. GANs are essentially two competitive neural networks, the first
generating data from a random input, and a second one trying to discriminate if the
data generated is real or not on the basis of a training set. Hence, by training both
networks in best performing their duty, it ends up in a zero-sum game in which the
generator learns how to create new data to fool the discriminator. VAEs are based on
the autoencoder architecture of neural networks, in which two copies of the same data
are fed in the input and output of the network. In the middle, a reduced number of neu-
rons called latent space encodes the data by training the network’s weights to encode-
decode the data. However, the encoded information in the latent layer does not have
any particular structure and if perturbed, the result of the decoding would surely be
nonsense. Instead, if the latent space has learned to build the probabilistic distribu-
tions of the input data, just by sampling from these distributions we are able to gen-
erate new data. This is the purpose of VAEs and its variant ¢cVAE (conditional-VAE) in

148



Discussion and future work 149

which additional metadata are included acting as a conditional probability. The stellar
parameter tuple (f) can play this role. Both methods are able to learn the underlying
structure of data, and then acquire the ability to generate new observations.

GAN and cVAE are potentially useful in the StarSim parameter inference routine
as defined in Section 5.3.3. The evaluation of the metrics of the photometric model
—that is, compute F'(8, 6) to generate observables— takes ~ 1-5 ms depending on the
data extension. Therefore, if a GAN/cVAE is reasonably efficient in producing likeli-
hood samples of §,, we can expect a good ratio of acceptance to build an ensemble of
statistically equivalent models or, alternatively, run a MCMC routine to make parame-
ter inference. However, we do not expect a realistic improvement in code optimisation
that will be sufficient to change the defined parameter inference retrieval paradigm.
At best, code refactoring and algorithm optimisation may lead to 5-10% performance
gains, totally insufficient to overturn our current strategy.

On the surface mapping The current StarSim 2 version maps the stellar surface as
a flat and uniform photosphere with circular spots of constant temperature contrast,
which in turn can have a concentric corona to model faculae. This representation im-
poses a constraint on the possible surfaces that can be reproduced. If the mapping was
a grid of cells where each one can represent photosphere or spots in a free-forming
structure approach, we would be able to reproduce any sophisticated surface, but the
degree of degeneracy would be unaffordable. In fact, a free lattice model has many
different configurations to represent a light curve, and regularisation techniques have
to be implemented (Vogt et al. 1987; Lanza et al. 2011; Luo et al. 2019).

An alternative approach to map stellar heterogeneous surfaces is through spherical
harmonics (SH) decomposition (e.g. Russell 1906; Luger et al. 2021b; Luger et al. 2021a)
that is equivalent to Fourier series on the sphere. The SH expansion can represent any
continuous function as a SH series on the sphere, providing the ability to represent any
type of spotted surface with arbitrarily complex shapes. This may be implemented in
the StarSim scheme, particularly for the solution of the inverse problem taking advan-
tage of the semi-analytical formulation this approach offers.

8.2.1.1  Prospects of joint photometry and spectroscopic modelling

The aim of simultaneous modelling is to obtain a solution of the inverse problem, &y,
through fitting several observables at the same time. One of the applications of joint
modelling is the disentanglement of true Keplerian signals from those arising from stel-
lar activity, by employing observables with no planetary signals such as photometry or
spectroscopic indices.

Here we present preliminary results of an application example of the StarSim 2
modelling methodology with contemporary photometry and spectroscopic observa-
tions using observations of the Hyades member star HD 25825. This solar-type star
(T, =6100K) is a part of a sample that was observed contemporaneously with K2 space
telescope and ground-based spectrographs. These were: HARPS-N (Pepe et al. 2005)
mounted on the Galileo telescope in La Palma island (Tenerife); SOPHIE (Perruchod et
al. 2008) mounted on the 1.93-m telescope at the Observatoire de Haute-Provence and
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TRES mounted on the 1.5-m Tillinghast telescope at Fred L. Whipple Observatory on
Mt. Hopkins (Arizona).

RV inference using photometry By using high—precision space photometry, an inver-
sion process is performed to obtain a large number of optimal maps, §,, and the best
models are selected to create a population of statistically equivalent solutions. Once
obtained, this set of optimal maps is used as input parameters for the computation of
the predicted RV signal.

Photometry time-series does not contain enough information to univocally infer
the RV counterpart of spotted stars. In accordance with the conclusions reached in
Chapter 5 using K2 single-band photometry, it is only possible to retrieve the modu-
lating filling factor of the maps and no information on spot temperature contrast is
attained. Therefore, in these types of inversion problems, the spot temperature con-
trast has to be fixed initially, either arbitrarily or using a semiempirical T — AT, law
(e.g. Berdyugina 2005). Otherwise, if included as a parameter, the spot temperature
distribution obtained will be flat.

Figure 8.1 shows a prototype fit to generate the RV signal by using K2 photometry. A
pool of 20,000 light curve inversions were performed by randomising two parameters,
the rotation period and the photometric statistical jitter, and a total of 20 of the best
models were picked to generate the average RV model and its uncertainty. The spot
maps used were set to have 35 active regions and the facula ) value was set to zero
as no chromatic information is available. The results of these prototype RV inference
is listed in Table 8.1. £ is obtained by fitting the RV data with a constant, and the £
metrics of the generated RV model for each instrument dataset is shown. Once a set of
statistically equivalent solutions of the inverse problem is obtained, Sy , 8y, .., 8y , @
RV forward problem is computed using these parameters. An individual offset term is
fitted for each RV dataset to reach the best fit metric.

RV inference using photometry and BIS index Figure 8.2 shows the result of K24 BIS
simultaneous fits to predict RV. The improvement in the prediction variates depending
on the dataset. HARPS data show a very significant improvement with respect to the
results in photometry fits. In these fits, the Q value was included as an adjustable pa-
rameter, with the rotation period and photometric jitter. A total of 10,000 inversions
were performed to finally select the best 50 models to compute the RV signal. Table 8.1
show the results of the RV generated models.

The integration of spectroscopic data in the joint fits still holds a number of de-
generacies in the inversion model such as the convective parameters. To obtain infor-
mation on the stellar convection, Baroch et al. (2020) modelled CARMENES chromatic
radial velocities to determine the properties of active regions such as spot-filling fac-
tor, temperature contrast, and convective shift. In the StarSim 2 code, the convective
model is set to a solar analog.

One of the most important difficulties in spectroscopic joint inversions is related
to the computational effort required. StarSim 2 takes few milliseconds to invert a typ-
ical light curve, while in the case of a RV or BIS series a tenth of a second is needed
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Figure 8.2: Simultaneous photometry and BIS fits for HD 25825. The solid curves and their shaded area represent the mean and 1-o deviation
of the best 50 independently inverted curves. The spot map has a fixed 35 fittable active elements and we determined the best values of stellar
parameters for P, ,, @ and jitter for the photometry measurements. We only considered for the simultaneous fits the HARPS velocities because
of their better precision compared with the other datasets.



Table 8.1: Overview of prediction results through K2 and K2+HARPS
BIS simultaneous fits for each instrument. The only fitted parameter
in RV data is an offset for each instrument by maximising the In £ with
respect to the mean StarSim 2 model. No additional jitter is applied to
RV data errors.

HD 25825
Parameter HARPS  SOPHIE TRES
Measurements 24 12 22
Timespan (days) 55 24 58
Mean separation (days) 2.29 1.99 2.63
In £\ —977.40 —204.25 —205.35
K2 photometry fit
Offset (m/s) 3.64 —0.09 9.33
In £ —280.46 —50.02 —131.75
Joint K2 + BIS (HARPS) fit
Offset (m/s) 14.73 12.68 21.65
In£®) —158.40 —57.79 —13L.77

(a) The null model likelihood, In £, is calculated with respect to
data mean.
(b) Computed with respect to residuals and mean StarSim model.

(see Table 4.3). This implies a major challenge to the calculation of the inverse prob-
lem, which takes a long time —often unaffordable— to obtain large enough ensembles
of statistically-equivalent models to construct the parameter distributions. In order to
tackle this issue, new techniques have to be explored to efficiently compute the spec-
troscopic models, such as reversible neural networks as suggested in previous sections.

Colophon The disentanglement of the Keplerian signals from the stellar activity is
both a formidable and timely challenge in exoplanet science. To achieve the detec-
tion and characterisation of Earth-like planets, including their potential atmospheres
is one of the most exciting and relevant scientific endeavours of the next decade. The
presented preliminary results of joint photometry and spectroscopic indices are very
promising and encourage us to think they have great potential. The combination of
high-precision photometry from space missions like TESS or PLATO, with spectro-
scopic ground observations with the cutting-edge instruments such as ESPRESSO, ca-
pable of reaching long-term accuracies of ~ 0.5 m/s, will play a fundamental role in
addressing this problem. The StarSim project may be a key tool in making progress
in this field. With the proven capability to model spot-modulated stellar activity and
correct planetary transits employing multiband photometry, besides the promising po-
tential of precisely predicting RVs, the StarSim tool has a role to play.
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