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SUMMARY 

With the constant market’s change and the competition that exists, having a robust forecasting 

model becomes essential for the companies to be able to compete against other companies and 

apply it to the Planification and Purchasing Departments to satisfy the customers trying to 

anticipate what will happen in the market. 

In this project, a demand forecasting model has been developed using the ARIMA method. 

The model input is the company's historical sales data and future forecasts are obtained for the 

selected period. 

After the demand forecasting, the Monte Carlo simulation has been designed and applied due 

to obtaining the predictions for products' containers, products' quantity, etc. This has been done 

using the company's previous years' frequencies. 

At the same time, three different programs have been developed; an algorithm to find 

relationships between orders, a program to segment and classify customers, and, finally, an 

algorithm to group by similarity, in the project’s case, customers, but it can be applied to other 

aspects. 

To verify the ARIMA model and reduce the pandemic’s effect, three different scenarios have 

been planned, and their errors have been calculated for each of them. The results obtained are 

very promising giving low errors meaning that the model is adequate and can be applied in the 

company to do little predictions. 

Monte Carlo's simulation results are not very favorable due to the high errors obtained. In 

future projects, the company will study the possibility to add more parameters to the algorithm, 

such as neural networks (artificial intelligence) to improve the project and apply it. 

Keywords: Demand forecasting, ARIMA, Monte Carlo. 
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RESUMEN 

Con el constante cambio de mercado y la competencia que existe, es imprescindible que las 

empresas tengan un modelo de previsión robusto para poder competir y aplicarlo dentro de los 

Departamentos de Planificación y Compras de cara a satisfacer a los clientes intentando 

anticiparse al mercado. 

En este proyecto se ha desarrollado un modelo de previsión de la demanda utilizando el 

método ARIMA. El método se alimenta de datos históricos de la compañía obteniendo las 

previsiones futuras para el periodo de tiempo seleccionado.  

Tras la previsión de la demanda, se ha diseñado y aplicado la simulación de Monte Carlo 

para obtener una previsión del envasado de los productos, cantidad de los pedidos, etc. Todo 

ello se obtiene utilizando las frecuencias calculadas de la compañía de los años anteriores.  

Paralelamente, se han desarrollado tres programas distintos; un algoritmo para encontrar 

relaciones entre los pedidos, un programa para segmentar y clasificar a los clientes y, finalmente, 

un algoritmo para agrupar por similitud, en el caso del proyecto, clientes, pero se puede aplicar 

en otros aspectos.   

Se han planteado tres escenarios distintos para intentar reducir el efecto de la pandemia y 

se han calculado los errores para cada escenario. Se han obtenido resultados muy prometedores 

con errores bajos por lo que el modelo es adecuado y se podría incorporar a la compañía para 

hacer pequeñas previsiones. 

Los resultados de la simulación de Monte Carlo no son demasiado favorables ya que se 

obtienen errores elevados, en próximos proyectos, la empresa estudiará la posibilidad de añadir 

más parámetros al algoritmo, por ejemplo, las redes neuronales (inteligencia artificial) para 

mejorar el proyecto y aplicarlo.  

Palabras clave: Previsión de la demanda, ARIMA, Monte Carlo.
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1. INTRODUCTION 

 DEMAND FORECASTING 

Nowadays, constant market change causes so much uncertainty. Uncertainty appears in all 

business and consists of the impossibility of knowing how the situation will be. Many companies 

should incorporate demand forecasting systems in their planification and purchase departments 

to try to predict how the market will change.  

Demand forecasting takes part in different areas: financial, production, personal, and 

commercial, each one with a specific action plan.  

1.1.1. Methods 

There are two different demand forecasting methods, qualitative and quantitative (Corres et 

al., 2009).  

The qualitative method is used when there are not enough historical data about the studied 

phenomenon. This method uses surveys and opinion of experts instead of data, so this kind of 

forecasting method is subjective.  

The quantitative method is used when there is a big amount of historical data, this forecasting 

method is objective because it is based on real data. 

1.1.2. Factors 

To carry out a demand forecast it is necessary to keep some factors in mind (Chambers et 

al., 1971):  

1. Type of product, his historical data, and his lifecycle. 

2. Competition level, when it is high, the demand forecasting is more difficult. 

3. Product price, its variations could affect the demand forecasting indirectly. 
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4. Product technology level, with technological products, an advance in technology could 

affect product demand. 

5. Economy has a very important role because it is directly related to demand forecasting. 

1.1.3. Forecasting problems 

There are different methods to predict and forecast the number of sales, but, most of them 

fail due to some factors, such as the bad use of statistic tools.  

Many times, the result is disappointing because the sales only reflect the 40% of the total data 

provided in the demand forecasting, so the most common error by the business owners is the 

product innovation where the products don’t have any historical data. 

Another common error is the lack of accuracy of target customers, product applications, and 

possible competitors.  

The business owners’ subjective opinions are another negative factor that could affect the 

forecasting because they could overvalue a product and then the expectations are not exceeded. 

Finally, the costumers’ priorities based on surveys can also be biased. It is demonstrated by 

the results obtained, that shows a different sales behaviour in front of surveys result. That means 

that the customers’ opinion in the survey is not true, so they indicate that they would buy the 

product, but in fact, they don’t do it (Chambers et al., 1971). 

1.1.4. Products Lifecycle 

The product lifecycle is an important factor and it must be considered in the demand 

forecasting because depending on the phase that the product is it will be easier to do a demand 

forecasting (Hernando, 2015).  

In Figure 1 a product’s lifecycle phases are represented. 
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Figure 1 Lifecycle phases 

The lifecycle phases are:  

1. Introduction, it consists of the product launch, is a phase with too many risk and 

uncertainty because no one knows how the product will be adapted to the market. The demand 

forecasting is qualitative because there isn’t enough historical data. 

2. Growth, the products begin to be accepted by the customers and the sales are increasing. 

In this phase will appear some competitors so the demand forecasting is difficult.  

3. Maturity, this phase takes more time than the other ones. The product reaches its 

maximum market quote and it’s the best phase to do demand forecasting because there is enough 

historical data and the market is stable.  
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4. Decline, this is the last phase where the sales begin to decrease until the product is 

substituted by another one. The demand forecasting will announce the product decline and its 

possible disappearance. 

1.1.5. Forecast Types 

The demand forecasting can be of three different kinds (Mar Hernández et al., 2020):  

1. Short-term, forecasts until one year, it allows deciding the production, prices, and 

distribution policy. 

2. Medium-term, forecast from 5 to 10 years, it allows deciding about the product 

introduction, company expansion, and funds request. 

3. Long term, 10 or more years of forecasting, it allows deciding the population growth, the 

economic development, and the policy situation of a country. 

 TIME SERIES 

1.2.1. Introduction 

A time series consists of a combination of variable observations that are taken sequentially in 

time. Usually, the observations are collected equally spaced. 

The value can be anything measurable that depends on time (Shumway & Stoffer, 2013). 

1.2.2. Types 

The time series could be continuous or discrete (Rey Graña & Ramil Diaz, 2011): 

• Continuous, when values are offered permanently, where each one represents the 

variable condition at every instant. 

• Discrete, when values are offered for time slots, where are generally uniform and 

represent the cumulative state magnitude of the variable during that interval. 
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1.2.3. Components 

Time series has three components and they must be studied in demand forecasting (Rey 

Graña & Ramil Diaz, 2011): 

1. Trend, it is the long-term change that occurs in relation with the mean of the observations. 

2. Seasonal component, when a time series has monthly, weekly, quarter influence. Always 

is a well-known and fixed period.     

3. Cyclical or random component, it is an unpredictable fluctuation that occurs randomly in 

different time instants. 

The demand’s components are shown in Figure 2 : 

 
Figure 2 Demand’s components (Corres et al., 2009) 

The original Figure 2 is in Spanish and it remains as the original. 

The trend and seasonal components are deterministic, and the cyclical component is random. 

So, it can be expressed by: 

𝑋𝑡 =  𝑇𝑡 +  𝐸𝑡 +  𝐼𝑡  

Equation 1 

Where Tt is the trend, Et the seasonal component and It is the cyclical component.  
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It is necessary to isolate the cyclical component and study which model will be the most 

adequate.  Once the model will be well-known, the time series behaviour will be able to be well-

known.   

The cyclical component isolation could be done in two ways: 

1. Descriptive perspective, Tt y Et are estimated and It is obtained.  

𝐼𝑡 =  𝑋𝑡 −  𝑇𝑡 –  𝐸𝑡 

Equation 2 

2. Box-Jenkins’ perspective, the trend and seasonal component are eliminated (with 

transformations and filters) and only remain the cyclical component which is adjusted by 

parametrical models. 

1.2.4. Classification 

Time series can be classified in (Rey Graña & Ramil Diaz, 2011): 

- Stationary series, when mean and variance are constants in time and don’t have a trend. 

- Non-stationary series, when mean or variance change in time. These changes in mean 

produce a trend to increase or decrease in long term. 

1.2.5. Smoothing 

The smoothing is a very useful method to eliminate irregularities and fluctuations and obtain 

a clear, without seasonal variations and ready for the forecast time series. The most common 

smoothing types are (Carrión García, 2017): 

1. Moving averages, this method can be useful to calculate the time series trend 

without fitting to a previous function obtaining a more adjusted series. There are two types of 

moving averages: 

1.1. Centred moving averages, the number of observations is odd, so the 

central observation is the moving average. A centred moving average in t with 2n+1 

length is: 
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𝑀𝑀(2𝑛 + 1)𝑡 =
𝑌𝑡−𝑛 + 𝑌𝑡−𝑛+1 + ⋯ + 𝑌𝑡 + ⋯ + 𝑌𝑡+𝑛−1 + 𝑌𝑡+𝑛

2𝑛 + 1
 

Equation 3 

1.2. An asymmetric moving average (non-cantered), each moving average is 

assigned to the period corresponding to the most advanced observation of all 

observations that are involved in the calculation. The asymmetric moving average for n 

points and associated with the observation t is:  

MMA(n)t =
Yt−n+1 + Yt−n+2 + ⋯ + Yt−1 + Yt

𝑛
 

Equation 4 

2. Simple exponential smoothing, this method smooths all the irregularities that the 

series has, the weight of the observation decreases exponentially as it moves away from the 

current moment t and it is simply because the variable is smoothed one time. The smoothed 

variable St is:  

St = (1 − w)Yt + (1 − w)wYt−1 + (1 − w)w2Yt−2 + (1 − w)w3Yt−3 + ⋯ 

Equation 5 

Where w is a parameter that takes values between 0 and 1. 

3. Holt-Winters method, this technique uses a set of recursive estimations from the 

historical data. These estimations use a level constant, α, a trend constant, β, and a 

multiplicative seasonal constant, γ. 

These recursive estimations are based on three equations: 

𝑌̂𝑡 = 𝛼(𝑌̂𝑡−1 − 𝑇𝑡−1) + (1 − 𝛼)
𝑌𝑡

𝐹𝑡−𝑠

     𝑤𝑖𝑡ℎ 0 < 𝛼 < 1 

Equation 6 

𝑇𝑡 = 𝛽𝑇𝑡−1 + (1 − 𝛽)(𝑌̂𝑡 − 𝑌̂𝑡−1)     𝑤𝑖𝑡ℎ 0 < 𝛽 < 1 

Equation 7 

𝐹𝑡 = 𝛾𝐹𝑡−𝑠 + (1 − 𝛾)
𝑌𝑡

𝑌̂𝑡

     𝑤𝑖𝑡ℎ  0 < 𝛾 < 1 

Equation 8 
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Where the s is the period, Yt the series smoothing level, Tt the series smoothing trend 

and Ft the seasonal smoothing adjusts of series. 

1.2.6. Stationarity estimation 

To do a time series analysis, it must be determined if the data follow a stationary or non-

stationary process. The most appropriate test for doing this is the Dickey-Fuller Test, which is 

useful to verify if data is stationary or non-stationary. 

This test allows to know if there is a significant trend in time series by a hypothesis contrast, 

the invalid 0 hypothesis tells that the time series is non-stationary, and the valid hypothesis 0 tells 

that the time series is stationary.  

To find out if the time series is stationary or non-stationary, the p-value is used. This value 

indicates the probability that hypothesis 0 is not valid. If the p-value is very close to 0, it means 

that the hypothesis 0 isn’t probable, and it should be rejected. 

1.2.7. Autocorrelation 

Represents the correlation between a sequence and itself. Measures the similarity level 

between several periods ago sequence (lags) and the actual data. Figures 3 and 4 are 

represented the graphics (de la Fuente Fernández, n.d.). 

1.2.7.1. Autocorrelation function (ACF)  

Measures the correlation between two variables separated by k periods.  

The ACF function is used to identify the moving averages (MA) parameter in the ARIMA 

method and is showed in Figure 3.  

The MA parameter will be defined by the vertical lines that are bigger than the discontinued 

horizontal blue lines. 
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1.2.7.2. Partial autocorrelation function (PACF)  

Measures the correlation between two variables separated by k periods when the dependency 

created by the intermediate delays between both isn’t considered.  

The ACF function is used to identify the autoregressive (AR) parameter in the ARIMA method 

and is showed in Figure 4. 

The AR parameter will be defined by the vertical lines that are bigger than the discontinued 

horizontal blue lines. 

 

Figure 3 Autocorrelation graphic 
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1.2.8. White noise 

It is a special time series where data doesn’t follow any pattern. To consider a series as white 

noise, it must satisfy these conditions: 

1. Constant mean 

2. Constant variance 

3. Not having significant autocorrelations in any period. 

1.2.9. Forecasting error calculation 

The forecasting errors contain valuable information that should be analysed for two reasons: 

on the one hand, it allows to detect whether the method predicts accurately, and, on the other 

hand, all contingency plans should consider the forecast error (Pavolini, 2019). 

The forecast accuracy error is the difference between the actual value and the forecast value 

for a specific period. It is expressed by: 

𝐸𝑡 = 𝑌𝑡 − 𝑇𝑡  

Equation 9 

Where Yt is the real value and Tt is the forecasted value. 

Figure 4 Partial autocorrelation graphic 
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There are different ways to calculate the forecasting error, the most common are:  

1. Mean Absolute error (MAE): 

  

𝑀𝐴𝐸 =
∑ |𝐸𝑡|𝑁

𝑡=1

𝑁
 

 

Equation 10 

2. Mean absolute percentage error (MAPE): 

 

M𝐴𝑃𝐸 =
∑ |

𝐸𝑡
𝑌𝑡

|𝑁
𝑡=1

𝑁
 

 

Equation 11 

3. Root mean square error (RMSE): 

 

𝑅𝑀𝑆𝐸 = √
∑ 𝐸𝑡

2𝑁
𝑡=1

𝑁
  

 

Equation 12 

 MONTE CARLO METHOD 

The method can be used to solve many complex mathematical problems generating random 

values (Terejanu, 2013). 

1.3.1. Method’s history 

It was created in 1944 by John Von Newmann and Stanislav Ulam. In the beginning, it was 

used as an investigation tool during the atomic bomb development in the Second World War. 

In 1946, Ulam observed while he was playing Solitaire that it was easier to have an idea about 

the game’s solution if he made multiple trials with cards, analysing all the card combinations and 

the frequencies of each result. This observation was applied to his neutron’s diffusion work 

because it was impossible to solve the project equations. 
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Von Newmann wrote a card in 1947 in which he explained the Monte Carlo method and the 

applications. He suggested that this method could be applied to evaluate complex equations and 

multiple integrals.  

Enrico Fermi, Ulam and Von Newmann applied the method to a deterministic problem in 1948 

obtaining estimators to the Schrödinger equation values.  

With the computer’s development, the method began to increase its precision in the 70’s 

decade (Monte Carlo, El Origen Del Método, n.d.). 

1.3.2. Applications 

Nowadays, the method has different applications, some of the most important are:  

- Multiple integral evaluations 

- Demand forecast 

- Planning  

- Risk analysis in projects 

- Inventories 

 R STUDIO 

1.4.1. Program’s history 

R is a free programming language that comes from S, a previous programming language. 

This program, S, was developed by John Chamber, Rick Becker, and Allan Wilks in Bell 

Laboratories in 1976. 

In 1988, the S language was rewritten becoming a new language, C, and started to look like 

the program we know nowadays.  

In the early 90s, S was being used less and less due to it was the property of Bell Laboratories. 

When Ross Ihaka and Robert Gentleman created a new S free variation, it started to increase its 

use. In 1992, they started to create R, obtaining their first version in 1995 and a more stable 

version in 2000 (Ihaka, 2009). 
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1.4.2. Applications 

It is a statistic program with many statistical tools. The program allows us to generate high-

quality graphics and we can use R as a mathematical tool or mining data. 

Also, with R it’s possible to define our functions and algorithms. The program has many 

packages developed by users and accessible to everyone. Moreover, we can connect R to a 

database that permits to work with a high quantity of data. 

 THE COMPANY 

Cromogenia Units was created in 1942 and was established in Barcelona.  

The headquarters and central laboratories are in Barcelona, there are nine different 

production plants, two in Barcelona and two in China, one in Tarragona, Murcia, Galicia, 

Argentina, and Mexico, and three different sales offices in Brazil, Chile, and United States. 

Nowadays, the company manufactures many chemical specialties around the world. There 

are different business areas such as industrial coatings, rubber, leather, adhesives, construction, 

textile, performance chemicals, water treatment, lubricants, and metalworking and coating for 

synthetic substrates (Cromogenia, n.d.). 

Due to confidentiality matters, all the company’s data are occulted using a grey square 

or rectangle.  
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2. OBJECTIVES 

The purpose of this project is to find, choose, and develop a demand’s prevision mathematical 

model using the R Studio program.  

The program will use historical sales data to obtain results for future sales. With these future 

sales results, Monte Carlo’s method will be applied to obtain the number of containers and the 

number of kilograms demanded each product. 

These results will help to reduce the stock level, predict future breaks of stock, guaranteeing 

good quality service and knowledge of the probability of future machinery stops. 

Moreover, this project could be used in the planning and purchasing department to buy raw 

materials, simulate and segment the customers, and know the associations between two or more 

products in the orders. 
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3. DEMAND FORECASTING STUDY  

 METHODS 

Four different forecasting models are proposed for demand forecasting, three of them classic 

methods and the other one newer. One of these must be chosen to do the project  (Otero, 1993). 

The four methods are briefly introduced: 

- Simple Exponential Smoothing (ETS), it is a classic forecasting method that can 

be used with data without a stationary pattern or don’t have a clear trend (Kourentzes & 

Petropoulos, 2016). 

The method works considering that the current demand will be the same as the previous 

demand, but it will apply more weight to the closing values.  

- Holt-Winters Method, it is a classic forecasting method, from historical data do the 

previsions for future values. This method is based on an iterative algorithm that forecasts the 

behaviour of the series at each time based on the weighted averages of the historical data 

provided (Carrión García, 2017). 

- Trigonometric Exponential Smoothing Method (TBATS), it is a Simple Exponential 

Smoothing variation, it uses a trigonometric representation based on the Fourier series 

(Kourentzes & Petropoulos, 2016). 

- Autoregressive Integrated Moving Average (ARIMA), it is a statistical model that 

uses statistical variations and regressions to find patterns for a prediction (de Arce & Mahía, 

2001). 

 METHOD SELECTION 

A demand forecasting for 2019 is done using the historical data from 2014 to 2018, the results 

are compared with the real values and the errors between the four methods are compared. 
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The obtained errors are in Table 1: 

Table 1 Obtained errors from different forecasting methods 

METHOD ERROR (%) 

EXPONENTIAL SMOOTHING 4,94 

HOLT-WINTERS 4,95 

TBATS 5,01 

ARIMA 4,64 

The less error is obtained by the ARIMA method so this will be the method used for the project. 

 ARIMA METHOD 

A little explanation has been made before but now it will go deeper explaining the components 

of the model, the procedure, and its programming in RStudio. 

In order to obtain estimations with adequate statistic proprieties, the series must be stationary 

in mean and variance.  

The components of the model are (de Arce & Mahía, 2001): 

3.3.1. Autoregressive model, AR i MA (p) 

The current value is predicted based on past values.  

The polynomial is: 

𝐴𝑅(𝑝) = 𝑋𝑡 = 𝛷1𝑋𝑡−1 + 𝛷2𝑋𝑡−2 + ⋯ + 𝛷𝑝𝑋𝑡−𝑝 + 𝜀𝑡  

Equation 13 

Where Xt is the predicted value, ɸ the autoregressive value, εt the current period error and 

Xt-1, Xt-2… the series values in previous periods. 

The following examples show the specific correlogram for the autoregressive (AR) 

parameters. 

Examples correlograms, AR(p) 

For an autoregressive model with parameter p=1 the correlograms are in Figure 5: 
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Figure 5 Autocorrelation and partial autocorrelation graphics for an autoregressive model 

with order 1 (Peña Sánchez & De Rivera, 2005) 

For an autoregressive model with parameter p=2 the correlograms are in Figure 6:  
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Figure 6 Autocorrelation and partial autocorrelation graphics for an autoregressive model 

with order 2 (Peña Sánchez & De Rivera, 2005) 

3.3.2. Moving average model, AR i MA (q) 

The current value is predicted based on the errors of the previous values.  

The polynomic for this model is: 

𝑀𝐴(𝑞) = 𝑋𝑡 = 𝜀𝑡 − 𝑣1𝜀𝑡−1 − 𝑣2𝜀𝑡−2 − ⋯ − 𝑣𝑝𝜀𝑡−𝑝 

Equation 14 

Where Xt is the predicted value, v the moving average value, εt the current period error and 

εt-1, εt-2… the error values in previous periods.  
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The following examples show the specific correlogram for the moving averages (MA) 

parameters. 

Examples correlograms, MA (q) 

For a moving average model with parameter q=1 the correlograms are in Figure 7: 

 
Figure 7 Autocorrelation and partial autocorrelation graphics for a moving averages model 

with order 1 (Peña Sánchez & De Rivera, 2005) 

For a moving average model with parameter q=2 the correlograms are in Figure 8: 
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Figure 8 Autocorrelation and partial autocorrelation graphics for a moving averages model 

with order 2 (Peña Sánchez & De Rivera, 2005) 

3.3.3. Autoregressive Moving average model, ARMA(p,q) 

The ARMA models can only be applied when the time series don’t have a trend.  

It is a combination of the two models explained before, the autoregressive and the moving 

average model. This model has two parameters; p for the autoregressive part and q for the part 

of the moving average.  

The polynomic for this model is: 
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𝑋𝑡 = 𝛷1𝑋𝑡−1 + 𝛷2𝑋𝑡−2 + ⋯ + 𝛷𝑝𝑋𝑡−𝑝 + 𝜀𝑡 − 𝑣1𝜀𝑡−1 − 𝑣2𝜀𝑡−2 − ⋯ − 𝑣𝑝𝜀𝑡−𝑝 

Equation 15 

3.3.4. Autoregressive Integrated Moving average model, ARIMA(p,d,q) 

Usually, time series is not stationary, and the series must be transformed with differentiations 

or logarithmic to make them stationary (de la Fuente Fernández, 2016), (Carrión García, 2017).  

In the ARIMA model, the d parameter indicates the times that the series has been 

transformed. The parameters p and q are for the autoregressive and moving average models.  

When differentiation is applied to a time series, the first value of the series gets lost due to 

differentiations are calculated making the difference between two consecutive values. 

The polynomic for this model is: 

  

 

𝑋𝑡
𝑑 = 𝛷1𝑋𝑡−1

𝑑 + 𝛷2𝑋𝑡−2
𝑑 + ⋯ + 𝛷𝑝𝑋𝑡−𝑝

𝑑 + 𝜀𝑡−1
𝑑 − 𝑣1𝜀𝑡

𝑑 − 𝑣2𝜀𝑡−2
𝑑 − ⋯ − 𝑣𝑝𝜀𝑡−𝑝

𝑑  

Equation 16 

Where the 𝑋𝑡
𝑑 is the series of the differences of order d.   

3.3.5. Seasonal Autoregressive Integrated Moving average model, 

sARIMA(p,d,q)(P,D,Q)[12] 

When working with data with a periodicity under a year (quarterly, monthly, or daily), the 

seasonal factor usually occurs, so correlations between the same months, quarters, etc. of 

successive years should be analysed (Universidad Nacional Medellin, 2019).   

Models with a seasonal component will be obtained when the data series have trend and 

periodic variations. In this case, the autoregressive model will not predict the data correctly 

because it only considers the previous period values to estimate the current value. 

AR(p) MA(q) 

AR(p) MA(q) 
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The SARIMA model has the following parameters; the (p,d,q) parameters for the non-

seasonal or regular part and the (P, D, Q) parameters for the seasonal orders related to the errors 

added accordingly to the seasonal order s. 

The polynomic for this model is: 

 

 

 

𝑋𝑡
𝑑 = 𝛷1𝑋𝑡−1

𝑑 + 𝛷2𝑋𝑡−2
𝑑 + ⋯ + 𝛷𝑝𝑋𝑡−𝑝

𝑑 + 𝜃1𝑋𝑡−𝑠
𝑑 + 𝜃2𝑋𝑡−2𝑠

𝑑 + ⋯ + 𝜃𝑃𝑋𝑡−𝑃𝑠
𝑑  

+ 𝜀𝑡−1
𝑑 − 𝑣1𝜀𝑡−1

𝑑 − 𝑣2𝜀𝑡−2
𝑑 − ⋯ − 𝑣𝑞𝜀𝑡−𝑞

𝑑 − 𝛽1𝜀𝑡−𝑠
𝑑 − 𝛽2𝜀𝑡−2𝑠

𝑑 − ⋯ − 𝛽𝑄𝜀𝑡−𝑄𝑠
𝑑  

Equation 17 

 

 

3.3.6. ARIMAx models 

The ARIMAX models are an extension of the ARIMA model with one, or more, exogenous 

variables added. 

These exogenous variables could be the price of any product or raw material. This model will 

show the orders depending on the prices so the results will be more precise and realistic. 

Exogenous variables do not depend on the evolution of the model variables and can be added 

in order to improve the prediction when the model terms don’t give an explicative value.  

The exogenous series added to the model must be stationary or previously transformed with 

differentiations or logarithms (Hyndman, 2010). 

 

 

 

 

AR(p) SAR(P) 

MA(q) SMA(Q) 
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3.3.7. ARIMA procedure 

The procedure to do the ARIMA and obtain the predictions for a determinate period is (de la 

Fuente Fernández, 2016): 

1. Analyse and transform the data; transform the data to time series and look for patterns or 

irregularities, clean up the atypical and missing values, decompose the time series and observe 

if exists trend and seasonality.  

2. Model adjustment; inspect the seasonality, if the time series needs, apply transformations 

to convert the time series to stationary.  

3. Model evaluation-validation; if the parameters are correct and the remainders don’t have 

significant correlations, the model will be verified, and the prediction can be made. 

4. Prediction; when the model is verified, predict for a period. 

3.3.8. Programming ARIMA in R 

To program the ARIMA model in RStudio, some packages must be installed. These packages 

include different functions that will be used during the model’s programming (Kourentzes & 

Petropoulos, 2016).  

The most used packages are: 

- Tseries package: this package is used to analyse the time series.  

- Forecast package: this package is used to model the ARIMA and make 

predictions. 

- Greybox package: this package is used to calculate the forecasting errors.  

The procedure followed for the programming in R is: 

1. Load the data and transform it into time series using the ts function. 

2. Make a seasonal decomposition of the time series using the stl function and make 

a plot with the results, obtained in the graph: trend, seasonality, and a random component. It 

will be useful to know how to evaluate the time series. 

3. Adjust the model and determine the autoregressive (p) and moving average (q) 

parameters using the autocorrelation and partial autocorrelation charts. Determine the regular 
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differences with the Dickey-Fuller test using the adf.test function and the stationary 

differences using the ndiffs function. 

If the 0 hypothesis from the Dickey-Fuller is rejected, the model must be transformed by 

differences and perform the Dickey-Fuller test again to check if the 0 hypothesis is reached 

or if another differentiation is needed. 

4. Once the model and parameters are determined, apply the ARIMA method to get 

the model by auto.arima function. 

5. When the model is determined, analyse the remaining autocorrelations and partial 

correlation using the Box-Cox test to analyse if the data are independently distributed (present 

correlation among them with the Box.test function). 

If the 0 hypothesis of the Box-Cox test is rejected, make the process and model again. 

6. Make the prediction and evaluate the prediction error using the MAPE. 

The program can be found in Appendix 1 (Kourentzes & Petropoulos, 2016). 

The whole procedure for the ARIMA model is attached in Appendix 2. 

The ARIMA procedure in R Studio with its functions is illustrated in figure 9. 
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Figure 9 ARIMA procedure in R Studio (de la Fuente Fernández, 2016)
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4. TYPE A PRODUCTS  

Once the model has been programmed, the most suitable model is determined for each of 

the company's 50 best-selling products (type A products). The model polynomials are also 

determined. 

The forecasts are also graphed to found which of these products present errors and must be 

specifically studied. 

 ABC ANALYSIS 

The ABC Analysis, also called Law 80-20 or Pareto Rule, is a very useful method to accelerate 

the storage processes of goods in companies (Olivos Aarón & Penagos Vargas, 2013)(Método 

Análisis Inventarios ABC, n.d.). 

The Pareto Principle was described by the economist and sociologist Vilfredo Pareto, and it 

specifies that 80% of earnings are based on 20% of the products.  

This method allows identifying the items that have a significant impact on the overall value 

(inventory, sales, costs...) to focus on them. In general, using this analysis enables the 

categorization of all the products depending on their importance and profits generated.  

An example would be:  

1. Type A products; represents 80% of total sales and 20% of total products. 

2. Type B products; represents 15% of total sales and 30% of total products. 

3. Type C products; represents 5% of total sales and 50% of total products. 

Figure 10 is shown an ABC analysis and with their percentages of sales and type of product.  
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Figure 10 ABC analysis (Olivos Aarón & Penagos Vargas, 2013) 

 POLYNOMIALS AND ERRORS 

Table 2, 3, and 4 shows some polynomial, errors, and forecast graphics. The products A and 

B are correct forecasts with low error and are shown in figures 11 and 12 (de la Fuente 

Fernández, 2016).  

Product C is a correct forecast with a big error due to an unexpected drop in sales, figure 13. 

These cases must be studied with the purchasing department. 

 

Table 2 Products with their forecasted model, error, polynomial for product A 

CODE MODEL ERROR 

(%) 

POLYNOMIAL 

PRODUCT 

A 

ARIMA(1,1,0)(1,1,0)[12] 3,82 (1+0.6345*B)(1+0.6998*B12)(1-B)(1-

B12)*Xt=at 
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This model is shown an autoregressive component of order one in the regular part of the 

model. This means that the future values will be determined by the previous value, (1 month ago). 

The temporal series presents a trend, that is why differentiation is applied to convert the series 

into stationary. 

The stationary part of the model represents an autoregressive component of order one. This 

means that the future values will be determined by the values of the previous period, (12 months 

ago).  

 

Table 3 Products with their forecasted model, error, polynomial for product B 

CODE MODEL ERROR 

(%) 

POLYNOMIAL 

PRODUCT 

B 

ARIMA(2,1,0)(1,1,0)[12] 4,58 (1+0.4364*B+0.8752*B2)(1+0.4458*B12) 

(1-B)(1-B12)*Xt=at 

 

PRODUCT A 

Figure 11 Product A forecast 
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In this model an autoregressive component of order two is displayed, therefore the future 

values will be determined by the two previous values (2 months ago). 

A differentiation must be applied to the series because it is not stationary, and it must be 

transformed. 

The stationary part of the model has an autoregressive order one component, so the future 

values will be determined by the value of the previous period (12 months ago). 

 

Table 4 Products with their forecasted model, error, polynomial for product C 

CODE MODEL ERROR 

(%) 

POLYNOMIAL 

PRODUCT 

C 

ARIMA(1,1,0)(1,0,0)[12] 35,2 (1+0.3523*B)(1-0.4261*B12)(1-

B)*Xt=at 

 

PRODUCT B 

Figure 12 Product B forecast 
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This model represents an autoregressive component of order one, therefore the future values 

will be determined by the previous value (1 month ago). 

A differentiation must be applied to the series due to it is not stationary and must be 

transformed. 

The stationary part of the model has an autoregressive component of order one. The future 

values will be determined by the value of the previous period (12 months ago). 

 

4.2.1. Polynomials 

The polynomial formation is explained using the following equation as an example: 

 

(1-φ1B-φ2B2-…-φpBp)(1-Ω12B12-Ω24B24-…-ΩP*sBP*s)(1-B)d(1-B12)DXt=(1-v1B-

v2B2-…-vqBq)(1-δ12B12-δ24B24-…-δQ*sBQ*s)at 

Equation 18 

B values are the time series past values, also called Xt-1, Xt-2, etc.  

PRODUCT C 

Figure 13 Product C forecast 
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Xt is the forecasted value. 

The at is the white noise or error.  

The φ and Ω are the autoregressive and seasonal autoregressive values obtained from the 

model. When a value belongs to the seasonal part, the B is raised to the power of 12 (the seasonal 

order). 

The v and δ are the moving averages and seasonal moving averages values obtained from 

the model. When a value belongs to the seasonal part, the B is raised to the power of 12 (the 

seasonal order). 

The (1-B) is the differentiations applied to the time series. If the model had a seasonal 

differentiation in the polynomial is represented as (1-B12) (de la Fuente Fernández, 2016). 
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5. ASSOCIATION RULES ALGORITHMS 

Often, companies have very similar or repetitive orders where some products are always 

present. Some customers have more than one product in the same order, so an algorithm is used 

to detect these relationships between orders and apply them to the predictions. 

These algorithms aim to find relationships within a set of transactions or attributes that tend 

to occur together. 

The word transaction refers to each group of events that are associated in some way, for 

example, the supermarket shopping basket. 

Each event or element involved in a transaction is known as an item and a combination of 

them is called itemset. A transaction can be made up of one or more items. When transactions 

have more than one item, each possible subset is a different set of items. For example: the 

transaction {Blue,Red,Green} is formed by three items and their possible itemsets are: 

{Blue,Red,Green}, {Blue, Red}, {Blue, Green}, {Red, Green}, {Blue}, {Red} and {Green} 

(Hernando Ávila-Toscano, 2018). 

 ECLAT 

The equivalence class transformation algorithm (ECLAT) is used to find patterns or sets of 

elements that are frequent. This algorithm analyses transactions in vertical format, where each 

row contains an item, the transactions that this item takes part in, and the minimum support. 

The minimum support is the minimum value from which the itemsets will be displayed. 

Usually, to consider a frequent itemset the value must be higher than the minimum support value, 

when it is lower than the minimum support, that itemset will be discarded. The minimum support 

value can be modified depending on the input (Amat Rodrigo, 2019). 

To know more about this algorithm, an example is explained below: 
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Table 5 contains transactions’ information in a horizontal format. The minimum support value 

in this case is 20%. 

Table 5 Items per transaction (Amat Rodrigo, 2019) 

TRANSACTION ITEM 

1 Orange, Black 

2 Blue, Green, Orange, Black 

3 Blue, Green, Black 

4 Green, Orange 

5 Green, Orange 

6 Orange, Black 

7 Red, Green, Black 

8 Red, Black 

9 Green, Orange, Black 

 

The algorithm transforms the table into a vertical format, identifies the elements that appear 

in all the transactions, and calculates the minimum support. 

To calculate the minimum support, the transactions in which each item appears are divided 

by the total number of transactions. 

Table 6 are shown the results for itemset = 1: 

 

Table 6 Results for each itemset with 1 item (Amat Rodrigo, 2019) 

ITEMSET  TRANSACTION MINIMUM SUPPORT 

BLUE 2, 3 2/9 = 0.22 

RED 7, 8 2/9 = 0.22 

GREEN 2, 3, 4, 5, 7, 9 6/9 = 0.66 

ORANGE 1, 2, 4, 5, 6, 9 6/9 = 0.66 

BLACK 1, 2, 3, 6, 7, 8, 9 7/9 = 0.77 
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All minimum supports are upper than 20%, therefore no itemset are discarded. 

The results for itemset = 2 are in Table 7: 

 

Table 7 Results for each itemset with 2 items (Amat Rodrigo, 2019) 

ITEMSET  TRANSACTION MINIMUM SUPPORT 

BLUE, GREEN 2, 3 2/9 = 0.22 

BLUE, ORANGE 2 1/9 = 0.11 

BLUE, BLACK 2, 3 2/9 = 0.22 

RED, GREEN 7 1/9 = 0.11 

RED, BLACK 7, 8 2/9 = 0.22 

GREEN, ORANGE 2, 4, 5, 9 4/9 = 0.44 

GREEN, BLACK 2, 3, 7, 9 4/9 = 0.44 

ORANGE, BLACK 1, 2, 6, 9 4/9 = 0.44 

Minimum supports below 20% are discarded and the higher itemsets are the result. 

Finally, in Table 8 are the results for itemset =3: 

 

Table 8 Results for each itemset with 3  items (Amat Rodrigo, 2019) 

ITEMSET  TRANSACTION MINIMUM SUPPORT 

BLUE, GREEN, BLACK 2, 3 2/9 = 0.22 

GREEN, ORANGE, BLACK 2, 9 2/9 = 0.22 

The algorithm finishes when there aren’t more frequent itemsets. And the results for the 

example are in Table 9: 

 

Table 9 Algorithm results (Amat Rodrigo, 2019) 

ITEMSET  TRANSACTION MINIMUM SUPPORT 

BLUE, GREEN 2, 3 2/9 = 0.22 
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BLUE, BLACK 2, 3 2/9 = 0.22 

RED, BLACK 7, 8 2/9 = 0.22 

GREEN, ORANGE 2, 4, 5, 9 4/9 = 0.44 

GREEN, BLACK 2, 3, 7, 9 4/9 = 0.44 

ORANGE, BLACK 1, 2, 6, 9 4/9 = 0.44 

BLUE, GREEN, BLACK 2, 3 2/9 = 0.22 

GREEN, ORANGE, BLACK 2, 9 2/9 = 0.22 

 PROGRAMMING ECLAT IN R 

The following package must be installed to work with R data (ML Using R Section 25 Eclat 

Association Rule Learning, n.d.): 

- Arules package: package that provides the functions to represent, manipulate, and analyse 

patterns and transaction data. 

Once the package is installed, the data must be transformed into a transaction format.  

The program can be found in Appendix 3. 

The output shows the products which are sold together with the most frequently among the 

studied data. The support matches the relative frequency for each product. 

Figure 14 are the results for Algorithm Eclat in R Studio. 

 

Figure 14 Algorithm Eclat results in R Studio 
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6. MARKET SEGMENTATION 

The company's customers and abnormal orders can also be studied. There are two different 

types of segmentation. 

 CUSTOMER SEGMENTATION 

This method is created to make classifications among the company's customers and apply a 

specific marketing method to each group (J. A. Berry & S. Linoff, 1997).  

The technique RFM is used to analyse the customers using three parameters specific for 

each of them (Hebbali, 2019).  

These parameters are: 

- Recency:  number of days since the last order. 

- Frequency: number of times customers have placed orders in a period. 

- Monetary: total amount spent by customers on their orders. 

Once these parameters are calculated, they can be classified from 1 to 4 according to 

quartiles (25%, 50%, 75%) and classify customers in (Hebbali, 2019): 

- Recommended: they buy frequently and recently and who spend the most money. 

- Loyal customers: they spend a lot of money and respond to promotions. 

- Loyal potentials: they buy recently, spend a lot of money, and more than once. 

- Recent customers: buy recently but infrequently. 

- Promise: recent buyers but spend not much money. 

- Customers who need attention: buy above average on all three parameters. 

- Sleepy: below average on all three parameters. 

- At risk: spend money and buy frequently but haven’t ordered in a long time. 

- Can't lose them: spend a lot of money and buy very frequently but haven't ordered 

for a long time. 
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- Hibernating: the last order was a long time ago, with low monetary value and low 

frequency. 

- Lost: low recency, frequency, and monetary value. 

After this classification, the purchasing department could make a specific marketing strategy 

for each customer. 

The program can be found in Appendix 4 (Wicaksono, 2019). 

The result obtained from the segmentation is the following, where each customer is classified 

in a different group, filtering by country, among other ways. 

Figure 15  are the customer segmentation results in Power BI. 

 
Figure 15 Customers segmentation results in Power BI 

 QUANTITY SEGMENTATION 

Order quantities are profiled to detect abnormal order quantities. This is done by analysing 

the orders’ quantities placed in a period. 

The program can be found in Appendix 5 (Banchero et al., n.d.). 

The results show which orders are abnormal. For each order, Figure 16 shows their date, 

customer, purchase number, product code, product name, and quantity. 

The boxplot to observe the outliers is shown in Figure 17. 
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Figure 16 Quantity segmentation results in R Studio 

An outlier value is considered when a value is upper or lower than 1.5 multiplied by 

interquartile rank.  

The interquartile rank calculates the difference between the third quartile and the first quartile 

where each quartile is calculated from each of the orders' quantity. 

The points are the orders’ quantity which are outliers, the orders that are not outliers are inside 

of the grey box.  

 
Figure 17 Boxplot for quantity segmentation results 
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7. CLUSTERING METHOD 

This method is a multivariate statistical technique whose objective is to group elements or 

variables trying to reach the maximum homogeneity in each group and the maximum difference 

among groups (J. A. Berry & S. Linoff, 1997). 

There are two different clustering methods (Villardón, 2011): 

- Non-hierarchical method: the cluster number is determined beforehand. Each 

observation is assigned to a group and maximizing the homogenization inside the groups.  

- Hierarchical method: they form groups with tree structure; therefore, the lower 

level clusters are included in other higher-level clusters. The cluster number is determined 

after applying the method, using the tree structure. 

In this case, the k-means, a hierarchical method, is used in order to form groups by the 

similarity of the values of recency, frequency, and monetary (Villagómez & Landa, 2010). 

The program can be found in Appendix 6 (Delgado, 2018). 

In Figure 18 are the results obtained in Power BI, where the three parameters are related. In 

the graphics, each cluster is represented by one colour. 

These results in Power BI allow to filter by country and group of segmentation discussed 

above: 
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Figure 18 Clustering method results 
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8. MONTE CARLO SIMULATION 

The Monte Carlo Simulation is the next step in forecasting demand. Once the monthly 

quantities are calculated with the ARIMA method, the Monte Carlo simulation is done to determine 

which quantity will be obtained and which container will use every product. 

The simulation’s program has three different stages: 

1. The first stage is the frequencies calculation of each product and container. The 

simulation is done 5 times, each time, it is simulated as many times as the number of orders 

obtained in the demand forecasting (ARIMA method).  

The simulation's result is 5 columns (one per simulation) with different products, as many 

as the input. 

2. The second stage consists of doing the recount of each simulation and joining 

them in a table where each product is related to the number of times that appear in the 

simulation.  

3. Finally, the last stage consists of obtaining the minimum and maximum tons, of 

the 5 simulations, for each product. 

The program can be found in Appendix 7. 

In Table 10 are the results obtained for the Monte Carlo simulation. 

Table 10 Monte Carlo simulation results 

PRODUCT SIMULATED TONS 

Minimum Maximum 

PRODUCT A 173 198 

PRODUCT B 155 211 

PRODUCT C 66 85 

PRODUCT D 85 98 

PRODUCT E 100 129 
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9. RESULTS 

While the project is being made, it’s necessary to confirm if the program gives results 

according to reality and the forecasting errors are low.  

To do this, three different scenarios are planned to calculate the forecasting errors and reduce 

the pandemic effect.  

These scenarios are: 

- Scenario 1: forecasts including 2020 

- Scenario 2: forecasts non-including 2020 

- Scenario 3: forecasts changing April, May, June, and July 2020 to 2019 

A forecast was made for September, October, November, and December and the forecast 

error was calculated at the end of the month and are in Table 11: 

 

Table 11 ARIMA errors 
 

Scenario 1 Scenario 2 Scenario 3 

SEPTEMBER 4.14% 29.90% 15.56% 

OCTOBER 29.66% 5.13% 5.98% 

NOVEMBER 0.39% 28.17% 21.49% 

DECEMBER 10.36% 13.86% 0.77% 
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Figure 19 Graphic prediction results for 2020 

The Monte Carlo simulation’s results are displayed in Power BI along with the ARIMA's 

method results.  

Power BI is a program that allows doing interactive presentations with an intuitive and simple 

interface for the user. 

The output obtained by Power BI depicts the simulated time series from 2017 to 2021 along 

with the times series' comparison for each year from 2017 to forecast 2021. 

Besides, it presents the maximum and minimum tons obtained in the Monte Carlo simulation 

and the simulation's result can be filtered by section.  

Each scenario has its results in different dashboards. 

The obtained dashboard for one scenario is in Figure 20: 
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Figure 20 Power BI results 

To validate the Monte Carlo method, the simulation is applied to know how many tonnes of 

each product will be ordered in the future based on the tonnes forecasted for a month by the 

ARIMA method. 

Then, the results are compared with the real data and the MAPE error is calculated.  

In Table 12 , the results are the average of all errors for each product: 

 

Table 12 Monte Carlo simulation errors 

 SEPTEMBER OCTOBER NOVEMBER DECEMBER 

SCENARIO 1 

ERROR 
21.75% 16.78% 11.78% 13.46% 

SCENARIO 2 

ERROR 
19.19% 24.68% 14.21% 12.61% 

SCENARIO 3 

ERROR 
27.73% 17.30% 12.13% 9.45% 
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10. CONCLUSIONS 

The demand forecasting results are good obtaining errors lower than 10% in some of the 

suggested scenarios That value can be considered as the maximum error to say that the 

prediction is correct.  

The algorithm Eclat can be very useful for the company to find relations between different 

orders. Then it can be applied to the prediction because it links products that use to be sold in the 

same order. For example, if prediction gives Product X as a result and the Eclat algorithm results 

say that Product X and Product Y are usually ordered together, it is probably that Product Y will 

also be demanded so it makes the prediction stronger. 

Customers segmentation can be used to group customers according to their characteristics 

against the company's sales. With this method, decisions can be made to adapt the marketing 

strategies depending on which customers’ group will be oriented.  

The quantity segmentation helps to find orders with unusual quantities. It can also be applied 

to the predictions to determine which results differ a lot from the normal quantities demanded and 

predicted.   

The clustering method is very useful to obtain relations between the methods explained before 

(customers and quantity segmentation). This method can also be applied to the forecasting results 

to group items by country, orders, etc. according to the similarity between the values.  

The Monte Carlo simulation has larger errors than the demand forecasting because it is 

influenced by the previous part errors. In order to reduce these errors, neural networks (artificial 

intelligence) can be useful to continue the project as a second part and join all the developed 

methods. 
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ACRONYMS 

ACF: Autocorrelation function 

AR: Autoregressive model 

ARIMA: Autoregressive Integrated Moving Average 

ARIMAX: Autoregressive Integrated Moving Average with exogenous variable 

ARMA: Autoregressive Moving average model 

BI: Business Intelligence 

ECLAT: Equivalence Class Transformation Algorithm 

ETS: Simple exponential smoothing 

I: Integrating model 

MA: Moving averages model 

MAE: Mean Absolute Error 

MAPE: Mean Absolute Percentage Error 

PACF: Partial autocorrelation function 

RFM: Recency, Frequency, and Monetary technique 

RMSE: Root Mean Square Error 

SARIMA: Seasonal Autoregressive Integrated Moving average model 

TBATS: Trigonometric Exponential Smoothing Method 
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APPENDIX 1: SCRIPT R STUDIO ARIMA METHOD  
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APPENDIX 2: ARIMA PROCEDURE RESULTS 

The ARIMA method procedure and results are presented in this appendix where 2019 is 

forecasted using the type A company products.  

The input is transformed into a time series and is represented in Figure 21: 

 
Figure 21 Time series 

The time series components; trend, seasonality, and cyclical component are depicted in 

Figure 22: 
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Figure 22 Time series components 

Once the time series components are known, the ARIMA parameters must be determined 

using the autocorrelation and autocorrelation partial correlograms. 

On the one hand, the autocorrelation plot is represented in Figure 23: 

 
Figure 23 Autocorrelation plot 

On the other hand, the autocorrelation partial plot is represented in Figure 24: 
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Figure 24 Partial autocorrelation plot 

Then, the Dickey-Fuller test is applied to know if the time series is stationary or non-stationary. 

To do this, hypothesis 0 is checked and if it is rejected, differentiation will be applied to the time 

series. In Figure 25 are the hypothesis 0 result: 

 
Figure 25 Hypothesis 0 result 

In this example, hypothesis 0 is rejected so differentiation is applied to the time series. The 

differentiation applied to the time series is showed in Figure 26: 
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Figure 26 Serie with differentiation 

Once the differentiation is applied, the Dickey-Fuller test is applied again, in this case, the 

hypothesis 0 is not rejected and the time series is already stationary. In Figure 27 are the 

hypothesis 0 result for the series with differentiation: 

 
Figure 27 Hypothesis 0 result 

When the differentiation parameter (d) is determined, an automatic function in R Studio can 

be applied to obtain the autoregressive (p) and moving averages (q) parameters. It gives the best 

model’s parameters in Figure 28.    

 
Figure 28 Best model 

The Box-Jenkins test is applied to the remainders to validate the model. With hypothesis 0 

the model’s validation will be determined. The model’s remainders are represented in Figure 29 

and 30: 
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Figure 29 Hypothesis 0 result  

 

Figure 30 Model’s remainders 

Once the model is validated, the forecasting is done for 12 months of 2019. The results are 

shown in Figure 31: 

 
Figure 31 Demand forecasting results for 2019 
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And the forecasting error is calculated and plotted, Figure 32 represents the comparison 

between real data and forecasted data: 

 
Figure 32 Comparison real and forecasted data 

The forecasting error is calculated in Table 13: 

 

Table 13 Forecasting error 

METHOD ERROR (%) 

MAPE 5,67 

 



Demand forecasting using the Monte Carlo method 69 

 

APPENDIX 3: SCRIPT R STUDIO ECLAT ALGORITHM 
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APPENDIX 4: SCRIPT R STUDIO CUSTOMERS 

SEGMENTATION 
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APPENDIX 5: SCRIPT R STUDIO QUANTITY 

SEGMENTATION 
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APPENDIX 6: SCRIPT R STUDIO CLUSTERING 

METHOD 
The algorithm k-means is used to determine which cluster each customer will be for each 

parameter.  

Then, the results are plotted in Power BI as is showed in point 7.  
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APPENDIX 7: SCRIPT R STUDIO MONTE CARLO 

SIMULATION 

 

 



82 Vallespí Monclús, Àlex 

 

 



 

 


