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Abstract

The objective of this project is to give an introduction to the theory of large deviations
(LDP), a topic in stochastic analysis that can be described as the asymptotic evaluation of
small probabilities at exponential scale. We start with the fundamental and initial result by
Cramér (1938) and then, we formulate general LDP principles. A basic result in the field of
large deviations for stochastic processes is Schilder’s Theorem regarding Brownian motion.
A proof of this result is given in Chapter 4. Finally, we develop part of the Freidlin-Wentzell
theory and give an application to LDPs for stochastic differential equations.

Large deviations is a very active research area with many applications namely, in statistics,
finance, engineering, statistical mechanics and applied probability. Nevertheless, because of
time and space constrains applications are not considered in this work.
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1 Introduction

1.1 Example

In order to motivate the large deviation principle, we give an example involving the most
classical topic of probability theory, namely, the behaviour of the empirical mean of inde-
pendent identically distributed random variables.

Let {X;} be a sequence of independent identically distributed random variables X; : Q — R
with X3 4 N(0,1). We denote, for n > 1, the empirical mean S, = %Z?:l X;. Then, by
the strong law of large numbers

S, 24 B(X;) =0.

n—oo

Since almost sure convergence implies convergence in probability, we have for any § > 0,

lim P(|S,| > 8) =0.

n—oo

So, as n — oo, the event {|Sy,| > 0} is unlikely to occur. However, it can be interesting
to have a more precise control of this unlikeliness. For instance, both sequences {%} and
{e7™} tend to 0 as n — oo but the second one does it significantly faster. Hence, we are
interested in determining the speed of convergence to 0 of the sequence {P(|S,| > 8)}.

Since S, < N(0,1/n), we have

~ o0 71’1,1‘2 2 oo _ :02
IP>(|sn|25):2/5 ,/;rezdx:,/:/a e 2" dz. (1.1.1)

The following inequalities hold:
1 1Y\ w2 (@) [0 02 (2) 1 _ns?
<5 - 53) er < / e 2 dor < geTé. (1.1.2)
6
Indeed, to prove inequality (1) note that
o0 —na? o0 — —na?
e 2 dx > l—nil—i e 2 dx
5 s 22 24
/Oo d 1 1 %12 q 1 1 %62
= — [ — — — — ] € Tr = <~ = ]€ .
s dx x a3 b 43
Similarly, to prove inequality (2) in (1.1.2)

/ e 2 dx< / <1 + 2) e 2 dx
4 1) x

1




/OO d |: 1 nz2:| 1 —ns?
= — |——e 2 |dz=—-e 2 .
s dr| =z 0

So, by (1.1.1) and (1.1.2) we have

2n (1 1 —no2 ~ 2n1l —ns?
- - 2 < > <3\ —=e 2 .
VTr(& 53)62 S Pl 2 0) s/ Zr5e

We conclude that when n is very big the term P(|S,| > &) behaves like e=3~. One way to
write this fact is by

1 5 1 [2n1 —ns? 52
limsup — log P(|S,| > 9) < limsup — log e ) =2
n—oo M n—oo T T 2

and
o1 ~ | fon /1 1\ —ne? 52
So,
lim L logP(I5,| > &) = -0 (1.1.3)
nl—>nolon og nl 20)=—5" 1.

This is an example of a large deviations statement: we do not only know that the sequence
{P(]Sn| > 0)} goes to 0, but also that it does with this exponentially fast ratio.

If we write u,, for the law of §n, equation (1.1.3) is

1 o
lim *log/lzn((_ooa _5] U [67 OO)) -5

n—oo N, 2"

(1.1.4)

At this point, one can ask several questions:

1. What happens in equation (1.1.4) if we replace (—oo, —d] U [d,00) for a general set
A e B(R)?

2. Is there a similar result as (1.1.4) for independent identically distributed random
sequences non necessarily Gaussian?

3. Is there an analogue to (1.1.4) when p, is not the law of the empirical mean of
independent identically real-valued random variables but rather a general family of
probabilities {u,} that converges in distribution to a degenerate measure?

The two first questions will be solved in Chapter 2 and now we are going to introduce the
general problem in large deviations theory to have a more precise understanding of the last
question.



1.2 The general problem

We now describe the general problem that we will consider in this the project without
giving the precise definitions, which will be given in the next section. The situation will be
the following: we have a sequence {X,} of X-valued random variables, where (X,d) is a
separable metric space, that converge in probability to a fixed element z € X. That is, for
all 6 > 0,

lim P(d(X,,z) >0) =0.

n—o0
The element € X can be thought as the expected way to behave of X,, when n is very
big. Since convergence in probability implies convergence in distribution, if we write p,, for
the law of X, and J, for the degenerate measure concentrated at x € X', we have

lim sup pup, (F) < 6,(F), for any F' C X closed.

n—oo
liminf p, (G) > 0,(G), for any G C & open.
n—oo
We write B(X) for the Borel o-field on X and for any A C X, A its closure and A° its
interior. Note that two previous inequalities are equivalent to the following ones for any
A e B(X)

9z (A°) < liminf p,(A°) < lin_1>inf tn(A) < limsup p,(A) < limsup p,(A) < 5,(A). (1.2.1)
n—oo n o

n—oo n—o0

Observe that for any A € B(X) such that = ¢ A, we have

lim sup g, (A) < limsup pp(A) < 5,(4) =0 = lim p,(A) =0.
n—o00 n—o0o n—0o

With a similar objective as in the previous example, we are interested to study the possible

exponential velocity of the convergence to 0 of the sequence {p,(A)}. We would like to find

7(A) € (0,00) such that p,(A) behaves like e~ (4) for n very big, namely,

1
nh_}rrolo - log pn(A) = —r(A). (1.2.2)
Now we discuss what properties should the set function r have. Let Aj,..., A4, € B(X)
be disjoints sets, so that p,(A1 U...UAy,) = pn(A1) + ... + n(Ay). Then, for n very
by, we expect that p,(A; U...U A,) behaves like e=""(A1Y--U4n) at the same time that we
expect that pi, (A1) + ... + pin(Ay) behaves like e=(A0) 4 | 4 e=7(4n) Note that in fact,
e~(A) 1 4 emr(An) g agymptotically e ™in(r(A1).7(4n)) - Tn summary, we should have

r(A1U...UA,) =min(r(A),...,r(A,)).



This suggests to consider r of the form

r(A) = $1I61£ I(x), (1.2.3)

where I is a function on X. Then, motivated by (1.2.1), (1.2.2) and (1.2.3), in order to
conclude that the sequence {u,(A)} have an exponential decay we should find a function
I: X — [0,00] such that

1 1
— inf I(x) <liminf —log p,(A) < limsup — log pun(A4) < — inf I(z). (1.2.4)
zEA° n—oo N n—oo N r€A
So, in general we do not expect that the limit of %log tn(A) exists but rather to have a
lower and upper bound of the exponential velocity of the convergence of {u,(A)} to 0. In
addition, we allow the function I to take the values 0 and oo in order to no exclude the sets
A € B(X) that satisfy lim pp,(A) =1 because z € A° or because the exponential decay of
n—oo

pin(A) is faster than e=""(4),

Moreover, we can assume that the function I is lower semicontinuous, that is, for every
a € [0,00), the level set

Yr(a):={reX: I(z) <a}

is a closed subset of X. Namely, if I satisfies (1.2.4) for every A € B(X) there exists a
lower semicontinuous function I, that also satisfies (1.2.4) for every A € B(X) and that
Iisc < I. This is interesting because we will be able to use properties of lower semicontinuous
functions. To prove this, we define
Do () == sup inf I(y).
{G neighbourhood of z} yel
Then, by this definition, Ijsc < I. Consider z € ¢1_ (o) = {x € X : [iic(z) > a}. By the

definition of the supremum, there exists a neighbourhood G, of x such that int I(y) > «a.
yely

Since for every y € G, G, is also a neighbourhood of y, we have that

Ise(y) > int I(y) > afor every y € G = v € G C Y1 () = Yy () is closed.
yely

This proves that I, is lower semicontinuous. Finally, since I3 < I and by a similar
argument to the previous one, if A € B(X) we have

inf Nisc(z) < inf I(x) and  inf [i(z) = inf I(x).

x€A z€EA z€A° zEA°
Therefore, Ijs. satisfies (1.2.4) for every A € B(X'). Furthermore, in Chapter 3 we are going

to prove that there exists at most one lower semicontinuous functions satisfying (1.2.4) for
every A € B(X).



1.3 Rate functions

We now give the precise definition of a rate function and some properties without proofs
about them which will be used throughout this project. In general, some auxiliary results
will not be proved in this project, but the ones involving the large deviations topic will be
proved in detail.

For the rest of this chapter, unless otherwise specified, X will denote a topological space.
So, open and closed subsets of X are well-defined and for any I' ¢ X we denote T for its
closure and I'° for its interior. For the rest of this project, the infimum of a function over
an empty set is interpreted as oo.

Definition 1.3.1. A function f : X — [—00, 0] is lower semicontinuous if, for all « € R,
the level set

Yr(a):={zreX: I(z) <a}
is a closed subset of X.

Definition 1.3.2. A rate function I : X — [0,00] is a lower semicontinuous function. A
good rate function is a rate function whose level sets 17(a) are compact subsets of X" for
all a € [0, 00).

Proposition 1.3.3. Let f : X — [—00,00] be a lower semicontinuous function. Then, for

all x € X,
f(z) = sup inf f(y).
{G neighborhood of x} yeG
Proof. For a reference, see [1], line 3 in page 117. -

When working with metric spaces the following equivalence will be useful.

Proposition 1.3.4. Let (X,d) be a metric space and f : X — [—00,00] a function. Then,
[ is lower semicontinuous if and only if for every x € X and {x,} C X with le Ty = X,
n o

we have liminf f(x,) > f(z).
n—oo
Proof. For a reference, see [1], line -4 in page 4. [ |

Lemma 1.3.5. Let I be a rate function. Then, for any set I' C X

lim inf I°(z) = inf I
530 weT (@) ser (@),

where I° is the d-rate function defined by I°(z) := min {I(z) — 6, 5 }.



Proof. For a reference, see [1] page 6, equation (1.2.10). [ |

In fact, most of the time we will work with good rate functions. The following results show
some advantages to do it.
Lemma 1.3.6. Let F' C X be a non-empty closed set and I a good rate function. Then, I
achieves its infimum over F.
Proof. For a reference, see [1], line -2 in page 4, . [ |
Lemma 1.3.7. Let I be a good rate function.

1. Let {Fs}s.( be a nested family of closed sets, that is, Fis C Fy if § < 5.

Define Fy := () Fs. Then,
6>0

inf I(y) = lim inf I(y).
nf (y) lim inf (y)

2. Suppose that (X, d) is a metric space. Then, as a consequence of 1, for any set A C X,

inf I(y) = lim inf I(y),
;22 (v) jim inf, (v)

where
Ad = {y € X :d(y, A) = inf d(y, z) < 5}
ze
denotes the closed blowup of A.

Proof. For a reference, see [1], Lemma 4.1.6 in page 119. |

1.4 The Large Deviation Principle

We finally give the formal definition of the large deviation principle. Let {u,} be a family
of probability measures on (X, B(X)), where B(X) is the Borel o-Borel field on X. Recall
that our objective is to study the possible exponential decay of the sequences {u, (I")} where
I' € B(X). Following the ideas that lead us to write equation (1.2.4) we have the following
definition.

Definition 1.4.1. The family {u,} satisfies a LDP (large deviation principle) with a rate
function I if, for all I € B(X),

1 1

— inf I(x) <liminf — log u,(I') < limsup — log u, (I') < — inf I(z). (1.4.1)
zel© n—oo 1 n—oo T €l

We will refer to the right- and left hand sides of (1.4.1) as the upper and lower bound of

the LDP, respectively. To have a more clear understanding of the implications of the LDP

we make the following observation.



Observation 1.4.2. Suppose that the family {u,} satisfies a LDP with a rate function I
and let I' € B(X'). The three main situations are

1. inf I(z) > 0. Then, u,(I") behaves, for big n, like a sequence between
zel

—n inf I(z) —n inf I(x)
e z€l'® and e zel .

2. inIf I(x) = 0. Then, we can not deduce an exponential decay of u,(I"). Typically,
zel™

this will happen when x € I'° where J, is the limit in distribution of u,. In that case,
lim p,(T) = 1.
n—oo

3. inf I(x) = co. Then, the exponential decay of p,(I") is faster than the first case. For
zel

example, it can be e—nr(M)

, where 7(I") > 0 is some constant depending on I'.
Typically, for the LDP that we are going to prove in this project the rate function will be
a good rate function strictly positive except for an element zg € X. In such case, we have
the following nice consequence of the LDP.

Proposition 1.4.3. Suppose that the family {p,} satisfies a LDP with a good rate function
I satisfying 1(x) > 0 for all x # xo and I(z9) = 0 for some element xg € X. Then, {pn}
converge in distribution to 6y, and for any T € B(X) with 9 ¢ T we are in case 1 of
Observation 1.4.2, that is, we have a control of the exponential decay of {un(I')}.

Proof.
(1) In order to prove that {u,} converge in distribution to d,, we check that for any closed
set FFC X,

lim sup pin, (F') < 0z (F).

n—o0

If xg € F, the previous inequality is clear. If ¢y ¢ F', then inlfv I(x) > 0. Otherwise, by
Tre
Lemma 1.3.6 we would have x¢ € F. Then, by the upper bound of the LDP,

1
lim sup —log in (F') < — inf I(z) < 0 = limsup pn(F) = 0 = 65, (F).

n—oo N zel n—00

(2) By the second part, if I' € B(X) is such that xo ¢ T, repeating the same argument we

have that inf I(z) > 0. So, we are in case 1 of Observation 1.4.2. |
zel’



Observation 1.4.4. The large deviation principle can be formulated for a continuous
indexed family of probabilities {v.} on (X, B(X)) where £ > 0. The definitions and results
in this chapter are analogous for this case after replacing the factor n by % For instance,
the family {v.} satisfies a LDP with a rate function I if, for all I' € B(X),

— inf I(z) <liminfelogr.(I') < limsupelogr.(I') < — inf I(x).

zel* =0 e—0 zel
1.4.1 Weak LDP and exponential tightness
In fact, when proving a LDP we will use the following equivalent version.
Observation 1.4.5. The condition in (1.4.1) is equivalent to

1. For any closed set F' C X,

1
lim sup — log pu, (F') < — inf I(z).
n

n—o0 zeF

2. For any open set G C X,

1
liminf — log pu,(G) > — inf I(x).
n

n—00 zeG

A natural strategy to prove to upper bound of the LDP is to first try with compact subsets.
To avoid measurability issues, we consider that the topological space X is Hausdorff.

Definition 1.4.6. A topological space X is Hausdorff if every =,y € X, x # y, have disjoint
neighborhoods.

Then, compacts subsets of X are closed. We have the following weaker version of the LDP,
which under the condition of exponential tightness can be strengthened to the standard
LDP.

Definition 1.4.7. The family {u,} satisfies a weak LDP with a rate function I if,

1. For any compact set K C X,

1
lim sup — log p1, (K) < — inf I(x).

n—soo N zeK

2. For any open set G C X,

1
liminf — log 1, (G) > — inf I(x).

n—oo n zelG



Definition 1.4.8. The family {u,} is exponentially tight if for every o < oo, there exists
a compact subset K, C X such that

1
limsup — log un (K§) < —a.
n—oo N

Before proving the main result of this subsection we give the following Lemma which will
be very useful during this project.

Lemma 1.4.9. Let N > 1 and {a.;} with a.; > 0 for 1 <¢ < N and € > 0. Then,

N
hr;lj(l)lp&log (; ae’i> = 12‘?1(\{ lir?jélpslog Qe 4, (1.4.2)
and
N
ligl_)iélfs log (; am) < 11;1%)5\[ lilagiélfalog Qg ;. (1.4.3)
Proof. For a reference, see [1], Lemma 1.2.15 in page 7. |

Lemma 1.4.10. Suppose that {u,} is an exponentially tight family of probability measures
and satisfies a weak LDP with a rate function /. Then, I is a good rate function and the
LDP holds.

Proof.

(1) We first prove that I is a good rate function. We want to prove that the level set

Yr(a) is compact for every a € [0,00). Consider the compact subset K, C X such that
lim sup % log pn(KS) < —a. Since K C X is open, by the lower bound of the weak LDP,
n—o0

1 1
o < liminf = ) < ] - N —a.
xlenfg I(x) hrfn inf - log pin (KY) h}zn sup log pin (KY) < —a

This implies that,

zler}gg I(z) > a=9Yr(a) C K,.

Since () is closed and K, is compact, we conclude that [ is a good rate function.

(2) We now prove the upper bound of the LDP. Let F C X be a closed set, « < oo and
Ko C X a compact subset such that limsup £ log yu, (K¢) < —a. Then,

n—oo

pin (F) < pn(F 0 Ko) + pn(Kg).- (1.4.4)



Applying (1.4.2) of Lemma 1.4.9, the fact that FN K, C X is a compact subset and (1.4.4)
we obtain,

1 1 1
lim sup — log p1, (F') < max (lim sup — log p, (F N K,),limsup — log un(Kg)>
n n

n—00 n—oo TN n—00

<max (- _nt 1) -0 ) < mox (- inf 1), ~a).

zeFNKqy zeF

Since the last inequality is true for all @ < co we conclude by letting o — oo that

1
lim sup — log i, (F') < — inf I(x).

n—soo N zeF

10



2 Cramér’s Theorem in R

2.1 Introduction

In this section we are going to prove Cramér’s Theorem in R: the LDP of the empirical
mean of independent indentically distributed random variables in R. We start giving a
motivation to study this theorem.

Let {X;} be a sequence of independent identically distributed random variables X; : Q — R.
For n > 1, we denote by pu, the law of the empirical mean S,, = % Yo X

Suppose that X1 € L!(Q), then by the strong law of large numbers
Sp 225 B(XY).
n—oo
Let F' C R be a closed set such that F(X;) ¢ F. Then, there exists 6 > 0 such that
inf |z — E(X;)| =46 > 0.
el

Since almost sure convergence implies convergence in probability, we have

lim pin(F) = lim P <§n e F) < lim P <y§n — B(X1)| 2 5) =0= lim u(F) =0.

n—oo n—oQ

Our objective is to study how fast is this convergence. Cramér’s theorem characterizes the
exponential velocity of this convergence without assuming that X; € L'(f).

Since the version in R? requires some partial results proved in this case and the ideas are
quite similar, we restrict ourselves to the case in R. In fact, there are stronger and more
general versions of Cramer’s Theorem which are proved using sub-additivity arguments.

2.2 The moment generating function and its Fenchel-Legendre transform

We introduce and study the properties of the logarithmic moment generating function of a
random variable and its Fenchel-Legendre transform, which will be constantly used during
this chapter. For this section, X : {2 = R will denote a random variable.

Definition 2.2.1. The moment generating function of X is the function
M(\) ::E(&X>, AER
and the logarithmic moment generating function is
A(N) ==log M()\) = log E (e)‘X> . AcR

Note that the expectation E (e’\X ) is well defined (possibly E (e’\X ) = o0) because the
random variable e*¥ is strictly positive. So, A(\) € (—o0,00] for all A € R and A(0) = 0.

11



Definition 2.2.2. The Fenchel-Legendre transform of A is defined as

A (z) == ilé_% {Az = AN}, AeR.

We denote Dy :={A € R: A(N\) < oo} and Dp+ :={A € R: A*(A) < o0}.

The following Lemma gathers some fundamental properties of the logarithmic moment
generating function and its Fenchel-Legendre transform.

Lemma 2.2.3.
1. A is a convex function.
2. A* is a convex rate function.
3. If there exist A_ < 0 and Ay > 0 with A_, Ay € Dy, then A* is a good rate function.
4. {0} C Dp. If Dy = {0}, then A* is identically zero.
5. If there exists Ay > 0 with Ay € Dy, then E(X) < oo (possibly E(X) = —o0), and

for all x > E(X),

A (z) = it;% {Az — AN} (2.2.1)

is, for z > E(X), a nondecreasing function.

If there exist A_ < 0 with A_ € Dy, then E(X) > —oo (possibly E(X) = o), and for
all 2 < B(X),
A (z) = sup{Ax — A(N\)} (2.2.2)
A<0

is, for + < F(X), a nonincreasing function.

If X € LY(Q), A*(BE(X)) = 0.
;Ielli;{/\ (x) =0.
Suppose that Df is nonempty. For each \g € Df, A is differentiable in Ag,

XeMX e L1(Q),
1

M(Xo)

A (o) = E(XeMX)

and
A (No) =y = A (y) = Aoy — A(Xo).

12



Proof.
(1) Let A;,A2 € R and 6 € [0,1]. Using Hélder’s inequality with p = 1 € [1,00) and
q= ﬁ € [1,00) we have

AN + (1 — (e (OM1+(1-0)X2) ) —log E ((equX) (6(179))\2X>>

( (eMX)) (2 (e A2X))H) — AN + (1= )A(\s).

Hence, A is a convex function.
(2) Let 21,22 € R and 6 € [0,1]. Then

OAN* (1) + (1 — O)A™(z2) = sup {0 z1 — OA(N)} +sup {(1 — O)Aza — (1 — O)A(N)}
AER AER

> iléﬁ{(eml +(1=0)x2) A= AN} =A"(0z1 + (1 —0)x2).

Therefore, A* is a convex function. Moreover, A* is a nonnegative function because
A(0)=0=A"(z) >0-2—A(0) =0= A"(\) € [0, 0], VA eR.

Now we check that A* is lower semicontinuous. Let € R and {z,} C R a sequence such
that lim x, = x. Then, for every A € R,

n—00

liminf A*(z) > liminf [Az — A(A)] = Az — A()).

n—00 T—T0

Finally,

liminf A*(z) > sup{\x — A(N\)} = A*(x).
n—oo AER

We conclude that A* is a convex rate function.

(3) Since for any A € R,
A*(x)

||

> A sign(z) — M,

]

it implies that

A*
lim inf (z) >min{Ay,-A_} > 0= lim A*(z) = .
|z[—00 |$| |z|—00

Since A* is a rate function, its level sets are closed. Moreover, by the last limit the level
sets are also bounded. So, they are compact and A* is a good rate function.

13



(4) Since A(0) = 0, we always have {0} C Dj. Suppose that Dy = {0}. Then, for all z € R,

AN (z) = ilelg {Az—=AN)}=0-2z—A(0)=0.

(5) Suppose that A(A}) < oo for some A\ > 0. Write p for the law of X and p* for the law
of Xt := max(0, X). Using that u = pu* in B((0,00)) and that Ay < eM® for all x € R
we have

BE(XT) = / rut(dr) = 1/ Apzpt(dz) = 1/ Arzp(de)
R A+ J(0,00) A+ J(0,00)
1 / Az 1 / Az B(eMY)  M(\y)
< — e tru(dr) < — | eMPu(de) = = < 00.
A+ J(0,00) uldz) Av Jr uldz) At At

Hence, E(X) < oo (possibly E(X) = —o0).

Now, for all A € R, using Jensen’s inequality
A(N\) = log E(e*¥) > E(loge*¥) = AE(X).

If E(X) = —o0, then A(A) = oo for all A < 0. Hence, A*(z) = sup {\z — A(\)}.
A>0

If E(X) > —o0, since AE(X) — A(A) <0 for all A € R and A* is nonnegative we deduce
that

A*(B(X)) = sup {AB(X) — A} =0.

Moreover, for every x > F(X) and A < 0
Ar—A(N) < AE(X) — AN\ < A*(E(X)) =0,

this implies that A*(xz) = sup {Az — A(\)}.
A>0

Finally, A* is nondecreasing in (E(X), c0) because for every A > 0, Az — A(\) is nonde-
creasing as a function of z.

(6) Suppose that A(A_) < oo for some A_ < 0. Consider the logarithmic moment generating
function of —X, say A_x. Note that A_x(—A_) < co and we can apply the previous part.

(7) The proof is the same as in part 5.

(8) This is already proved when Dy = {0} and when X € L(Q) because then A*(E(X)) = 0.
Hence, we only have the consider the two following cases.

14



(8.a) If A(A}+) < oo for some A\ > 0 and E(X) = —oo, using Chebychefl’s inequality we
have for all A > 0
E (eAX)

Then, taking infimum in A we deduce using (2.2.1)

logP (X > z) < inf {-Az 4+ A(N)} = —sup{Az — A(\)} = —A"(2).
A20 A>0

By continuity of P and using that A* is a nondecreasing function in R,

inf A*(z) = lim A"(z) < lim —logP (X >z)=0.

xER T—r—00 T—r—00

(8.b) Suppose that A(A_) < oo for some A_ < 0 and E(X) = co. Then —X satisfy the
conditions of the previous case, then using (2.2.2)

0= inf A y(z) = inf sup{A\r — A_x(\)} = inf sup{—Az — A_x (=)}

z€R z€R x>0 z€R N <0
TS I A= AR = B A

(9) Let Ao € DY, € > 0 such that [A\g — 2,9 + 2¢] C Dj and {\,} C DY such that
An —— doand 0 < [\, — Ng| <eforalln > 1. Forn > 1,
n—oo

M) = M(Xo) _ B(eM) — E(eMY)

Xy — Ao - Xy — Ao = E(Yn),

where

An X Ao X

—e
Y, = ———.
)\n - A0
Fix w € Q. Note that
le Yo(w) = X (w)eoX@),

If there exists a random variable Z € L'(Q) such that |Y,,| < Z for all n > 1, we can
conclude by the dominated convergence theorem that Xe*oX € L1(Q) and that

M) = tim ) =MO0) gy Z (T}E&Yn) -y (Xe’\OX).

n—00 A — Ao n—00

This implies that

A(No) = M(l/\o)E <X6A0X> _

15



We now check that such random variable Z exists. By the mean value theorem we have
X — 20X = Xt (N, — o),

where Xn is between A, and Ag. Note that Xn also depends on w but we do not write it for
convenience. Then, since A\, € [A\g — &, Ao + €] \ { o},

X _ phoX -
Y, = H‘ = |X|eM < |X]| (e@o—dx - e(>‘°+a)X> (2.2.3)
n — 0
1 1 €| X| 1 —eX eX
| X|=—-¢|X| < —e §—(e +e ) (2.2.4)
€ € €

Using (2.2.3) and (2.2.4), we obtain

Y| <

(efeX +65X) (e(/\ofs)X 4 e(,\0+s)X)

(e()\O*QE)X + 26)\DX + e()‘0+25)X> = 7.

™| =M=

Since Ay — 2¢, Ag, A\g + 2¢ € Dy, we conclude that

1
E(Z) = g (M ()\0 — 25) +2M ()\0) + M()\o + 26)) < Q.
Finally, let A'(\g) = y € R. Note that the function g,(\) := Ay — A(\) is concave and
differentiable at Ao with g;()\o) = 0. Therefore,

Aoy — A(Xo) = gy(No) = iléggy(A) = sup Ay — AN} = A" (y)
So, A*(y) = Aoy — A(Xo). u

2.3 Proof of Cramér’s Theorem

For the rest of this chapter, {X;} will denote a sequence of independent identically dis-
tributed random variables X; : Q@ — R with common law u, A will be the logarithmic
moment generating function of X; and, for n > 1, we will write u, for the law of the
empirical mean S, = LS, Xi. Our objective is to study the LDP for the family {u,}.

The next Lemma is a partial result on the LDP for the family {u,}, namely, is the LDP
lower bound for the open sets (—d, d) and will be used in the proof of the LDP lower bound in
Cramér’s Theorem. The essential step in the proof of this Lemma is to make an appropriate
change of the measure u together with an application of the law of large numbers.
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Lemma 2.3.1. Let § > 0. Then,
1
lim inf — log p,, ((—6,0)) > inf A(X) = —A*(0).
iminf — log pin ((=4,6)) 2 inf A(}) (0)

Proof.
(1) Suppose first that u ((—o00,0)) > 0, 1 ((0,00)) > 0 and that  is supported on a bounded
subset A C R. Observe that

w1 ((0,00)) > 0= xp(dz) > 0.

Then, if A >0

A(N) = log (/ M p(dx) + p(0) +/ emu(dx)> > log/ e p(dx)
(—00,0) (0,00) (0,00)

> log )\/ zp(dz) | =log A + log/ zp(der) —— oo.
(0,00) (0,00) A—r00

By a similar argument, A(\) —— oc.
A——00

Note that Dy = D} = R because sup eM < oo and
z€A

AN = log/

e p(dx) < log <sup e)‘m,u(A)) < 0.
A z€A

By parts 1 and 9 in Lemma 2.2.3, A is a convex differentiable function in R. In addition,

since A(X) T oo there exist € R such that
—00

A(n) = )i\Iel]%A()\) and A (n)=0. (2.3.1)

Now, define the following measure zi by
f(dz) = ™Ay (dz).

Note that jz is a probability measure because

n(R) = / fi(dz) = e~ 2™ / e p(dz) = e AWM (n) = e A AN — 1,
R R
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Consider {Y;} a sequence of independent identically distributed random Varlables Y;: Q=R
with common law zi. For n > 1, denote by fi, the law of the empirical mean SY = 1 Sy Y
and for every € > 0 write

< na} .

n
D i

i=1

B. = {(ml, vy Tp) €ER™:

Then
tin (—€,€)) = P(|Sn| < &) =P (| X1 + ... + Xp| < ne)

=P((X1,..,Xn) € Be) = /B wu(dzy) - - - p(dzy,)

2 6*n5|7]‘ eXp (anz M(d-fl) e M(dxn)

— ¢~ nelnlgni(n) Hexp (nx; — A(n)) p(dzy) - - - p(dzy)
Bsz 1

e~ el gnAlm : f(dzy) - - - fi(day) = e ™ Memr Ay ((—e,e)).  (2.3.2)

Now, by part 9 in Lemma 2.2.3,

E(Y)) = /medx) = /R“"H(")u(dx) = Ml(n)E (X1em1) = A'(n) =0,

and by the law of large numbers

lim fip ((—¢,¢)) = lim IP’(\SY| < e) = lim [1 - (\5}{; > e)} =1 (2.3.3)

n—o0 n—oo

Finally, by equation (2.3.2) we deduce that for every 0 < ¢ < §,

%logun((—& 0)) = %logun((—ae)) > A(n) —elnl + ~ logun((—s,ff))- (2.3.4)

Taking lim inf as n — oo and using (2.3.3) and (2.3.4)

1
timinf  log o ((~0,4)) > liminf | A(y) — elol + - log in ((~2,))| = Aln) — el

n—oo

and now taking limit as e — 0 we obtain, by (2.3.1),

lim inf — log pin ((—9,6)) > A(n) = inf A(N).

n—oo n AER
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(2) Suppose now that u ((—00,0)) > 0, 1 ((0,00)) > 0 but that x is of unbounded support.
Fix My > 0 large enough such that p ([—My,0)) > 0 and u ((0, Mp]) > 0. Note that such
M exists because otherwise p ((—00,0)) = 1 ((0,00)) = 0. Define

My

Ay (N) = log/ e p(dx), AeR.
— M,

Let v be the law of X; conditioned on {|X;| < Mp}. That is, for B € B(R),

p (B0 [=Mo, Mo)) _ w(B)

vB) =B (Xye B[ 1Xil = Mo) = =" i s = by, o))

Let {Z;} be a sequence of independent identically distributed random variables Z; : QA—> R
with common law v and for n > 1, denote by v, the law of the empirical mean Sf =
% >oi1 Z;. The key point is that v satisfies the hypothesis of the first part of the proof and
we can use the results obtained in that part.

Observe that for all n > 1 and every § > 0

(0.0 = [ vl vld) < i [ ) - )
R ((_575)) n
e = 1 (=8.0)) = v, (=6.5) e (=Mo. M)

Note that the logarithmic moment generating function associated with v is

A, (N) = log /R eMy(dz) = log /_ ]:OO eMy(dz) = log (/M /_ A;O e”u(dx)>

Mo
= log /_M e M pu(dz) — log pu ([— Mo, Mo)) = Ange(X) — log i ([—Mo, M) .

Then, using that v satisfy the hypothesis of the previous part we have

.1 |

liminf —log pn ((=9,6)) 2 log p ([~ Mo, Mo]) + liminf —log v ((~4,4))
> - i = ] . 3.
= log pu([=Mo, Mo]) + inf Ay () = inf Mg () (2.3.5)

Note that the previous argument is true for all M > M. So, equation (2.3.5) also holds for
M > My. Write Iy := )i\n]%AM()\) for M > My and I* := lji\}Ininf Iy Then, we have
€ —»00

1
lim inf —log pip, ((—0,9)) > liminf inf Aps(N) = liminf Iy, = I*. (2.3.6)

n—oo N M—oo AeR M—o0
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Since Apr(A) = Ay () + log p ([— M, M]) we have

Ing = inf Apr(A) = inf Ay (A) +log pu ([=M, M]) = Ay (n) +log pu ([-M, M]),

where 7, € R is such that A} (1,) = 0. Then,
I'" =liminf Iy = liminf [A,(n,) +log p ([—M, M))] = Ay(n,) € R,
M—o0 M—o0
because Dy, = R. Consider the following level sets for M > M
Cu i=Yp,(I")={reR: Ay(N) <I"}
Observe the following;:
(b.1) Cpr are non-empty because
Ay (N) < I & Ay(A) < Ay(ny) —log u([=M, M]),

and such A\ € R exists because A, (n,) = inlt['{ Ay (M) and log i1 ([—-M, M]) < 0.
€

(b.2) Cys are compact. They are closed because Ay is a continuous function since A, is a
continuous function. They are bounded because

lim Ay,(A) =oc0= lim Ap(X) = 0.

[A| =00 [A| =00
(b.3) If My < My < My then Ay, (A) < A, (M) for all A € R. Therefore, Cpy, C Chy,.

Then, by Cantor’s intersection theorem there exists \g € () Cu. Moreover, using
M>My
Lebesgue’s monotone convergence theorem, we have

I" > lim Ap(Ao) =log lim R@/\Ozl[fM,M} (z)p(d)

= log/ lim e)‘ox]l[_M M) (w)p(dz) = log % pu(dz) = A(No)
RM—>OO ’
Finally, by equation (2.3.6)
1
liminf = log puy, ((—6,0)) > I* > A(N\g) > inf A(N).
iminf —log uy (=9, 9)) (Ao) = inf A(A)

(c) Suppose now that p ((—o00,0)) = 0. Then, if A\; < Ay we have
A()\l) = / eAlx,u,(dx) < / 6)\2‘%,[1,((1113) = A()\Q)
0 0
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Then, using the Lebesgue’s monotone convergence theorem for a decreasing sequences of
functions we obtain

inf A(A\) = lim log/ e p(dz) = log o ({0}) + lim M p(de)
AER A——00 [0 o) A——00 (0,00)
— log u({0}) + /(0 Jim () = loga(0)). (2.3.7)

Then,

fin ((—6,6)) > i ({0}) = P (X + .. +Xn:0)

>P(X;=0,..,X,=0) H]P’ w({oH™. (2.3.8)

Finally, by (2.3.7) and (2.3.8)

liminf  log pn ((~9,)) > log 1 ({0}) = inf A(N).

n—oo

(d) Suppose that g ((0,00)) = 0. The argument is similar to the previous case. [ |

We finally have all the tools to prove Cramér’s Theorem. Note that we do not need the
random variables {X;} to be integrable.

The strategy to prove the upper bound of the LDP is to use the independence of the random
variables together with the basic inequality 1 )>0) (x) < e/ (@) for any function f : R — R.
Then, the upper bound follows considering carefully different cases and using the properties
of the Fenchel-Legendre transform of the logarithmic moment generating function of Xj.

On the other hand, in order to prove the upper bound of the LDP we are going to use
Lemma 2.3.1 after making a suitable linear transformation of the random variables X;.

Theorem 2.3.2. Cramer. The family {u,} satisfies a LDP with the convex rate function
A", namely:

1. For any closed set ' C R,

lim sup — log pn(F) < — inf A*(z). (2.3.9)
n—oo M zeF
2. For any open set G C R,
hmlnff log pn(G) > — inf A*(z). (2.3.10)
n—00 zeG
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Proof.
(1) Let F' C R be a non-empty closed set and I := inlfm A*(z). If Ir = 0, then (2.3.9) holds.
TE

Assume that I'r > 0. Then, A* is not identically zero and by part 4 of Lemma 2.2.3, we
deduce that there exists A9 # 0 such that A()\g) < oco. By part 5 and 6 of Lemma 2.2.3, we
obtain that F(X;) exists, possibly as an extended real number.

Let x € R and A > 0. Since ﬂ{gn—a:zo}(x) < M50 =2) e have

fin (2, 00)) = P (§n > x) -y (11 {gnfxzo}) <E (em(gnfw)) - e—mf[lE (e’\X’)
g (ex)q)” — AN = oA — pmnAa—A)

Then, if \g > 0, by part 5 of Lemma 2.2.3 we know that F(X) < oo and that for x > E(X),
A*(z) = sup {\x — A(N\)}. Then,
A>0

pa ([, 0)) < inf exp [ (\ — A(V)] = expl-nsup D — A = ™) (23.11)
> A>0
By a similar argument, if A\ < 0, then E(x) > —oo and for x < E(X) we have
pin (=00, 2]) < e (2.3.12)

(1.a) Consider first that X; € L'(Q). By part 7 of Lemma 2.2.3, A* (E(X;)) = 0. Since
Ir >0, E(X;) € F°. Consider

woe)= | (@b
a<E(X1)<b
(a,b)CF*©

Note that the right-hand side is in fact an interval because E(X1) belongs in every interval
(a,b) and that either z_ or x is finite because F' is non-empty.

If z_ > —o0, then x_ € F. Otherwise, if x_ € F°, we could enlarge the interval (z_,z)
because F° is open. Hence, A*(x_) > Ip. Similarly, if x; < oo, then z; € F and

(l.a.i) Suppose that both x_ and zy are finite. Applying (2.3.11) for x = =4 > E(Xy),
(2.3.12) for z = x_ < E(X;) and using that F N (z_,z4) = & we have

Ha(F) < pin (=00, 2_]) + i ([, +00)) < e ") 4 o7 (@4) < genl
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Then, by the previous inequality

1 1
limsup — log pin, (F') < limsup — (log2 — nlp) = —Ip = — ing A ().
TE

n—oo M n—oo M

(1.a.ii) The case when x_ = —o0 or x4 = 0o is similar to the previous one.

(1.b) Suppose now that E(X;) = —oco. Then, we are in part 5 of Lemma 2.2.3. Since A* is
a nondecreasing function in all R and in}% A*(z) = 0 we deduce that
Te

ZEIPOOA (x) =0.
Note that x4 := inf FF > —oo because otherwise Ir = 0. Moreover, 1 € F because F
is closed and then A*(zy) > Ir. Applying (2.3.11) for z = x4 > E(X;) and using that
F N (—o0,z4) = @ we obtain

. 1
pin(F) < pin ([24,00)) < e ™A @) < ek = Timsup — log pu, (F) < — inf A*(2).

n—soo N zeF

(1.c) The case when E(X;) = oo is solved analogously.

(2) Let G C R be a non-empty open set and z € G. There exists § > 0 such that
(x —d,z+0) CG.

Define the sequence of independent identically distributed random variables {Y;} by Y; :=
X; — 2. If v, is the law of the empirical mean Y = 1 >, Y;, we have for B € B(R),

n — n

Vn(B):]P)(S\ZEB) :P((Xl—az)+...+(Xn—a:) EB)

n

:P(@n €B+x) = tn(B + ).
Moreover, note that
Ay(\) =logE <e)‘Y1) =logE (e)‘Xle_)‘x> =A(N) — Az,

and
Ay (y) = Sup Ay —Ay(N)} = Sup Ay +2) — AN} =A(y + ).

Applying Lemma 2.3.1 to the sequence {Y;} we have
li ’fll G) >l 'fll 1) 1)
iminf — log pn(G) 2 liminf = log pin (2 — 6,2 +6))
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— liminf ~ log v, (=6, 8)) > —AL(0) = —A*(x).

n—oo N

Since the last inequality is true for all x € G, we finally have

1
ool > AR ().
hﬁn inf - log pin (G) igp AN(z) = zuelf A (x)

We finish this chapter giving two examples of Cramér’s Theorem.

Corollary 2.3.3. Suppose that X; 4 Bernoulli(p). Then, the family {u,} satisfies a LDP
with the good rate function

A (z) = xlOg(%) + (1 —2) log(%%;) if z € [0,1]
| otherwise.

Proof. Applying Cramer’s Theorem (Theorem 2.3.2) we know that {u,} satisfies a LDP
with the rate function A*, where

A(N) = log E(e*1) = log(pe* +1 — p).
A*(z) = sup {)\:U —log(pe* +1 — p)}

AER
_ Jzlog(3) 4+ (1 — =) log(%_fg) if x € [0,1]
00 otherwise.

Since Dy = R, by part 3 in Lemma 2.2.3, A* is a good rate function. Moreover, note
that A*(p) = 0 and A*(z) > 0 for  # p. In conclusion, we are under the hypothesis of
Proposition 1.4.3 and we have a control of the exponential decay of {u,(I')} for I" € B(R)
whenever p ¢ T. [ |

Corollary 2.3.4. Suppose that X 4 N(0,02). Then, the family {u,} satisfies a LDP

with the good rate function

33'2

AN(z) = —.
Proof. Applying Cramer’s Theorem (Theorem 2.3.2) we know that {u,} satisfies a LDP
with the rate function A*, where

o272 2)\2
A(N) = log E(e**1) = loge > = 02
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2202 2
A*(x) = sup {)\az— 7 }:x.
AER 2

Since Dy = R, by part 3 in Lemma 2.2.3, A* is a good rate function. Moreover, note
that A*(0) = 0 and A*(z) > 0 for © # 0. In conclusion, we are under the hypothesis of
Proposition 1.4.3 and we have a control of the exponential decay of {u,(I')} for T' € B(R)
whenever 0 ¢ T.

In particular, when 02 = 1 we recover Equation (1.1.4) of the Example in Chapter 1. Fix
d > 0 and choose I' = (—o0, —6] U [0, 00) € B(R). Then,

2 1 1 2
~ % =~ il A%(e) < Hint () < limsup - (U) < — i A°(e) = =
So,
lim L log jn(T) = Tim  log fin((—00, 5] U 5, 00)) = —
nl—>ngon g Un _n1—>Hgon g Kn 00, yO0)) = 9
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3 General Principles

The objective of this chapter is to study general results about the large deviation principle
for families of probability measures on arbitrary topological spaces: their existence and
uniqueness, the contraction principle and the concept of exponential approximations.

Since the large deviation principle can be studied in very different settings, it is interesting
to consider the problem in an abstract framework and have some useful results that can be
applied in the concrete cases. In fact, we are going to prove some techniques that will be
used to extend the results of Chapter 4 to the ones in Chapter 5.

3.1 Topological preliminaries

Let X be any non-empty set with the trivial topology {@, X'}. Then, a family of probability
measures {/u:} on (X, B(X)) satisfies a LDP with a rate function I if and only if

inf I(x)=0.

i
Note that there are a lot of rate functions with this property. Since we want to avoid such

simple cases we are going to consider topological spaces that are Hausdorff. Moreover, in
some cases we are going to work with regular spaces.

Definition 3.1.1. A Hausdorff topological space X is regular if, for any closed set ¥ C X
and any point z ¢ F, there exist disjoint open subsets G; and G2 such that F' C G and
T e GQ.

All cases in which the LDP is studied in this project the underlying topological space is, in
fact, a metric space. Since every metric space is a regular topological space, such assumption
is quite reasonable. We state some properties about regular spaces and rate functions that
will be used throughout this chapter.

Lemma 3.1.2. Suppose that X is a regular topological space. Then

1. For any neighborhood G of x € X, there exists a neighborhood A of x such that
ACQG.

2. Let f be a lower semicontinuous function. Then, for any x € X and ¢ > 0 there exists
a neighborhood A of x such that

inf () > (7)) 5.

yeA

Proof. For a reference, see [1], part (a) in page 116 and part(c) in page 117. |
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Lemma 3.1.3. Let X and ) be topological spaces and f : X — V. If X is compact, ) is
Hausdorff and f is a continuous bijection, then f is an homeomorphism between X and Y.

Proof. For a reference, see [2], Theorem 8 in page 141. |

3.2 The existence of the LDP

The following theorem gives a sufficient condition for the existence of the weak LDP for a
family of probability measures on an arbitrary topological space.

Theorem 3.2.1. Let X' be a topological space, {u:} a family of probability measures on
(X,B(X)) and A a base of the topology of X. For every A € A, define

L4 :=—liminfelogu.(A) and I(x):= sup La. (3.2.1)
e—0 {Ac€A: ze€A}

Then, I is a rate function. If, in addition, for all x € X,
I(x) = sup —limsuplog u-(A) |, (3.2.2)
{AcA: zeA} e—0

then, the family {p:} satisfies a weak LDP with the rate function I.

Proof. Note that [ is a nonnegative function. If I is identically equal to 0, it is clear that
it is a rate function. So, assume that there exists a > 0 and x € X such that I(z) > a.
Then, by definition of I there exists A, € A with x € A, such that £4, > a. Moreover, for
every y € A, we have

Ily)y= sup La>La, >
{AcA: yecA}

So, x € Ay C {x € X:I(z) > «a}. This proves that the level sets of I are closed, and
therefore, I is a rate function.

Let G C X be an open set and x € G. Since A is a base of the topology of X, there exists
A € A such that x € A C G. Then,

- T s
hIEIL%lf elog p:(G) > hgl_}élf elog p-(A) Lg>—I(z),
and taking the supremum over x € G we get
liminfel > — inf I(x).
im inf e log e (G) 2 — inf I(z)

Suppose now that equation (3.2.2) holds and let F' C X be a compact set, z € F and § > 0.
Let I° be the d-rate function, that is,

%(z) := min {I(x) 5 (13} .
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By equation (3.2.2) there exists A, € A, which also depends on §, such that z € A, and
1
—limsuplog pc(Az) > I(x) — 6 > min {I(aj) — 9, (5} = I’(z). (3.2.3)
e—0
Since F' is compact we can extract from the open cover |J A, of F' a finite cover of F' by

zeF
sets Az, ..., Az,.. So,

e U Ag; = pe(F) < ZM&(Ari)-
=1

=1
Moreover, applying (1.4.2) of Lemma 1.4.9 and the inequality in (3.2.3) we get

lim sup € log . (F) < limsupe log (Z pe (Az, )) = max limsupelog p. (Az,)

e—0 e—0 i—1 I<i<m g0

< S = — i I () < — inf IO (x).
< wax [-1%(w;)] = —min I%(z;) < — inf I%(x)

Finally, taking limit as 6 — 0 and applying Lemma 1.3.5 we obtain

limsup e log pe (F) < — inf I(x).
e—0 zeF

We conclude that the family {u.} satisfies a weak LDP with the rate function I. [ |

Observation 3.2.2. By the definitions in (3.2.1), the condition in (3.2.2) is equivalent to

sup [— liminfelogu-(A)| = sup [— limsup e log i (A)
{AcA: zeA} e—0 {A€A: z€A} e—0
Hence, if lir% elog p:(A) exists for all A € A (with —oo as a possible value), condition (3.2.2)
E—

is satisfied.

We already know that condition (3.2.2) implies the existence of the weak LDP. It is inter-
esting to study if the converse is true, that is, if the weak LDP is satisfied, then the rate
function is of the form of (3.2.1). The next theorem shows that if the topological space is
regular and the full LDP is satisfied, then the converse is true.

Theorem 3.2.3. Let X be a regular topological space, {ue} a family of probability measures
on (X,B(X)) that satisfies a LDP with a rate function I. Then, for any base A of the
topology in X, and for any x € X

I(z) = sup —lim inf € log ug(A)] = sup [— limsupelogpu-(A)|. (3.2.4)
{AcA: ze€A} =0 {AcA: zeA} e—0
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Proof. Let x € X and define

J(x):= sup inf I(y).
{A€A: zeA} yeA

Suppose that I(z) > J(z). In particular J(z) < oo and = € ¥r(a)® for some a > J(x).
Since A is a base of the topology in X, which is regular, and ;(«)¢ is an open set, there
exists, by part 1 in Lemma 3.1.2, A € A such that x € A and A C ¥;(a)°.

Therefore, inf I(y) > a which implies that J(x) > a. So, we have obtained a contradiction.
yeA

We conclude that J(z) > I(x).
Since, {u.} satisfies a LDP with rate function I we have for every A € A with z € A:

I(z) > inf I(z) > —liminfelog u.(A) = I(x) > sup [~ liminfelogu-(A)]. (3.2.5)
z€A e—0 {AcA: zeA} e—0

In addition, for every A € A with z € A:

—liminf elog . (A) > —limsupe log p-(A) > — limsup e log u-(A) > inf I(y).
e—0 e—0 e—0 yeA

Taking supremum over A € A with z € A in the previous inequalities we obtain

sup [~ liminfelogu-(A)] >  sup [—limsupelogu-(A)] > J(z). (3.2.6)
{AcA: zeA} 0 {A€A: z€A} e—0

Finally, since J(x) > I(x) we have using (3.2.5) and (3.2.6)

J(x)>1(x) > sup [—liminfelogu.(A)]>  sup [—limsupelogu-(A)] > J(z).
{A€A: zcA} e=0 {A€A: zcA} e—0
This shows that I(x) satisfies equation (3.2.4). [ |

3.3 The uniqueness of the LDP

Another natural question is if a family of probability measures can satisfy a LDP with two
different rate functions. In the next proposition we prove the uniqueness of the LDP.

Proposition 3.3.1. Let X be a regular topological space and {u.} a family of probability
measures on (X,B(X)). Then, there exist at most one rate function associated with a
possible LDP for {.}.
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Proof. Suppose that the family {u.} satisfies a LDP with two different rate functions I
and Io. Without loss of generality, assume that for some xg € X, I1(xg) > I2(xp).

Let 6 > 0. By part 2 in Lemma 3.1.2, there exists a neighborhood A of zy such that

inf I,(y) > (I (x0) — 8) A % (3.3.1)
yeA

In addition, since the family {u.} satisfies a LDP with the rate functions I; and I, we have

— inf Ir(y) < liminfelog pu.(A) < limsupelog u:(A) < — inf I;(y). (3.3.2)
yeA £—0 NG yeA

Finally, using the inequalities in (3.3.1) and (3.3.2) we obtain

. . 1
Ir(zo) > inf Is(y) > inf I (y) > (I1(zo) — 0) A —.
yeA yeA o

Since the last inequality is true for all 6 > 0, we deduce that I2(xg) = I1(x¢) (this include
the case when I (zg) = 00), which is a contradiction. We conclude that there exists at most
one rate function associated with a possible LDP for the family {u.}.

[ |
3.4 Transformations of LDPs

In this section we study when a transformation preserves the LDP, namely, when the LDP
for a family of probability measures {fi.} can be deduced from the LDP of another family
of probability measures {p.}. In particular, we consider the contraction principles and
exponential approximations.

3.4.1 Contraction principles

The contraction principle states that the LDP is preserved by continuous maps.

Theorem 3.4.1. Contraction principle. Let X and ) be Hausdorff topological spaces,
f:X =Y a continuous function and I : X — [0,00] a good rate function.

1. For each y € Y, define

J = inf I(z) = inf  I(z).
2 {zeX: y=F(x)} (@) z€f~1({y}) (@)

Then, J is a good rate function on ).
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2. If a family of probability measures {u:} on (X,B(X)) satisfies a LDP with the good
rate function I, then the family of probability measures {pucof~'} on (Y, B(Y)) satisfies
a LDP with the good rate function J.

Proof.
(1) It is clear that J is nonnegative. We are going to prove that for any a € [0, c0)

Yi(a) = f(¥r(a)).

(C) Let y € Y such that J(y) < a. Since Y is Hausdorff and f is continuous, f~!({y}) # @
is closed in X. By Lemma 1.3.6, since [ is a good rate function the infimum in the definition
of J is achieved on some point x € X. Note that f(z) =y and I(x) = J(y) < a.

(D) Let f(z) € Y with z € X and I(z) < a. Then, y = f(z) € Y satisfy J(y) < I(z) < a.
Finally, since ¥7(a) are compact and f is continuous, 1 ;(«) are also compact.
(2) First, note that for all A C ) we have

inf J = inf inf I(x)= inf I(x).
yeA ) yeA zef~1({y}) (=) z€f~1(A) (@)

Suppose that A C ) is open. Since f is continuous, f~!(A) C X is open and using that
{pe} satisfies a LDP with the good rate function I:

. _ . < limi -1 — Tin -1 ‘
ylgg J(y) . J}I}lf W I(z) < liminfelog u(f7(4)) = liminf e log[p- o f77](4)
The upper bound for the LDP of {u. o f~'} is proved analogously. ]

A reasonable question is whether the reverse of the contraction principle holds, that is,
if {pe o f~'} satisfies a LDP, then {u.} also satisfies a LDP whenever f is a continuous
function. The inverse contraction principle shows that in presence of exponential tightness
of {u:} and bijectivity of f we have such result.

Theorem 3.4.2. Inverse contraction principle. Let X and Y be Hausdorff topological
spaces, f : X — Y a continuous bijection function and {u.} an exponentially tight family
of probability measures on (X, B(X)).

If the family of probability measures {u- o f='} on (¥,B(Y)) satisfies a LDP with a rate
function I : Y — [0,00], then {ue} satisfies a LDP with the good rate function J :=1o f.
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Proof. It is clear that J is nonnegative. We are going to prove that for any a € [0, 00)

ba(a) = 7 (Wr(e)).
(C) Let € X such that J(x) = I(f(x)) < a. Then, y = f(z) € Y satisty I(y) < a.

(D) Let y € Y such that I(y)

< «. Since f is a bijection there exists z € X with f(z) = y.
Then, J(z) = I(f(z)) = I(y) <

Since f is continuous we conclude that J is a rate function.

Since {y} is an exponentially tight family it is enough by Lemma 1.4.10 to prove a weak
LDP with rate function J to conclude that {p.} satisfies a LDP with the good rate function
J.

Consider K C X a compact set. Then, f(K) C ) is compact and since X Hausdorff,
f(K) C Y is closed. Using that {u. o f~!} satisfies a LDP with rate function I and that f
is a bijection we get

limsup < log 1. (K) = lim sup < logfu o £~')(£(K))

e—0 e—0

- . . '
< yéf«l(fK )I () = — inf I(f(2)) = - inf J(2)

Let G C X be an open set and = € G with J(z) = I(f(x)) = a < co. Note that we can
assume the fact that o < oo because otherwise the lower bound for the LDP would be
immediate.

Since {u} is exponentially tight, there exist a compact set K, C X such that

limsupelog pu-(K;) < —a. (3.4.1)

e—0

The set f(K,) C Y is compact and therefore, f(K,)® = f(KS) C Y is open. Using that
{pe o f~1} satisfies a LDP with rate function I and that f is a bijection we obtain

— inf I(y) <liminfelog[u. o f7Y(f(KS)) = liminfelog u. (KS) < —av.
yef(KS) e—0 e—0

Since J(z) = I(f(x)) = «, the previous inequality implies that © € K,. Note that, by
Lemma 3.1.3, f is a homeomorphism between K, and f(K,) because K, is compact,
f(K,) is Hausdorff and the restriction of f to K, is also a continuous bijection. Observe
that

G N K, neighborhood of x in the induced topology on K, C X.

32



= f(G N K,) neighborhood of f(x) in the induced topology on f(K,) C ).
= There exist U C Y neighborhood of f(x) in Y such that f(GNK,) =UnN f(K,).

Using that f is a bijection
U=UnfK.))UUN[FKL)) CFIGNKa)UFES) = f(GUKY).
Then, for every € > 0,
e o FU) < [z 0 FYFGUKS) = pe(GUKS) < pe(@) + pe(KS). (34.2)
Finally by the inequalities in (3.4.2) and (3.4.1) and (1.4.3) of Lemma 1.4.9,

—a=—J(@) = =I(f(x)) < - inf I(y) < liminfeloglp o )

< lim i(r)lfalog[,ug(G) + pe(KS)] < lim iélfglog pe(G) V limsup e log p- (Ky,)
E— e—

E—
< liminfelogu.(G) V (—a) = —J(z) < liminf ¢ log p. (G).
e—0 e—0
Taking supremum over x € G we obtain the lower bound of the LDP for {p.}. |

The following corollary shows how useful is the inverse contraction principle because it can
be used for strengthening the LDP from a coarse topology to a finer one. So, when proving
an LDP, in presence of exponential tightness, it is equivalent to study it with a coarser
topology as long as it is Hausdorff.

Corollary 3.4.3. Let X be a set, 7 and 7 two topologies on X such that 7, is Hausdorff
and 71 C 7o, and let {uc} be an exponentially tight family of probability measures on
(X, B(12)), where B(7;) is the o-field generated by ;.

If {u.} satisfies a LDP in (X, B(71)), then {u.} also satisfies the same LDP in (X, B(m2)).
Proof. Note that (X, 7) and (X, 72) are Hausdorff topological spaces,
Id: (X, 1) — (X,11)

is a continuous bijection because 71 C 75 . Since {u.} is an exponentially tight family of
probability measures on (X,B(72)) and it satisfies a LDP in (X,B(m)), we conclude by
Theorem 3.4.2 that {u.} satisfies the same LDP in (X, B(72)). [
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3.4.2 Exponential approximations

It is intuitive that if a family of probability measures {u.} satisfies a LDP, then for a close
enough family of probability measures {fic} a LDP is also satisfied. The proper notion of
closeness in this situation is the concept of exponential approximation.

Definition 3.4.4. Let (), d) be a separable metric space. Two families of V-valued random
variables {Z.} and {Z.} are called exponentially equivalent if, for every § > 0,

limsup e log P(d(Ze, Z.) > 6) = —o0.
e—0
We are imposing that the probability that ZE and Z. differ from more than § > 0 to

1
behave, for example, like e 2. So, such sequence not only goes to zero but it does with
this exponentially fast ratio.

It can be proved that {w € Q: d(Z.(w), Z-(w)) > 6} € F using that  is separable.

The next step is to define the concept of exponentially good approximation. The idea is that
for a fixed family of random variables {Z.}, we consider a sequence of families of random
variables {Z. ,} that asymptotically behaves like it was exponentially equivalent.

Definition 3.4.5. Let (), d) be a separable metric space. A sequence of families of Y-
valued random variables {Z. ,,} are called exponentially good approximations of a family
of Y-valued random variables {Z.} if, for every 6 > 0,
lim limsupelogP(d(Ze, Zem) > 6) = —c0 (3.4.3)
m—0o0 0
Note that in the previous definition, if {Z. ,,} does not depend on m we recover Definition
3.4.4. The following important theorem justify all the previous definitions. The main idea

is that if {Z. ,,} are exponentially good approximations of {ZE}, we can infer the LDP for
the laws of {Z.} from the LDP of the laws of {Z, ,,} for fixed m.

Theorem 3.4.6. Let (), d) be a separable metric space, {Z. n,} a sequence of families of -

valued random variables and {Z.} a family of Y-valued random variables with laws { e m}
and {fic}, respectively. Suppose that for every m > 1, the family {pecm} satisfies a LDP

with a rate function I,, and that {Z.,,} are exponentially good approximations of {Z.}).
Then,

1. {p:} satisfies a weak LDP with the rate function

I(y) :=supliminf inf I,,(2). 3.4.4
) 6>15) m—00 2€B;s(y) (=) ( )

34



2. If I is a good rate function and for every closed set F C Y,

inf I(y) < limsup inf I,,(y), (3.4.5)

yer m—oo YEF
then the full LDP holds for {f.} with rate function I.

Proof.
(1) The objective is to apply Theorem 3.2.1 in order to show that {j.} satisfies a weak
LDP. Note that A = {Bs(y), y€ Y, 6 >0} is a base of Y and that for any function
L:A— [—o0,00]
sup  L(A) =sup L (Bs(y)) -
{AcA: ye A} 6>0

Summarising, we have to check that the function defined in equation (3.4.4) is equal to
the rate function defined in Theorem 3.2.1 and that condition (3.2.2) is satisfied. By the
previous equation this is equivalent to prove the two following equalities

I(y) = sup (— lim inf € log fic (Bg(y))) = sup (— lim sup ¢ log /i, (B(g(y))) . (3.4.6)
§>0 e—0 5>0 e—0

We can rewrite equation (3.4.6) as

I(y) = — inf liminf elog fi. (Bs(y)) = — inf limsup e log i (Bs(y)) - (3.4.7)

6>0 e—0 >0 0

Now, fix § > 0 and y € ). Then, for every m € N and every € > 0 we have

{Ze,m € Bé(y)} - {Ze € BZ&(y)} U {d(Zs: Ze,m) > 6}'
Hence, B
Ms,m(Bé(y)) < fie(Bas(y)) + P(d(Ze, Zs,m) > 4).

Since for every m > 1 the family {u.,,} satisfies a LDP with rate function I,,,, applying
(1.4.3) of Lemma 1.4.9 we obtain

— inf I,,(2) < liminfelog pie m (Bs(y)) < liminf e log [ﬁg(ng(y)) + P(d(Ze, Zen) > 5)]
z€Bs(y) e—0 e—0
< lim iglfelog [i=(Bss(y)) V limsupe log P(d(Z., Zem) > 0)
E—

e—0

Taking lim sup as m — oo and using that {Z. ,,} are exponentially good approximations of
{Z:} we obtain

limsup[— inf I,(2)] < limiélfslogﬁE(Bg(g(y)). (3.4.8)
E—>

m—00 2€B;s(y)

35



Similarly, using that

{Za € Bs(y)} € {Zem € Bas(y)} U {d(va Zem) > 0},
and that for every m > 1 the family {p ,} satisfies a LDP with rate function I,,, we obtain

— inf Ip(2) > limsupelog picm(Bas(y)) > limsup e log 1. (Bs(y))-
2€Bas(y) e—0 e—0

Taking lim sup as m — oo ,

limsup[— inf I,,(2)] > limsupelog fic(Bs(y))- (3.4.9)

m—oo 2€Bas(y) e—0

Taking infimum over § > 0 in inequality (3.4.8) we obtain
inf limsup|— inf I,(z)] = —supliminf inf I,(z)=—-1 3.4.10
nf lim sup| o m(2)] supliminf inf m(2) (v) ( )

i ~ e N |
< inf lim inf e log ic(B2s(y)) = inf lim inf e log fic(B5(y))

Taking infimum over § > 0 in inequality (3.4.9) we obtain

inf limsupelog i (Bs(y)) < inf limsup[— inf [,,(2)] (3.4.11)
>0 -0 0>0 m—o0 z€B25(y)

= —supliminf inf I,,(2) < —supliminf inf 1,,(2)
6>0 M0 2cBos(y) §>0 M0 z€B35(y)

= —supliminf inf I,(z)=—-1(y).
5>g m—00 z€Bs(y) (=) )

Finally, combining the inequalities in (3.4.10) and (3.4.11) we have

—I(y) < inf liminfelog 1. (Bs(y)) < inf limsupelog 1 (Bs(y)) < —I(y),
6>0 e—0 >0 +0

and condition (3.4.7) is satisfied. We conclude that I is a rate function and that {fi.}
satisfies a weak LDP with the rate function 1.

(2) We only have to check that {f.} satisfies the LDP upper bound for closed sets. Fix
0 >0 and let F' C Y be a closed set. Note that for every m > 1 and every € > 0

{ZE €EF} C{Z:m € F(s} U {d<ZE7Z€,m) >0},

where F9 = {y € ¥ : d(y, F) < §} is the closed blowup of F. Then, applying (1.4.2) of
Lemma 1.4.9, the fact that F¥ C ) is closed and that {j,,} satisfies a LDP with the rate
function I,, we obtain

lim sup € log fic (F) < limsup € log | iz m (F°) + P(d(Z., Zem) > 6)

e—0 e—0
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= lim sup £10g pte pm (F®) V lim sup & log P(d(Ze, Ze n) > 6)

e—0 e—0
< [~ inf In(y)] VlimsupelogP(d(Ze, Zem) > 6).
yeFs e—0

Taking liminf as m — oo, using that {Z. ,,} are exponentially good approximations of {ZE}
and the hypothesis in (3.4.5) for the closed set F° we obtain

limsupelog fi (F) < liminf[— inf I,,(y)]
e—0 m—oo yeFs
imsup inf I, (y) Jnf (v)

m—oo yeEF

Finally taking limit as § — 0 and using part 2 in Lemma 1.3.7 we obtain

lim sup £ log fie(F) < lim [~ yienﬁfé I(y)] = - inf 1 (y)-
So, the upper bound for the LDP of {f.} is proved. [ |

As a consequence of the previous theorem we can prove the following result: if two families
of random variables are exponentially equivalent, then the LDP of the laws of one family
implies the LDP of the other.

Theorem 3.4.7. Let (Y, d) be a separable metric space and, {Z.} and {Z.} two exponen-
tially equivalent families of Y-valued random variables with laws {ue} and {fi.}, respectively.
Suppose that the family {u.} satisfies a LDP with a good rate function J.

Then, the family {fi.} also satisfies a LDP with the same good rate function J.

Proof. Define the sequence of families of Y-valued random variables {Z ,,,} with Z. ,, :=
Z.. Since {Z.} are exponentially equivalent to {Z.}, {Z.,,} are exponentially good ap-
proximations of {Z.}.

Note that we are in the hypothesis to apply Theorem 3.4.6 with I,,, = J. So, {/i.} satisfies
a weak LDP with the rate function

I(y) =supliminf inf J(z)=sup inf Jk)=J(y) =1=J.
) 6>18 m—00 2€B;s(y) ) 5>182€Ba(y) (2) )

In the third equality we have used that J is a lower semicontinuous function and Proposition
1.3.3.

In addition, we are also in the hypothesis to apply part 2 of Theorem 3.4.6 because I, =
J =1 for all m € N. We conclude that {ji.} satisfies a LDP with the good rate function J.
[ |
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We finish this section with a very important result that will be used in Chapter 5 when
proving the the LDP for stochastic differential equations. In some sense, is an extension of
Theorem 3.4.6 and the contraction principle to maps that are not continuous, but that can
be approximated well enough by continuous maps.

Theorem 3.4.8. Let X be a Hausdorff topological space, (¥,d) a separable metric space,
{Z:} a family of X-valued random variables with laws {pe} on (X,B(X)) that satisfies a
LDP with a good rate function I and {ZE} a family of Y-valued random wvariables with
laws {pe} on (V,B(Y)). For every m > 1, let F, : X — Y be continuous functions and
F:X — Y a measurable map such that for every a < oo,

lim sup sup d(Fy,(x), F(x)) = 0. (3.4.12)
m—o0 {zeX: I(r)<a}

Then, for every o < oo, F' is continuous on the level set Yy(a) ={x € X : I(z) < a}.

In addition, assume that the sequence of families of Y-valued random variables {F, o Z.},
which have law {pe o F; 1} on (V,B(Y)), are exponentially good approzimations of {Z.}.

Then, the family {fic} satisfies a LDP in Y with the good rate function.
J(y) = inf I(x)= inf I(x).

{zeX: y=F(z)} zeF~1({y})

Proof. Let a < oo and z1, 22 € ¢7(«), then
d(F(z1), F(22)) < d(F(21), F (1)) + d(Fp(21), Frn(22)) + d(Fin (22), F(22))

The continuity of F' on ¢r(a) follows from condition (3.4.12) and the fact that F,, are
continuous.

For the second part of the Theorem, we know by the contraction principle (Theorem 3.4.1)
that for every m > 1, the family {u.oF,,1} satisfies a LDP in ) with the good rate function

L,(y) = inf I(z) = inf  I(z).
(y) {zeX: y=Fn(z)} ( ) xeFrﬁl({y}) ( )

which has level sets 17 () = F(¢r()).

Then, since {F,,0Z.} are exponentially good approximations of {ZE}, by part 1 in Theorem
3.4.6 we have that the family {7i.} satisfies a weak LDP in ) with rate function

J(y) :=supliminf inf I,,(2). 3.4.13
)= il g Int2) @19

38



So, our objective is to prove that J = J and that we are under the hypothesis of part 2 in
Theorem 3.4.6.

We start proving that J is a good rate function. For this, we check that for any o < oo,

Yi(a) = F(¢r(a)).

(C) Let y € Y such that J(y) < a. By the definition of infimum, there exists x € X with
y=F(z)and J(y) <I(z) < Jy)+1<a+1. So,z € ¢Yr(a+1)and y € F(¢r(a+1)).
Since {y} C Y is closed and F is continuous on 1;(a + 1), we have that F~1({y}) # @ is
closed in X. By Lemma 1.3.6, since [ is a good rate function the infimum in the definition
of J is achieved on some point ' € X. Note that y = F(z') and I(z') = J(y) < a.

(D) Let F(z) € Y with I(x) < . Then, y = F(z) € Y and J(y) < I(z) < o

Since for any a < oo, F' is continuous on (), I is a good rate function and (o) =
F(¢r(a)), we conclude that J is a good rate function.

We now prove that condition (3.4.5) is satisfied for J. Consider C' C ) a closed subset and
for any m > 1 define

m = inf I, (y) = inf inf  I(z)= inf I(z).
! yeC ) veCzery! ({y}) ) z€Fy 1 (0) )

Suppose that v := liminf~,, < oo and consider a subsequence {7y, } with lim ~,,, = 7.
m—00 k—o0

Let o < oo be such that supv,,, = a.
E>1

Note that Fg;(C) C & is closed and non-empty because 7,,, < . Since I is a good rate
function, by Lemma 1.3.6 there exists x, € X such that F},, (z}) € C and

I(zy) = inf I(z) = vm, <o
z€Fy, (C)

Therefore, for any § > 0, there exists kg such that for all k¥ > ks we have
F(xy) € 0 = {y €Y. d(y,C):= ingd(y,c) < 5}
ce

because by condition (3.4.12)

d(F(xk)aka(ﬂﬂk)) < sup d(F(g;%ka (m)) 0.
{zeXx: I(z)<a} k—00
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Then, for k > ks,

yiean‘5 J(y) < J(F(:Ek)) < I(xk) = TYmy»

Taking limit as £ — oo in the previous inequalities, we obtain

ylencié J(y) < Um vyp, =7 = limnfry, = liminf inf, In(y).
Note that the previous inequality trivially holds if v = co. Taking limit as 6 — 0 and using
part 2 in Lemma 1.3.7 we have

inf J(y) = lim ylencfé J(y) < liminf inf Tn(y). (3.4.14)

We conclude that J satisfies condition (3.4.5) of Theorem 3.4.6. To finish the proof of this
Theorem it only remains to check that J = J, where J is defined in (3.4.13). Consider
y € ), then,

J(y) =sup inf J(z)=sup inf J(2)
§>0 2€Bs(y) §>0 z€Bs(y)

<supliminf inf I,(z) =supliminf inf I,(z) = J(y),
§>0 M0 yecBs(y) §>0 M0 yeBs(y)

where in the first equality we have used Proposition 1.3.3 and in the inequality the result
in (3.4.14) with C = Bs(y). So J(y) < J(y).

For the converse inequality, we can assume without loss of generality that J (y) = a <
because we already know that J(y) < J(y). Then, y € ¢ ;j(a) = F(¢r(a)). So, there exists
x € X such that y = F(z) and I(z) < a.

Note that y,, = Fn(x) € Fn(¢r(a)) = 91, (). Hence, I,(ym) < « and by condition
(3.4.12) we have

Ay ) = d(F@), Ful@) < sup  d(F(@), Fu(z) —— 0
{zeX: I(z)<a}

In summary, for every § > 0, there exists ms > 1 such that for all m > mg, ym € Bs(y).

This implies that inf I,,(z) < o and
z€Bs(y)

J(y) =supliminf inf I,,(2) < a=J(y).
(v) = supliminfinf = Iin(2) (v)

This finishes the proof of the Theorem. |

40



4 LDP for the Brownian motion: Schilder’s Theorem

In this chapter we are going to study the large deviation principle for the sample paths of
Brownian motion. The idea is to perturb a standard Brownian motion in such a way that
its sample paths converge to a deterministic function and study the exponential velocity of
this convergence.

An important difference between this chapter and Chapter 2 is that in this case we are
going to study the LDP problem in an infinite dimensional space. This implies that we will
need some powerful techniques, like Girsanov Theorem.

We fix some notation that will be used through this chapter.

Notation 4.0.1. For z € R%, we will write z = (), ..., 2(®) and

2] == /@) 4 .. + (2@)2,
for the Euclidean norm on R%.

For this chapter, unless otherwise specified, B {B(t),
Brownian motion in R% That is, B(t) = (BW(t), ..., B
standard Brownian motions in R, namely, for all 1 <i <

t € [0,1]} will denote a standard
9 (t)) where B are independent
d,

1. BD(0) =0 a.s.

2. For any 0 < s <t < 1, BO(t) — BY(s) is independent of o (BO(r), 0 <r < s).

d

3. Forany 0 < s <t <1, BO(t)— BW(s) = N(0,t — s).

4.1 Preliminaries of Brownian Motion
We start with some basic but useful results on Brownian motion.

Lemma 4.1.1. Let X < N(0,1). Then, for any § > 0,

1 —62
P(X >0) < — — .
(X =z )_\/ﬂéeXp< 2>
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Lemma 4.1.2. Désiré Andre’s reflection principle. Let B = {B(t), t € [0,1]} be a
standard Brownian motion in R. Then, for any ¢ > 0,

P ( sup B(t) > 5) <2P(B(1)>96).
0<t<1

Proof. For a reference, see [3], Theorem 2.14 in page 74. [

Thanks to the two previous results, we can prove the following important result which will
be used several times in this chapter.

Lemma 4.1.3. For any § > 0 and 0 < 7 < 1 we have
)< e (o)

— 4.1.1
V2mrd 2dt ( )

P(sup B = 6
o<t<r
Proof.

P < sup |B(t)] > 5) =P < sup |B(t)[? > 52>

0<t<r 0<t<r
d d 52
<P sup (BO()N2>62| <P sup (B®W(1)?2 > —
< (;MET( Q)= >_ (HMET( ®)7 =5
: (i 62 Wz s O
< (B >% ) —qp BM#)2 > L
=2 F (&z& ® d> (oiz“zi ®)" = d>

—
—
~—

5 5
P BW (¢ >>:dP< BW (¢ >>
(s v i1 > ) = (159 01>

5 5
= |(an 2002 ) U (e, 5002 )]
5 5
<dF (50> 72 ) +aP (o -5V 0> )
@oap < sup BY (¢) > 5) (2 4d P <B<1> (1) > 0
0<t<1 Vdr Vdr
@ 47 exp <—52>
ERVOYL T 2dr

where we have used
1. {BW(¢), 0 <t <7} and {{/7BW(t/7), 0 <t <7} have the same law.

2. {B(l)(t), 0<t<1}and {—B(l)(t), 0 <t <1} have the same law.
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3. Lemma 4.1.2 with B(®) as a standard Brownian motion in R,
4. Lemma 4.1.1.
]

In fact, for the proof of Shchilder’s Theorem it is enough to use a particular case of Girsanov
Theorem: the Cameron-Martin formula. In order to state this theorem, we first set some
notation.

Notation 4.1.4. Let ¢ € L?([0,1]) where

1
L*([0,1]) := {gb : [0,1] — R? measurable and such that / [ (s)|2ds < oo}
0

Then, we write for 0 <t <1,

Ce()aBGs) =3 [ 60 (5)dBO (s
/medB() Z/Ozu)dB(),

i=

/Ot¢(s)ds = (/Ot¢(1)($)ds o /Otw(d)(s)ds> '

Note that under such hypothesis, every integral is well defined.

d
1

and

Theorem 4.1.5. Cameron-Martin (1944), Girsanov (1966). Consider ¢ € L*([0,1]).
Then,

1. P defined by
P(A) := / ZydP, Ae F,
A

is a probability in (2, F) where

Zo = o ([ v6as6) - [ W),

2. The process B := {B(t), t € [0,1]} defined by
t
B(t) == B(t) —/ W(s)ds,  0<i<1,
0

is a standard Brownian motion in R% with respect to P.
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Proof. For a reference, see [3], Theorem 2.23 in page 86. |

The two following results are natural extensions of the properties of the Ito integral and
Brownian motion in R to R, which will be used in the proof of Schilder’s Theorem.

Lemma 4.1.6. Isometry Property. Let ¢ € L?([0,1]). Then,

E (( / 1 <z><s>dB<s>>2) -/ l6(s)Pds.

-3 (</¢ (5)dB s >>+ZE(/¢ (s)dB( >/ ¢<f<>dBJ><>)
ézd; (f (o0 >)2ds)=/01;(¢@<s>)2ds=/01|¢<s>st,

where in (1) we have used the isometry property of the It6 integral, the fact that

/¢ $)aB) /¢ (5)

are independent for i # j and that the It6 integral is centered. |

Lemma 4.1.7. Stationary increments. Let 0 < s <t <1, then,

d

|B(t) = B(s)| = [B(t — s)|.

Proof. Since |B(t) — B(s)| and |B(t — s)| are positive random variables, it is enough to
prove that

IB(t) — B(s)]> < |B(t — s)|.

Since each Brownian motion B has stationary increments,
. ‘ 2 4 . 2
(B@ (t) — B@(s)) d (B@(t - s)) , i=1,...d
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Then, writing ¢ x for the characteristic function of a random variable X and using the fact
that the Brownian motions B® are independent we have

d
PIBH)=B(s)I? = Pyd (BO(1)-BO)(s))* — H P (B (1)-BG) (5))
i=1
d
=11 P(BO(—s))? = PoL, (B0 (t—s))® — FIBE=s)?2:
i=1

By injectivity of the characteristic function we deduce that

|B(t) - B(s)]> < |B(t — s)|.

4.2 Preliminaries of Schilder’s Theorem
We modify the Brownian motion in the following way
B. = {B.(t) :=vEB(), t€[0,1]}, >0

Our objective is to study how fast are the sample paths of B modified when ¢ — 0. Since
such sample paths are continuous and vanishing at the origin it is useful to introduce the
following space of functions

Co([0,1]) := {¢ : [0,1] = R? continuous and $(0) = 0}.

with the supremum norm ||¢|| := sup |4(t)|. So, (Co([0,1]), ||-]|) is a normed space.
te€(0,1]

Then, the sample paths of B. can be seen as the map

Be(+): 8 — Co([0,1])
w— Be(-)(w): [0,1] — RY
t — B.(t)(w).

A natural question is whether this map is measurable. As a consequence of the Weierstrass
Approximation Theorem we have the following result.

Lemma 4.2.1. Cy([0, 1]) is a separable metric space.

Proof. For a reference, see [4], Theorem 7.26 in page 159. |
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Proposition 4.2.2. B.(:) : (Q,F) — (Co([0,1]),B(Co([0,1]))) is measurable.

Proof. Let G C Cy([0,1]) be an open subset. In order to prove that B.(-) is measurable it
is enough to prove that B.(-)"!(G) € F.

By Lemma 4.2.1, G is also separable and let G; C G be a dense countable subset. Note
that we have

1
{weQ: B.(weat=) U {w €Q: |B:()(w) — 1] < } (4.2.1)
n
n>1¢1€G
Moreover, since B:(w)(:) — ¢1 are continuous functions we also have
1 1
{w €N ||B:(-)(w) — 1] < } = {w €Q: sup |B:(t)(w)—o1(t)| < } ,
n t€[0,1]NQ n

which is a measurable set because the supremum is taken over a countable set. Finally,
B-(-)7!(G) € F because by (4.2.1) is the countable intersection of the countable union of
measurable sets. |

As a consequence of the previous proposition, it makes senses to consider the law of B.(:)
in Cy([0, 1]), which we will write as p.. That is, for G € B (Cy([0,1])),

4e(G) =B(B.() € @) =P(fw € Q: B.()(w) € G}).

The next proposition shows, as one expects, that the sample paths of B. converge (in
probability) to the constant function equal to 0. In fact, we prove a stronger result: such
convergence is exponentially fast in 1/e as a consequence of Lemma 4.1.3. Hence, the next
proposition can be seen as a partial result of the LDP problem that we are studying.

Proposition 4.2.3. Let 6 > 0. Then,

—52
. M8 = —2
limelog P (|| B:()]l 2 9) = -~
In particular,

lim P (| B()]| > 6) =0,

that is, Be converges in probability in Cy([0,1]) to the constant function equal to 0.
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Proof. Let 6 > 0. Using Lemma 4.1.3 we have

BB 2 8) = (sup 18012 5) =2 ((swp B0 > ) < % e (50 )

Then,

o 0120 - o (55 ) () - |

Using that €log(y/€) — 0 as ¢ — 0 we obtain

—52
. M8 = 2
lim elog P (|| B=()|| = 6) = -

4.3 Schilder’s Theorem

First of all, we introduce some new notation that will be used.

Notation 4.3.1. We will write P for the set of all partitions of the interval [0, 1]. That is,
P:z{{0=t1<...<t]\[=1}: NZl}

We also introduce a subspace of Cy([0, 1]) that will appear in the incoming results:

Hy - {fecoao,u): 0= [ aloas geﬁ([o,m}

Note that H; is the space of all absolutely continuous functions with square integrable
derivative.

Let ¢ € Hy, then we will write

- de™ dg@
¢ = PR vl

In order to prove that the rate function that appears in Schilder’s Theorem is, in fact, a
good rate function we will need the two following results of analysis. Lemma 4.3.2 is due
to Riesz and Lemma 4.3.3 is a version of the Arzela-Ascoli Theorem.
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Lemma 4.3.2. Let ¢ € Cy([0,1]). Then

#P—1 9
o(t — o(t;
¢ € H < sup Z O(tir1) — o(ti)] < 0.
PeP tit1 — 1
Moreover, in that case,
#P—1
t o(t;)
sup Z |¢( ’L+1 l / |¢ th
PeP tit1 — t
Proof. For a reference, see [5], Lemma 18 in page 75. |

Lemma 4.3.3. Arzela-Ascoli. Let F C Cy([0,1]). Then,

F is compact < F is closed, uniformly bounded and equicontinuous
Proof. For a reference, see [4], Theorem 7.25 in page 158. |
Proposition 4.3.4. The function I : Cy([0,1]) — [0, +o00] defined by

1(6) = {% Jo 160Pdeif o € Hy

00 otherwise.

s a good rate function.

Proof. Let ¢ € Cp(]0,1]) and {¢,} C Co([0,1]) such that li_)m ¢n = ¢. By Proposition

oo
1.3.4, in order to prove that I is a rate function, we have to check that

liminf I(¢,) > I(6).

n—oo

Applying Lemma 4.3.2 to ¢ we have

1 - L — b(t)2
1) = L sp 3 [P =00
PEP 1o i+1 — Ui
#P—1 )
1 t; — t:
= —sup lim Z [Pn(tiv1) — dn(t)]
2 PecpP n—0o0 i1 ti+1 _ t'L
#P—1 )
1 t; — t
— sup lim inf Z [P (tiv1) — on(ti)]
pep mee tiv1 — 1
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|¢n( z+1) ¢n(tz)|2

tit1 — 1

= liminf I(¢,).

n—o0

So, we conclude that I is a rate function.

In order to prove that I is a good rate function, we are going to apply Lemma 4.3.3. Let
a € [0,00). We already know that the level set

Yi(a) ={¢ € Co([0,1]) : [(¢) < a} ={p € H1: I($) < a}
is closed. Let ¢ € ¥7(a) and 0 < s <t < 1, applying Holder inequality

S %)

=1
d t (4ol -
<> | (dﬁt <u>> du=(t=3) [ 9(w)[du

which implies that 17(«) is equicontinuous. Moreover, using the previous inequality with
s = 0 we deduce that for any ¢ € ¥r(a)

sup |¢(t)] < V2a,

te€(0,1]

t 2

(bdu

which implies that ¥7(«) is uniformly bounded. Finally, by Lemma 4.3.3 we conclude that
Yr(a) is a compact subset of Cy([0,1]). So, I is a good rate function. [ |

Finally, we have all the tools to prove Schilder’s Theorem. Recall that p. is the law of B.(+)
in Cy([0, 1]).

The strategy to prove the lower bound of the LDP is to make a translation of the original
Brownian motion with a deterministic function in such a way that our computations will be
more tractable. The key point is to use Girsanov Theorem to determine a new probability
such that this translation is a new Brownian motion.

On the other hand, in order to prove the upper bound of the LDP we will take a linear
approximation of the Brownian motion and bound its error in such a way that we will be
able to transfer the properties of the approximation to the original process.

49



Theorem 4.3.5. Schilder. The family {u.} satisfies a LDP in Cy([0,1]) with the good

rate function

00 otherwise.

16) = {5 JLd0Rd  if ¢ € H,

That is,

1. For any open set G C Cy([0,1]),

liminf € log pe (G) > — inf I(¢).
e—0

PG

2. For any closed set F' C Cy(]0,1]),

limsup e log pe (F) < — inf I(¢).

e—0 3

Proof.

(4.3.1)

(4.3.2)

(1) Let G C Cy([0,1]) be a non-empty open set. If I(¢) = co for all ¢ € G the inequality in
(4.3.1) is clear. So, suppose that there exist ¢ € G with I(¢) < oo and define for € > 0

1
NG

Note that 1. : [0,1] — R? is measurable and satisfies

e 1= — Qb

1 1
[ toas =2 [ 160070 = 210) < .

Hence, . € L?([0,1]) and by Girsanov Theorem (Theorem 4.1.5), B. :

defined by

Belt) = () = [ wu(s)as = Bo)+ 2 [ d(s)as = ()

is a standard Brownian motion with respect to the probability dlﬁlS = Zy, dP, where

Zu= e ([ vu1ams) - 5 [ wtiras)
= e~z [ éaB) e (~1106).

20

{B:(t), t € [0,1]}



Since G is open and ¢ € G, there exists 6 > 0 such that Bs(¢) C G, where Bs(¢) denotes
the ball of radius § and center ¢. Then,

(B:(-) € G) =P (VEB() € G) = P. (VEB
(

P ) €
=P. (VeB(-)+ ¢ € G) > P. (VEB() + ¢ € Bs(¢ ) P. (||[VeB()|| <o)
4]

_ 5 _
P (IB()| < =) =P, ( sup |B(t <>:/ Zy, (1)dP
(H Ol \/5> <0<t<1| ()l Ve { sup Z |B(t)|<5} we()
0<t<1

— exp (-i[(@) /{ [ exp (-\}E /0 1 @(s)dB(s)) dP. (4.3.3)

On one hand, by Proposition 4.2.3 we know that

)eq)

lim P ( sup vz |B(t)] < 5) —1

e—0 0<t<1

In particular, there exists €y > 0 such that for all 0 < & < g

(4.3.4)

OJ\[\')

P ( sup vEIBO)| <5) 2 2.

0<t<1

On the other hand, for any A > 0 using Markov’s inequality and the isometry property of
the It6 integral (Lemma 4.1.6) we have

P (/01 (s)dB(s) > M/@) <P ((/01 é(s)d3(3)>2 > /\2[(¢)>
A211(¢)E ((/01 é(s)dB@))Q) = Azflw /01 [d(s)[*ds = % (4.3.5)

Then, using that

<

P(AN B) = P(A) + P(B) — P(AU B) > P(A) + P(B) — 1,

for A,B € F, and the inequalities (4.3.4) and (4.3.5) with A = /6 we obtain that for all
0<e<egg

P(sup \@|B(t)|<5,\}g/01q'b(s)d3(s)<\2@) z§+<1—2>— :%.

0<t<1
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Going back to equation (4.3.3), we can write using the inequality in (4.3.6)

1 [t
exp (—/ (b(s)dB(s)> dP
/{Ogglﬁwmm} Ve Jo

= /{ sup VE [B(t) <8, 7z Jo $(s)dB(s)< J=1/61(8)} P (\f b )dB(S)> "
P (é‘i%\/g B(t)| <. f/ HEB() < J/0T0) ) ex (~VBT(9) )
> %exp <—\2 61(¢)> :

Finally, by equation (4.3.3) and the previous inequality we obtain

lG) 2 gexp (~21(6) ) exp (- VOTD)).

1
Ve
Therefore,

Slogpe(G) > clog 3 — 1(9) - N

Taking supremum over G we obtain the lower bound for the LDP of {u.}.

61(¢) = liminf e log 1o (G) > —1(9).

(2) Let F C Cp(]0,1]) be a non-empty closed set.

Let n > 2 and consider the linear interpolation of step size 1/n. That is,

Tin: CO([Oa 1]) — CO([Ov 1])
Y — (1))
defined by

(1) : [0,1] — R?

on (200 - o) ere 51

where j =0,...,n — 1.

Let 6 > 0 and consider the closed blowup of F
~{s a0 d6.F) = it o - vl < 5.
YeF
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Then,
F={¢pecF:m(p)ecFYU{pecF:m(p)¢F°}

cl{peF:m(¢p) e FOYU{p e F:|m(o)— | > I} (4.3.7)
(2.1) Define Is := ¢i€n}£6 I(¢). Then,
pe ({6 € Fima(9) € F'}) < e ({6 € Co([0, 1)) : 1(ma(@)) > I5})
=P (I(m(Be (")) > I5) - (4.3.8)
We can write
1 n n—1 . 2
I (Bel) = g [ Fn(BelonPas = 5 3 |5 (T54) - 5 (2)

Note that, the random variables

\/E(B@ <‘7+1)—B“> <J>) 1<i<d, 0<j<n-—1,
n

n

are independent and N (0, 1) distributed. Therefore,

2 I (Bo() £ ¥

Suppose that I5 < co. Then, since the density of a X%d random variable is

1 nd x
f(x) = n Tz 16 57
29T ()
we have,
2

P (B0 > 1) = P (21(ru(B.00) = 1)

_Is nd__q

> 1 nd_q1 _z € ¢ /OO — ( I5> 2
= ———x2 e 2dr = e Vly+— dy. (4.3.9)
/ifa 2T (1) r () Jo e



where in the last integral we have done the change of variables y = L

= 5 — 2. Using that
2d _ 1> 0, defining p := [%¢ — 1] + 2 > 2 (where [] is the floor function) and ¢ such that
% + % = 1, we have using Hélder’s inequality

AN I \% ! Is \" . I\”
o)<t < (4]
€ € € €
Then, applying the previous inequality and making the change of variables z = y+ 1 we get

o Is e P Is\? [

/ e <y+ ) dy < 2« {/ e Y(y+ 1)Pdy + () / e_ydy]

0 € € 0
P » Is\?

< 24 [e e “2Pdz + < > ] < 24 {ef(p-l— 1)+ (;) } :

1

This implies that

nd
% I\ 2! P I
limsupslog/ e Y <y+ 5> dy < lim elog <2§ [eF(p—i— 1)+ ( 5) ]) =0
e—0 0 € =0 €
(4.3.10)
We conclude by (4.3.8), (4.3.9) and (4.3.10) that

lim sup € log pe ({(]ﬁ € F:my(9) € Fé})
e—0

1 o Is\ 2!
< —Is + limsupelog —— + hmsupslog/ <y + 6) dy < —1I5. (4.3.11)
e—0 I () £—0 0
Observe that the previous inequality is also true when Ij
(4.3.8)

oo because in this case by

pe ({0 € Fim(9) € F}) =0
(2.2) On the other hand,

pe ({9 € F:[lmn(9) — ¢l > 6}) < pe ({# € Co([0,1]) = [|7n(9)

~ ol > 8))
— P (B - B0 2 8) = P sup [ (B(0) - B0)] >0

|Tn(B:(t)) — Be(t)] > 0

n—1

< P sup
; Lgpcit!
n— — n

<
I
<)

(4.3.12)
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Note that if % <t< %, we have

[0 (Be(t)) — Be(t)| =

Therefore,

sup |mn(Be(t)) — B:(t)]

Jcpcdtl
n— — n

< sup
Lcpcdtl
n— — n

< sup
L<pgitd
n— — n

<2 sup
Lyt
n—  — n

Going back to (4.3.12), by stationarity of the increments of Brownian motion (Lemma 4.1.7)
and Lemma 4.1.3

n—1 n—1 )
ZP sup |mp(B:(t)) — Be(t)| >0 | < P sup |B:(t) — B- <]>' > =
j=0  \Fst<iE j=0 \Li<t<i "
) d3 52
—nP( sup [B)| > < 8Vdne o <_”>
o<t<l 2\/g V2o 8¢

Combining (4.3.12) and the last inequality we obtain

limsupelog pe ({¢ € F: ||mn(¢) — ¢l| > 6})

e—0
8vVd3n 5%n 5n
<limsupe |lo +lo g)——| =—=F. 4.3.13
B EHOP [ & ( \/27r(5> 8 (V2) 8€d] 8d ( )
Finally, by (4.3.7), Lemma 1.4.2 and inequalities (4.3.11) and (4.3.13) we obtain
lim sup € log pe (F')
e—0
< tmsupelog [ue (16 € P 7a(9) € ) + i (19 € F: [70(6) — 91 > o)
E—

< max { I 5272} min {I 52”}
< —I5,—— ¢ =— 5T (-
8d 8d



Let n — oo, then,

limsup e log p. (F) < —I5.

e—0

Let 6 — 0, using the fact that F' is closed and Lemma 1.3.7 we obtain that

lim sup £ log pe(F) < lim —I5 = — lim ¢1€nb£5 I(¢) = — inf 1(¢).

This finishes the proof of the upper bound of the LDP for ..

Moreover, note that I(0(-)) = 0 and I(¢) > 0 for ¢ # 0(-), where 0(-) is the constant
function equal to 0. In conclusion, we are under the hypothesis of Proposition 1.4.3 and we
have a control of the exponential decay of {u.(I")} for I' € B(Cy([0,1])) whenever 0(-) ¢ I.

|
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5 LDP for SDE: The Freidlin-Wentzell Theory

In this chapter we are going to study the large deviation principle for the sample paths of
strong solutions of stochastic differential equations. The idea is to perturb a SDE in such a
way that its solution converges to the solution of a deterministic differential equation and
study the exponential velocity of this convergence.

An interesting point is that the tools that we are going to use are Schilder’s Theorem, the
contraction principle and the use of exponential approximations. So, in some sense, the
LDP problems that we are going to consider are extensions of the ones in Chapter 4.

First of all, we state basic results about solutions of SDE that will be used throughout this
chapter and then we will consider different types of SDE, starting with a simple one and
finishing with a more general case.

5.1 The setting

Like in the previous chapter, B = {B(t), t € [0, 1]} will denote a standard Brownian motion
in R? and {F;, t € [0,1]} will be the filtration generated by B.

For the rest of this chapter, b and ¢ will denote Lipschitz continuous functions
b: R — R? o: RT — R
z+— b(z) = (0 (2))1<i<a zr— o(x) = (0" (2))1<i<a
with linear growth. This means, that there exists a constant L > 0 such that for all z,y € R?
b(z) = b(y)| + |o(z) —o(y)| < Llz —y| and  |b(z)| +[o(z)| < L1+ [z]), (5.1.1)

where | - | denotes both the Euclidean norm on R% and on R?*?, In fact, the linear growth
of b and o is a consequence of their Lipschitz continuity.

We have to introduce the L’;yl spaces of stochastic processes, which will be used in the
definition of a strong solution of a SDE. Then, we define the notions of path-wise uniqueness
and strong solutions, and we state the theorem of existence and uniqueness, which will be
constantly used during this chapter. Finally, we write down the very useful Gronwall’s
inequality.
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Definition 5.1.1. Let X = {X(¢), t € [0,1]} be a stochastic process taking values in R.
We write X € L% | if

1. X is jointly measurable in (t,w) with respect to the product o-field B([0,1]) ® F.

2. X is adapted to {Fz, t € [0,1]}.

E </01 ]X(t)\’%it) < .

Definition 5.1.2. A stochastic process X = {X(t), t € [0,1]} taking values in RY, jointly
measurable and adapted to {F;, ¢ € [0,1]} is a strong solution to the SDE

3.

AX (t) = b(X(£))dt + o(X (£))dB(t),
X(0) = zp € RY, (5.1.2)

if
1. The processes {o("1)(X (t)), t € [0,1]} belong to L2 for any 1 <i,j <d.
2. The processes {b) (X (t)), t € [0,1]} belong to Lcll,1 for any 1 <14 <d.

3. Forany 0 <t <1,

Xt::z:g+/0 b(X(s))ds+/0 o(X(s))dB(s), aus,

or coordinate-wise, for any 0 <t <1 and 1 <1i <d,
A . t L A
X =gl 4 / DD (X (s))ds + / o)X (5)dBY(s), as.
0 0
J=1
Definition 5.1.3. The SDE in (5.1.2) has a path-wise unique solution if any two strong
solutions X; and X5 of (5.1.2) are indistinguishable, that is,
P (X1 (t) = Xa(t), for any t € [0,1]) = 1.
Theorem 5.1.4. Under the assumptions on b and o given above, there exists a path-wise

unique strong solution to the SDE in (5.1.2). The sample paths of this path-wise unique
strong solution are continuous.
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Proof. For a reference, see [6], Theorem 2.5 in page 287. |

Lemma 5.1.5. Gronwall. Let g : [0,1] — R be a nonnegative, continuous function
satisfying

t
o(t) <al)+ 5 [ glds,  0<t<L
0
where « : [0, 1] — R is measurable, fol |a(t)|dt < oo and 5 > 0. Then,

t
g(t) < aft) + ﬁ/ a(s)eP=9ds, 0<t<L
0

Proof. For a reference, see [1], Lemma E.6 in page 360. [ |

5.2 Casel

In this first case we are going to consider that the diffusion matrix o is the identity matrix
and that the initial condition is the origin. The strategy will be to use Schilder’s Theorem
together with the contraction principle and will be a motivation for the strategy that we
will use in the next case.

Fix € > 0 and let X, be the path-wise unique strong solution of the following SDE

dXc(t) = b(Xe(t))dt + VedB(2),
X:(0)=0. (5.2.1)

Recall the space of functions introduced in Chapter 4,
Co([0,1]) :== {f : [0,1] — R? continuous and f(0) = 0}

endowed with the norm || f|| := sup |f(¢)| and the subspace
0<t<1

Hy - {fecoao,u): )= [ atoas geﬁ([o,m}

endowed with the norm ||f||§{1 = fol |£()]2dt.

Since the sample paths of X, are continuous, it makes sense to consider the map
Xe(+): Q@ — Cp([0,1])
w— X ()(w): [0,1] — RY
t— X(t)(w).
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Then, following the same proof of Proposition 4.2.2 one can check that the previous map
X:(+) is measurable. Hence, we can consider the law of X, () in Cy(][0,1]), which we will
write as fle.

One expects that as e — 0, X(+) converges in probability to the deterministic function X
that solves the following deterministic differential equation (see Proposition 5.4.2 for the
proof in a more general case)

dX(t) = b(X(8))dt,
X(0) = 0. (5.2.2)

This motivates the definition of the function F' in Lemma 5.2.1, which will satisfy p. =
e o F~1 where pic is the law of

B, := {Bs(t) = ﬁB(t)’ te [0’ 1]}’

in Cy([0,1]). Then, the proof of the LDP for {fi.} will be an application of Schilder’s
Theorem and the contraction principle.

Lemma 5.2.1. Let F : Cy([0,1]) — Cp(]0,1]) be defined in the following way: for g €
Co([0,1]), f = F(g) is the unique solution of

t
f(t) =/ b(f(s)ds+g(t), 0<t<L (5.2.3)
0
Then, F is well defined and continuous in the supremum norm.

Proof. The existence and uniqueness of the solution of (5.2.3) is standard and it is a
consequence of the Lipschitz continuity of b. For a reference, see [7], Theorem 3.1.2 in page
105.

Let g1,92 € Co([0,1]) and write fi = F(g1), fo = F(g2) and e(t) := [fi(t) — f2(¢)|. Then,
o)< [ BAE) ~ 0 Ias +ar() ~ 0o < I [ efs)ds + lon ~ ]
Applying Gronwall’s Lemma (Lemma 5.1.5) we obtain that
e(t) <l = g2l + L [ llr = gll =15 = g1~ gl

This implies that

IF(q1) — F(g2)ll = |1 f1 — foll = sup e(t) < |lg1 — g2l ",
0<t<1

which implies that F' is continuous. |
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Lemma 5.2.2. [i. = p. o F~! where fi. is the law of X.(-), pe is the law of B.(-) and F
is the function defined in Lemma 5.2.1.

Proof. Observe that

F(B:)(0) =0,

so, both X, and F(Bc) are strong solutions of the SDE in (5.2.1). We conclude that X,
and F(B.) are indistinguishable. Then, for G € B(Cy([0, 1])) we have

fie(G) = P(Xe(-) € G) = P(F(B:(")) € G) = P(B.(-) € FT(G)) = (=0 F7') (G).
]

Theorem 5.2.3. The family {ji-} satisfies a LDP in Cy([0,1]) with the good rate function

1 1l ¢ .
1) = {iofo HORLHONEE yIe i (520

Proof. By Schilder Theorem (Theorem 4.3.5), the contraction principle (Theorem 3.4.1)
and Lemmas 5.2.1 and 5.2.2 we conclude that the family {f.} satisfies a LDP in Cy([0, 1])
with the good rate function

1/t 1 /!
I(f) = inf / g(t))?dt = inf / g(t)|?dt.
() {geH1: f=F(9)} 2 Jo 5 {geH;: f(t):fgb(f(s))ds+g(t)}2 0 5

In order to identify I with the function in (5.2.4) note that if there exists g € H; satisfying

t
10 = [ 0(5(s))ds + g0 (525)
0
then f € H; because
F&) =b(f() + g(t) = |F )] < [b(fE)]+1§(8)] < L+ [FB)]) + |9 (D)1,
Therefore, if f ¢ Hy, there is no g € H; satisfying (5.2.5) and we conclude that I(f) = co.

On the other hand, if f € H; then there exists a unique g € H; satisfying (5.2.5). This is
because g is defined by



which implies that g € H; because

g(t) = f(&) = b(£ () = 1g(O)] < [F @) + pUFO)] < [F@)] + L1+ |F X))

This finishes the proof of the Theorem. Moreover, note that I(X) = 0 and I(f) > 0 for
f # X where X is the deterministic function that solves (5.2.2). In conclusion, we are
under the hypothesis of Proposition 1.4.3 and we have a control of the exponential decay

of {fic(T")} for T' € B(Cy([0,1])) whenever X ¢ T. [ |

5.3 Case 2

Now we are going to consider a general diffusion matrix ¢ with the initial condition still
being the origin. In addition to the conditions of b and o described in (5.1.1) we are going
to assume that they are bounded. That is,

sup (|b(z)[ + |o(z)]) < L,
z€RC

where L > 0 is the same constant as in the Lipschitz and linear growth condition.

Fix € > 0 and let X, be the path-wise unique strong solution of the following SDE

dX.(t) = b(X-(t))dt + Vea(X(t)dB(t),
X:(0)=0. (5.3.1)
As in the previous case, we will denote by i the law of X.(-) in Cp([0,1]). By Proposition
5.4.2 below, X.(-) converges in probability to the deterministic function X that solves the
deterministic differential equation
dX(t) = b(X(t))dt,
X(0)=0. (5.3.2)

In order to prove the LDP in this more general case, we could try to follow the same
procedure as before, that is, to construct a continuous map F' : Cy([0, 1]) — Co([0, 1]) such
that i = pe o F~! and then apply the contraction principle. However, in this case, it is
known that such F' need not be continuous due to the called “Wong-Zakai correction” term.
For a reference, see [9].

The new strategy will be to construct exponentially good approximations of X, (), say
Xem(+) with law fie ,, in Cp([0,1]), and continuous maps F, : Co([0,1]) = Cy([0,1]) such
that pem = pe o ;1 and such that they approximate well enough a map F to be defined.
Then the LDP will be an application of Theorem 3.4.8.

Before constructing such exponentially good approximations we state some preliminaries
results about stopping times and SDE that we will need.
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5.3.1 Preliminaries for Case 2

Lemma 5.3.1. Let Y = {Y(¢),t € [0,1]} be a stochastic process taking values in R?
adapted to {F;, t € [0,1]} with continuous sample paths and C' C R? a closed subset. Then
the hitting time

T:=inf{t € [0,1] : Y(¢) € C} A1,
is a stopping time.
Proof. For a reference, see [6], Problem 2.7 in page 7. |

Definition 5.3.2. Let Y = {Y(¢), t € [0,1]} be a stochastic process taking values in a
measurable space (S,.4). The process Y is said to be progressively measurable if, for every
t € [0, 1], the map

[0,t] x @ — §

(s,w) — Y (s)(w)
is jointly measurable in (s,w) with respect to the product o-field B([0,t]) ® F.

Lemma 5.3.3. Let Y ={Y (¢), t € [0,1]} be an adapted process to {F;, t € [0, 1]} taking
values in R¢ and with continuous sample paths. Then, Y is progressively measurable.

Proof. For a reference, see [6], Proposition 1.13 in page 5. |

Lemma 5.3.4. Let Z = {Z(t), t € [0,1]} be a stochastic process taking values in R? such
that

dZ(t) = O(t)dt + eX(t)dB(t),
Z(0) = z € RY,

where © = {O(t), t € [0,1]} and ¥ = {X(¢), t € [0,1]} are progressively measurable
processes taking values in R and R4*?, respectively, and let 7; be a stopping time.

Suppose that the for some positive constants Ny, My, Mg, p we have

sup [X(t)| < Ny
0<t<1

and for any ¢ € [0, 1],

S(t)] < Ms(p® +|Z(OP)'? and  |O(1)] < Me(p? +|Z(1)*)2.
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Then, for any § > 0 and any ¢ < 1,

2 2
p~+12(0)]

gloglP | sup |Z(t)| >0 §K+log< ,
<t6[0,71]| )l p? + 62

where K = 2Mg + M2(2 + d).

Proof. For a reference, see [1], Lemma 5.6.18 in page 217. [ |

5.3.2 Proof of Case 2

For m > 1, define m,(t) := [Tn—ﬂ and let X, ,,, be the path-wise unique strong solution of
dXem(t) = b(Xegm (Tm(t))) dt + Veo (Xeym (mm (1)) dB(2),
X.m(0) = 0. (5.3.3)

Since t € [%, %) implies that m,(t) = %, the previous SDE is similar to the SDE in

(5.3.1) but freezing b and o over the time intervals [%, %) In the next Lemma we prove

that {X. ()} are exponentially good approximations of {X.(-)}.

Lemma 5.3.5. Let § > 0. Then

lim limsupelogP(|| Xc () — X(0)]| > 0) = —o0. (5.3.4)

m—oo o0

Proof. For p > 0, define
7 :=1inf{t € [0,1] : | Xcm(t) — Xem(mm(t))| > p} A L
By Lemma 5.3.1, 7 is a stopping time and we have that

{1 Xem () = Xl > 0} = {Oiltlgl [ Xem(t) — Xc(2)] > 0}

= ({ sup [Xem(t) — Xc(t)| >0} n{n = 1})

0<t<1

U ({ sup | Xem(t) — Xo(t)| > 6y N {n < 1})

0<t<1
C{ sup [Xem(t) — Xc(t)| >0} u{n <1}
0<t<r
CH{ sup [Xem(t) = Xe(t)] >0} U{ sup | X m(t) — Xem (mm(t)) | > p}
0<t<71 0<t<1
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Then, applying (1.4.2) of Lemma 1.4.9 and the previous inclusions we obtain

limsup e log P(|| Xcm (-) — X ()] > 6)

e—0

< max [limsupslog]P’ ( sup | Xem(t) — Xc(t)] > 5>

e—0 0<t<m
,limsup elogP < sup | Xem(t) — Xem (T (2)) | > p) ] (5.3.5)
e—0 0<t<1

(1) For the first limit inside the maximum of (5.3.5) we will apply Lemma 5.3.4 with
Z:={Z(t) == Xen(t) — Xc(t), 0 <t <1}
Note that

dZ(t) = O(t)dt + eX(t)dB(t),
Z(0) = 2z =0,

with
@(t) =b (Xs,m (Wm(t))) - b(XE(t))a
5(t) := 0 (Xegm (T (1)) — o (Xe(2)).

By Lipschitz continuity of b and o, the fact that the processes X. and X ,, are adapted to
{Fi, t € [0,1]} and have continuous sample paths, we deduce that the processes © and ¥
are progressively measurable applying Lemma 5.3.3.

Note that

sup [£(1)] < 2L,
0<t<1

and for t € [0, 7],
(X0 < L Xem (1 (1) = Xe()] < L (1Xem(t) = Xegm (7 (8)] + [Z(0)])
< L(p+12(1))) < V2L (0 +|2()P) .
The same argument works for |©(¢)|. We conclude that we can apply Lemma 5.3.4 with

Ny, = 2L, My, = /2L and Mg = v/2L. So, for any § > 0 and any ¢ < 1,

2
p
elogP | sup |[Xem(t) —X:(¢)] >0 | <K +log () ,
(te[O,‘rl]’ ) <) p?+ 02
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with K = 2L(v2+ L(2 + d)). Then,

lim lim sup lim sup € log P ( sup | Xem(t) — Xc(t)] > 6) = —o0. (5.3.6)

P=0 m—oo =0 te(0,71]

(2) For the second limit inside the maximum of (5.3.5), note that since X, ,, satisfy the
SDE in (5.3.3), we can write

Xem(t) = /0 b(Xem (mm(s))) ds + /0 Veo (Xem (mm(s))) dB(s).

Then, if t € [ﬁ i) Tm(t) = % and since b and o are bounded by L, we have

m

et ) = [ (5 () [ o (5 (£) )
b (3)) () (e (1)) (-5 ()
S

Hence, for any t

1
‘Xs,m(t) - Xa,m (Wm(t))‘ <L E + \@ sup

Finally, we can write

sup [ Xem(t) = Xem (i (1)) | < L
0<t<1

Then, for m > %,

P ( sup. PXern(t) — X () > )

0<t<1

k k p—L/m
< — | - _
_P( max sup B(s+m> B<m)’_ NG )

0<kSm—1 g o1

(1) 7l p—L/m
< > P| sup [B(s)|>
k=0 <0<S< z Vel )
2) _ _ 2
WL (Fmlg=tjm?)
V2mm(p — L/m) 2deL

We have used
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1. Stationary increments of B. (Lemma 4.1.7).
2. Lemma 4.1.3.

The previous equation implies that

lim limsupelogP < sup | Xem(t) — Xem (mm(t)) | > p) = —o0. (5.3.7)
m—00 40 0<t<1
Finally, by (5.3.5), (5.3.6) and (5.3.7) we have proved (5.3.4). [ |

Having the exponential good approximations of X.(-), we now define continuous maps
Fn 2 Co([0,1]) = Co([0,1]) such that pem = pe o F,L, where pcp, is the law of X, ,,(+) in
Co([0,1]), and such that they approximate well enough a map F' to be defined. We prove
this results in the three following Lemmas.

Lemma 5.3.6. Let F,,, : Cyp([0,1]) — Co([0,1]) be defined in the following way: for g €
Co([0,1]), h = F,,(g) where

e GLAEN Db )

Then, F}, is well defined and continuous in the supremum norm.
Proof. To see that Fj,, is well defined observe that for t € [0, %],
h(t) = b(0)t + o(0)g(t).
Reasoning inductively on k we see that F), is well defined and that F,,(g) € Co([0, 1]).

Consider g1, g2 € Cy([0,1]) and write fi = Fin(g1), fo = Fin(g2) and e(t) := |f1(t) — fa(t)].

Then, if t € [£ EEL]
)0 Ga) = (e G =2
91(t) — ¢ <:1>> -0 <f2 <:L>>k <92(t) - 92 <:L>>'

n(E) -
(2 ()
)ollo (5 G) = (= ()] (o= ()

e(t) <

/\/‘\

3=

a(F) e



+

o <f2 <:L>> <92(t) — 92 <:1> —91(t) + 9 <:L>>’
<e( L)+ Le(L)+2ze (L) It + 2Ll - el

We conclude that

L k
supelt) < <1 Y ||gl||) e () 2L g1 — gal
m m

ki btl
m— — m

Since e(0) = 0, iterating the previous bound over k = 0,...,m — 1 we obtain that F,, is
continuous. [ ]

Lemma 5.3.7. F,, 0 B(-) = X »(-) a.s, where F),, the function defined in Lemma 5.3.6.

Proof. Observe that if ¢ € [£, EtL)

5(5)
—b( ())(t-) (0 () (20 (5))

Since % = Ty (t) and F,,(B:(0)) = 0, we see that both X, ,, and F,, (B.(t)) are strong
solutions of the same SDE in (5.3.3). We conclude that they are indistinguishable and that
FpoBo(+) = Xem(+) ass. [ |

F,, (Be)(t

Lemma 5.3.8. Let F' : H; — Cy([0,1]) be defined in the following way: for g € Hj,
f = F(g) is the unique solution of

t t
ft) = / b(f(s))ds +/ a(f(s))g(s)ds, 0<t<L (5.3.9)
0 0
Then, F is well defined and for every o < oo

lim sup HFm(Q) - F(Q)H =0.
M= {geHy: lgll g, <o

In particular, F' is continuous in H; in the supremum norm.

Proof. The existence and uniqueness of the solution (5.3.9) is standard and it is a conse-
quence of the Lipschitz continuity of b and o. For a reference, see [7], Theorem 3.1.2 in
page 105.
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Let a < oo and consider g € Hj such that ||g||;, < a. Write h = F,(g), f = F(g) and
e(t) = |f(t) — h(t)|?. By the definition of F, in (5 3.8) we can write

h(t) = /0 b (1 (mm(s))) ds + /0 o (h (7m(5))) §(5)ds.

Ift e [O ] the previous equality is clear. By induction, if ¢t € [ﬁ i] then

k

/b (7 (s d5+/0 o (h (7 (5))) §(s)ds
/b (7 (s ds+/t0(h(wm(s)))g(s)ds

A£G 020 2) (1)

and we recover the definition of F,,,. Applying Hoélder inequality

Ih(t) — h (T ()] < / PG ds + / o (b (7 ()] 9(5)] s

(t)

. 1/2 ; 1/2
sL|t—7rm<t>|+( / ) |a<h<wm(s>>>|2ds> ( / ) rg<s>|2ds)

m " Jmo ST

Applying again Hélder inequality,
e(t) =[f(t) = h(t)]
/ 76D b (e ds + [ 10(7(6)) = (D) 1) 0

i ) g
s s
(a+ 1)L (/ £ (s) )l ds) | (5.3.11)

And finally by (5.3.11) and (5.3.10) we have,

e(t) < 2(a + 1212 [/O 1£(s) — |ds+/ Ih(s) 9)2 ds]
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t
§2(0H-1)2L2[/ e(s)ds + (a+ 1) ]<K/ d5+f
0
with K := max{2(a+1)2L? 2(a+1)*L*}. By Gronwall’s Lemma (Lemma 5.1.5), we obtain

K LK K Keft—1 K
e(t) < — + K/ ZeKt-s)ge = = 4 K=E = — et
m m

m m K m

This implies that

VK
F(g) — F = su e(t) < ~—K/2,
IEns) = Fl@)l = swp Vel < Vo
Since K does not depend on m, we conclude that
lim sup |1 Em(g) — F(g)|l = 0. (5.3.12)

MO0 {geHr: glly, <a}
To see that F' is continuous consider g1, g2 € H; and a < oo such that
max{(|lgillp, . ll92llg, } < o
Then,

1F(g1) — F(g2) |l < [[F(g1) — Fin(g)l + [[Fm(91) — Fn(g2)[l + [[Fin(g2) — F(g2)|l

By (5.3.12) and the continuity of F}, (Lemma 5.3.6) we conclude that F': Hy — Cy([0,1])
is continuous in the supremum norm. |

We finally have all the tools to prove the LDP for {f.}.

Theorem 5.3.9. The family {ji.} satisfies a LDP in Cy([0,1]) an LDP with the good rate
function

1(f) = inf / 9(s)/ds.
{g€H: FO=f b(F(s))ds+ ! o(F(s))g(s)ds} 2

Proof. We are going to apply Theorem 3.4.8 with X = Y = Cy([0,1]), Z. = B.(-), Z. =
X:(+), Fi, the functions defined in Lemma 5.3.6 and F' the function defined in Lemma 5.3.8.

By Schilder’s Theorem (Theorem 4.3.5) we know that the family {u.} satisfies a LDP in
Co([0,1]) with the good rate function

() = {%f& O =371y, if f € B

00 otherwise.
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By Lemma 5.3.6 the functions F,,, are continuous and by Lemma 5.3.8 F': H; — Cy([0,1])
is a continuous function satisfying for every a < oo

lim sup [Fm(g) = F(g)| = lim sup 1Em(9) = F(g)|| = 0.
0 {geCo((0.1)): Ta(g)<e) M (g€ gy, <203

Note that we can extend F : Cy([0,1]) — Cy(]0,1]) in such a way that is measurable. For
example, for g € Cp([0,1]) \ H; just define F'(g) = 0(-) where 0(-) is the constant function
equal to 0. Then, the measurability of F' follows from the fact that H; is closed in Cy([0, 1]),
F|p, is continuous and F'|y¢ is constant.

By Lemma 5.3.5, we have that {X, ,,(-)} are exponentially good approximations of { X.(-)}.
So, by Lemma 5.3.7, {F), o Bo(-)} = {X.m(-)} are exponentially good approximations of

{Xe()}

In summary, we have all the conditions of Theorem 3.4.8. We conclude that the family {.}
satisfies a LDP in Cj([0, 1]) with the good rate function

I(f inf Iy(

. I
)= g) = inf 5 [ i)
{9€Co([0,1]): f=F(g)} {g€H1: f()=[7 b(f(s))ds+ [} o(f(s))g(s)ds} 2 Jo

Moreover, note that I(X) = 0, where X is the deterministic function that solves (5.3.2),
because then g = 0(-) € H; satisfies the condition in the infimum of I. In addition, I(f) > 0
for f # X because then a function g € Hy that satisfies the condition in the infimum of I can
not be constant equal to 0. In conclusion, we are under the hypothesis of Proposition 1.4.3
and we have a control of the exponential decay of {fi.(T')} for T' € B(Cy([0,1])) whenever
X¢T. n

5.4 Case 3

Now we are going to consider that b and o satisfy the same conditions as in Case 2, but
the initial condition need not be the origin. After doing a translation of coordinates we can
prove this LDP using the results of the previous one, so the hard work has been done.

Fix € > 0 and let X, be the path-wise unique strong solution of the following SDE

dX.(t) = b(X(t))dt + Veo(X-(t))dB(t),
X.(0) = zp € RY. (5.4.1)

We will denote by i the law of X.(-) in C([0,1]) where

C([0,1]) := {f : [0,1] = R? continuous}
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with the standard supremum norm. We prove here the fact that X.(-) converge in proba-
bility to the deterministic function X that solves the deterministic differential equation

dX () = b(X(t))dt,
X(0) = z9 € R% (5.4.2)

We will require to use Burkholder’s inequality.

Lemma 5.4.1. Burkholder. Let Y = {Y(¢),t € [0,1]} be a stochastic process taking
values in R? such that Y0 Lil for any 1 <4 < d. Then, for any p > 0, there exists a

constant C), such that
1 p/2
< sup / Y (s)dB(s > <C,E ((/ |Y(S)’2ds> )
0<t<1 0

Proof. For a reference, see [6], Theorem 3.28 in page 166. |

Proposition 5.4.2. Let § > 0, X, the path-wise unique strong solution of (5.4.1) and X
the deterministic function defined by (5.4.2). Then,

lim P(|| X.(-) — X|| > 9) =0, (5.4.3)
e—0
that is, Xc(-) converge in probability in C([0,1]) to the deterministic function X.

Proof. Write S := sup ‘fo s))dB(s )‘ Then, for 0 <t <1
0<t<1

[ Xe(t) = X ()] < / b(Xc(s)) = b(X(s))|ds + Ve | | o(Xc(s))dB(s)

<L/ IX.(s) — X(s)|ds + V&S,

Applying Gronwall’s Lemma (Lemma 5.1.5) we have
t
1 X.(t) — X (t)| < VES + \@LS/ el=9ds < \/eS(1 + Leb).
0
So,

P(|X.(-) — X|| > ) < P(VeS(1+ Lel) > 6) =P (S > M) (5.4.4)
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We check that S has finite expectation applying Burkholder’s inequality (Lemma 5.4.1)

> <O\F ((/01 |U(Xg(s)]2ds> W) <o,

where C7 > 0 is some constant. Finally, applying Chebyshev’s inequality in (5.4.4) we have

Bs) =& ( s | [ o(xe(s)dB(s)
(e, |

0<t<1

VE(l+ Lel)) Ve(l+ Le*))C1 L
P X () = X[ = 6) < fE(S) < 5 -

which implies (5.4.3). [ |

Note that the previous proof applies in Case 2 and also in Case 1 because in that last case
the diffusion matrix o is also bounded. We now proceed to prove the LDP.

Theorem 5.4.3. The family {f.} satisfies a LDP in C([0,1]) with the good rate function

I(f) (5.4.5)

1
- inf 1/ 1(s)[2ds.
{geHr: f(t)=zo+ [Lb(f(s))ds+ [L o (f(s)g(s)ds} 2 Jo

Proof. Define Y, := {Y.(t) := X.(t) — 20, t € [0,1]}. Then Y; is the path-wise unique
strong solution of the next SDE

dYZ(t) = by (Yz(1))dt + Veoy (Y=(t))dB(t),
Yz(0) =0, (5.4.6)

where by (z) := b(x+x¢) and oy (x) := o(x+x). Note that by and oy satisfy the Lipschitz
condition and are bounded by the same constant L of b and o. So, if 7, is the law of Y(+)
in Cy([0,1]), by Theorem 5.3.9, the family {v.} satisfies a LDP in Cy([0, 1]) with the good
rate function

. I
I (f) = ol 5 [ i) s
{g€H1: f(t)=[5 by (f(s))ds+[5 oy (f(s))d(s)ds} 0

Let C' C C([0,1]) be a closed subset, then, since X.(0) = z¢ we have
1e(C) = pe (CNA{f € C: f(0) = z0})

Write C := CN{f € C: f(0) = a0} Then C —zo C Co([0,1]) is a closed subset and
applying the LDP upper bound of {7} we obtain that

lim sup elog 1. (C') = limsup ¢ log ﬁa(é) = limsupelog 175(6 — )

e—0 e—0 e—0
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< — inf Iy(f)=—inf Iy(f — o)

feC—xo fec

. . L,
= — inf inf — [ lg(s)|“ds

FeC{geHy: f(t)—zo=[1 by (f(s)—z0)ds+[! oy (f(s)—z0)d(s)ds} 2 Jo

1
= — inf inf

1
— [ lg(s)]*ds = — inf I(f),
TEC (geHy: f(t)=zo+[! b(f(s))ds+ [T o(f(s))g(s)ds} 2 /o fec

where I is the function in (5.4.5). This proves the upper bound of the LDP of {.}.
By the same argument, we can prove that lower bound of the LDP of {fi.}.

Since Iy is a good rate function and I(f) = Iy(f — x¢), I is also a good rate function
because

{fec(o]): I(f) <a} ={f € C([0,1]) : I(f) <a, f(0) =0}
={feC(0,1]): Iy(f —z0) < a, f(0) =z0} ={f +z0 € Co([0,1]) : Iy(f) <}

and {f +xo € Cy([0,1]) : Iy(f) < a} is compact.

Moreover, note that I(X) = 0, where X is the deterministic function that solves (5.4.2),
because then g = 0(-) € H; satisfies the condition in the infimum of I. In addition, I(f) > 0
for f # X because then a function g € H; that satisfies the condition in the infimum of I can
not be constant equal to 0. In conclusion, we are under the hypothesis of Proposition 1.4.3
and we have a control of the exponential decay of {ji-(I')} for I" € B(Cy([0,1])) whenever
X ¢T. n

5.5 Case 4

Note that the good rate function in Theorem 5.4.3 seems quite complicated because it
involves computing an infimum. We are going to see that with some extra conditions on o
we can obtain a simpler version of [.

We are going to assume that o(z) is invertible for all z € R? and that ¢~! is also bounded,
that is,

sup |J_1(:E)| <L,
z€R4

where L > 0 is the same constant as in the Lipschitz and boundedness condition of b and
.
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Fix € > 0 and let X, be the path-wise unique strong solution of the following SDE

dX. () = b(Xc(t))dt + Veo(X:(t))dB(t),
X.(0) = z9 € RY,

and let fie be the law of X.(-) in C([0,1]). Then, with the extra hypothesis on o we have
the following result.

Theorem 5.5.1. {j.} satisfies a LDP in C([0,1]) with the good rate function

o [ o -] oo [fo -] e gsem o

00 otherwise.

where ' indicates the transpose of a vector or a matriz, a(z) := o(x)o (z) and

t
H® = {f € Co([0,1]) = f(t) =0 +/ g(s)ds, g € Lo(]0, 1],Rd)} :
0
Proof. By Theorem 5.4.3 we know that {fi.} satisfies a LDP in C(]0,1]) with the good
rate function

. 1t
I(f) = Dt 2/ 19(s)[2ds.
{9€H1: f(B)=no+ [ (7 (NdstJE o(F(6is)ds} 2 Jo

Suppose that there exists g € Hy such that

ﬂw=m+éwﬂm®+AaU®M@®, (5.5.2)
then,

LSO < )+ 1o (fO)IGE)] < L+ Llg(#)].

This implies that f € HY°. Therefore, if f ¢ H{°, there is no g € H; satisfying (5.5.2) and
we conclude that I(f) = oc.

On the other hand, if f € HY°, then there exists a unique g € H; satisfying (5.5.2). This is
because g is defined by ¢(0) = 0 and

g(t) = o (FEN (1) = b(F (1))

after taking derivatives in (5.5.2). To see that g € H; observe that
9t) < L(f ()] + L)
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Finally,

B0 = [ OO — O] [ FONFE) — s @)

= [F@) — b)) a () [£0) - vir@)] .

Hence, we have obtained the function in (5.5.1).
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6 Conclusions

The notion of large deviations has its roots in the study of rare events which can be viewed
as opposite of concentration inequalities of random events around the mean. Cramér’s
Theorem, presented in Chapter 2, was motivated by evaluation of risk in insurance policies.
In this work we have seen the evolution of Cramér’s ideas from the simple setting of random
sequences to more sophisticated objects namely, stochastic processes that are solutions to
stochastic differential equations driven by Brownian motion. These are random vectors
taking values in the space of continuous functions equipped with the supremum norm.

The toolbox of the memoir is Chapter 3, which provides the fundamental theory to address
the study of LDPs in a variety of situations. In particular, we see in Section 3.4 how to
transfer LDPs from (elementary) families of random vectors to (not necessary continuous)
transformations of these families. With this ideas in mind, we present the LDP for Brownian
motion (Schilder’s theorem) in Chapter 4 which in Chapter 5 is transferred to the LDP for
SDEs.

In conclusion, the memoir provides the foundations of the theory of the LDP with funda-
mental illustrations, highlighting the crucial role of Brownian motion.
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