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Abstract: Facial emotion recognition is an inherently complex problem due to individual diversity in
facial features and racial and cultural differences. Moreover, facial expressions typically reflect the
mixture of people’s emotional statuses, which can be expressed using compound emotions. Com-
pound facial emotion recognition makes the problem even more difficult because the discrimination
between dominant and complementary emotions is usually weak. We have created a database that
includes 31,250 facial images with different emotions of 115 subjects whose gender distribution
is almost uniform to address compound emotion recognition. In addition, we have organized a
competition based on the proposed dataset, held at FG workshop 2020. This paper analyzes the
winner’s approach—a two-stage recognition method (1st stage, coarse recognition; 2nd stage, fine
recognition), which enhances the classification of symmetrical emotion labels.

Keywords: compound emotion recognition; facial expression recognition; dominant and comple-
mentary emotion recognition; deep learning

1. Introduction

Personal emotional state and intentions change according to the flow of surrounding
social communication. There are various ways of detecting emotional state of a humans
using an AI agent [1–6]. One of the most common and effective means of predicting emo-
tional states for a human is using facial expressions, which are caused by changes in facial
features. People use different types of facial expressions to demonstrate different types of
social intentions. In [7], it is mentioned that facial expressions can contribute up to 55% of
the information exchanged during an interaction. Due to the high ratio, facial expressions
holds an important place in personal relationships and emotion-based communication [8].
Taking such arguments as a basis, researchers have shown that automatic recognition of
facial expressions can improve human–machine interaction to make it more natural and
effective [9].

For this reason, there have been many studies on automatic emotional state analysis
using facial expressions. Recently, the most successful results were obtained using deep-
learning-based methods. Deep Convolutional Neural Networks (DCNN) have produced
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particularly promising results. In [10], the authors achieved 97.8% accuracy on some
datasets using DCNN. Other studies increased the DCNN performance by introducing
complementary features. For example, Wang et al. (2018) discussed how depth awareness
can be obtained in DCNN [11]. Furthermore, Mohan et al. [12] extracted local features
from face images using a local gravitational force descriptor and fed a DCNN with those
features, resulting in improved performance. Other works benefited from object detector
networks fine-tuned for facial recognition tasks [13–15].

Although there are some promising results for facial emotion recognition tasks, there
is still room for improvement. Low inter-class variance makes feature extraction in this
task a challenge that could improve the model’s efficiency. Furthermore, until recently,
research on this topic has been conducted by mainly considering six basic emotions. These
emotions (happiness, surprise, sadness, disgust, anger, and fear) were described by Ekman
and Friesen [16] in 1971. However, human emotions can be more complex than basic
emotions, considering the factors, such as mental state, cultural background, and personal
relationships, which affect the emotional state [2,17–21]. In [22], the concepts of compound
emotions are discussed to detail the basic emotions. It was shown that a human emotional
state consists of many emotions, which are called dominant and complementary emotions.
Considering this, compound emotions create another big challenge for the facial emotion
recognition tasks as it is needed to recognize both the dominant and complementary
emotions. Furthermore, distinguishing these two expressions can be extremely difficult
in some cases. To address the above-mentioned issues, this work presents the following
contributions:

• We organized a competition on recognizing compound emotions that require, in
addition to performing an effective visual analysis, dealing with recognition of micro
emotions. The database includes 31,250 faces with different emotions of 115 subjects
whose gender distribution is almost uniform. The challenge was held at the FG2020.

• We introduce the winning method: a two-stage recognition algorithm to recognize
compound emotions. In the first stage, coarse recognition, a DCNN was used to
extract appearance features, and they are afterward combined with facial-point fea-
tures. Then, in the second stage, fine recognition is done using a binary classifier.
This two-stage recognition method is our first contribution to the proposed method.
The second one is multi-modality, using appearance information with facial-point
information. Moreover, to improve the performance, a model-ensembling based on
the label distribution was used.

The rest of this paper is organized as follows: Section 2 reviews the related works.
Section 3 presents the compound-emotion-recognition challenge. Section 4 introduces
the winning method. Section 5 presents the experimental results. Section 6 includes the
discussion for the proposed method. Finally, the paper is concluded in the last section.

2. Related Work

In 1872, Darwin conducted the first study of facial expressions by comparing a hu-
man facial expression with an animal facial expression. In their book, he discussed the
differences and how they are connected [23]. Much later, Ekman and Friesen (1971) [16]
launched the modern facial expression recognition effort by defining the six basic expres-
sions of a human. Their work provided a base for future works in emotions classification.
A few years later, Suwa et al. (1978) [24] proposed a method to automatically analyze facial
expressions from a face video animation or an image sequence. Later, K. Mase and A.
Pentland [25] analyzed facial expressions using optical flow to extract muscle movements
of the face during these expressions.

Years after these initial works, a significant development occurred due to methods
based on deep neural networks. In 2012, AlexNet achieved a major success in the ImageNet
competition [26], and deep learning related methods have been developing rapidly since
then. Deep neural networks are applied to many computer vision tasks, including facial
emotion recognition. Researchers have tried to extract features from images and videos
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using methods such as convolutional neural networks (CNN) [27] or long short-term
memory (LSTM) [28]. However, the low variance between classes has always been a
challenge. To improve accuracy, researchers have implemented different approaches.
In [29], Hu et al. used DCNN and improved it by adding a supervised scoring ensemble
block. In 2017, Guo et al. [30] proposed a multi-modal method. They utilized CNN-based
networks using both appearance and geometrical information. Their work showed that
multi-modality could be helpful to extract features for micro expressions.

Recently, there have been studies that add to the basic emotions, namelycompound
facial emotion recognition. As mentioned by [31], by merging several components of
emotional categories to create new ones, compound emotions can be constructed. In 2015,
Du and Martinez [31] have identified and studied 17 compound emotions, including some
distinctly biased towards one of the component emotions.

Many different researchers are currently sutdying facial emotion recognition. The
same interest exists in the field of compound emotion recognition. In general, the task
of compound facial emotion recognition is crucial, as such emotions assist in solving
specific behavioral or social problems [31]. Compound emotions consist in dominant and
complementary emotions and are more detailed than the basic facial emotions [22,32,33].
Based on the research of Du and Martinez (2015) [31], we can see that facial expressions of
these emotions are consistent across people and differential between emotional categories;
moreover, the associated facial expressions can be universally visually recognized by
observers. However, according to Guo et al. (2018) [22], the compound emotions are more
challenging recognize in comparison with the basic ones.

Emotion perception and classification can be classified into two leading models:
continuous and categorical [34]. A categorical model is based on C classifiers that are
tuned to specific emotion categories [34]. According to Du and Martinez (2012), compound
emotion recognition can be done by linearly combining C face spaces whose dimensions
are mostly configural [34]. However, in this case, the classification of facial expressions is
focused on the precise detection of facial landmarks rather than on recognition [34].

Facial emotion recognition can be done using different methodologies [35–38]. For
example, in the research of Liliana et al. (2017), the authors used twelve types of compound
facial emotion recognition in a sequence of images using two-stage learning, which was a
combination of Support Vector Machines (SVM) and Conditional Random Fields (CRF) as
sequence classifiers [39]. In this approach, SVM classifies each image frame and produces
an emotion label output, which becomes the input for CRF [39]. CRF, in turn, yields the
mixed emotion label of the corresponding observation sequence [39].

Zhang et al. (2020) propose a two-stage compound-emotion-recognition method that
includes coarse and fine recognition stages [40]. This method allows the enhancement of the
classification for symmetrical emotion labels [40]. Li et al. (2017) in their research propose
using a Deep Locality-Preserving CNN (DLP-CNN) method for expression recognition [41].
This method enhances the discriminative power of deep features by preserving the locality
closeness while maximizing the inter-class scattering [41]. Based on the experiments
conducted, the authors show that the DLP-CNN method produces state-of-the-art results
for emotion recognition in the wild.

3. Compound Emotion Recognition Challenge
3.1. Compound Emotions Database

Human–computer interaction performs more realistically if the computer can recog-
nize more complex expressions of the human interacting with it. However, most publicly
available datasets are mainly limited to six basic emotions, where each face image has only
one from a set of six labels assigned. For this reason, we have developed a large facial
expression database called iCV Multi-Emotion Facial Expression Dataset (iCV-MEFED)
designed for multi-emotion recognition. This database is unique as it tries to investigate
dominant and complementary emotions. The main aim for making this database was to
understand which automated process can recognize combinations of seven primary emo-
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tions. The database includes 31,250 images of facial expressions with different emotions
from 115 subjects whose gender distribution is almost uniform. Subjects’ age ranged from
18 to 37 years old with different ethnicity and hairstyles. The room has uniform lighting
conditions; hence, the variation of light changes can be ignored. Each subject acts with
50 different emotions (Table 1), and for each of these emotions, five samples have been
taken. The images are taken and labeled under the supervision of psychologists, and the
subjects have been trained about acting emotions that they posed.

Table 1. 49 Dominant–complementary emotion combinations (the 50th emotion is neutral).

Angry Contempt Disgust Fear Happy Sadness Surprise

Angry angry contemptly
angry

disgustingly
angry

fearfully
angry

happily
angry

sadly
angry

surprisingly
angry

Contempt angrily
contempt contempt disgustingly

contempt
fearfully
contempt

happily
contempt

sadly
contempt

surprisingly
contempt

Disgust angrily
disgusted

contemptly
disgusted disgust fearfully

disgusted
happily

disgusted
sadly

disgusted
surprisingly

disgusted

Fear angrily
fearful

contemptly
fearful

disgustingly
fearful fearful happily

fearful
sadly

fearful
surprisingly

fearful

Happy angrily
happy

contemptly
happy

disgustingly
happy

fearfully
happy happy sadly

happy
surprisingly

happy

Sadness angrily
sad

contemptly
sad

disgustingly
sad

fearfully
sad

happily
sad sad surprisingly

sad

Surprise angrily
surprised

contemptly
surprised

disgustingly
surprised

fearfully
surprised

happily
surprised

sadly
surprised surprised

As mentioned above, for each subject in the database, five samples for the set of
50 emotions have been captured by a Canon 60D camera under uniform lighting conditions
with a relatively unchanged background and a resolution of 5184× 3456. This was done so
that the challenge solutions can focus on the main problem and avoid additional prepro-
cessing requirements. For each subject, the purpose of the database and all the seven main
emotions were thoroughly explained. Before capturing, subjects were instructed to remove
any hair from their face and not to move their heads too much. For each emotion, examples
were simultaneously displayed. If a person had trouble expressing emotion, common
traits about the emotion were given, for example, thin lips for contempt. However, the
combinations of emotions were left up to the subjects themselves. A few examples from
the database can be seen in Figure 1.

After the data, were captured, they were given to psychologists to assess the realness
or truthfulness of the expressions. During this process, few subjects that did not manage to
convey their emotions well enough were eliminated. Even though the subject was mostly
everyday people, not actors, the data captured are relatively natural-looking and could
provide a huge benefit for researchers who are interested in combined emotions and how
they could be recognized.
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Figure 1. Some example emotions from the database.

3.2. Baseline–Compound Emotion Recognition Using Multi-Modality Network with Visual and
Geometrical Information

This method combines the visual and geometrical information in an end-to-end
convolutional neural network (CNN) [22,30]. First, each face ID’s mean landmarks were
estimated. Then, the geometrical representation of landmarks displacement is extracted.
The visual features are extracted by modified AlexNet [42], and the geometrical features
are represented as the face landmark displacement. In this way, both the geometrical and
the visual information are fully utilized for emotion recognition.

Geometrical Representation. Dlib (http://dlib.net/, accessed on 14 November 2021) [43]
was used to extract facial landmarks, and the algorithm in [44] was used to perform face
alignment by using center point from two eyes and center point from the upper lip.

http://dlib.net/
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Network Structure. The network structure of the method is shown in Figure 2. The
visual feature is a vector p1 ∈ R256, and the geometrical feature is p2 ∈ R136. Both p1 and
p2 are concatenated into p ∈ R392 (see Figure 2). Then, the concatenated feature p is fed
into a fully connected layer, and the hinge loss is adopted to optimize the whole network.
In addition, the last fully connected layer with hinge loss is similar to a Supported Vector
Machine (SVM) classifier, which is often used to classify geometric representations.

Figure 2. Overview of the 1st-place winner method of the competition. The upper part is a single-branch CNN network.
The whole architecture constructs the multimodality network. It is similar to the single CNN, but one more input, named
landmark displacement, is added into classifier in the last two layers of the network.

The CNN’s extracted feature p1 spans a vector space V1, where decision boundary can
correctly divide some samples, while its ability may reach the ceiling. Once the landmark
displacement vector p2 is embedded into the lower vector space, V1 is mapped from a
lower dimension into a higher dimension space V. Then V becomes more divisible because
of the effectiveness of p2, being similar to the kernel function in SVM but not nonlinear.

In the training phase, the size of the input image is 224× 224, and the landmark
displacement is 136× 1. The method uses stochastic gradient descent (SGD) with a mini-
batch size of 32 and the max iteration is 1× 105. The learning rate starts from 5× 10−4 and
is divided by 5 every 20,000 iterations. A weight decay of 5× 10−4 and a momentum of 0.9
are adopted. In testing, the feature p1 and each ID’s landmark displacements p2 are first
calculated, and then they are concatenated as the input of the classifier, following the same
pipeline as Figure 2.

Apart from multimodality network with visual and geometrical information, other
baselines such as unsupervised Learning of CNN [45] and face alignment images trained
with inception-V3 model and center loss [46] can be used. For the 50 labels as shown in
Table 2, the baselines for the aforementioned three methods’ accuracy of each category of
emotion on the testing set of the iCV-MEFED dataset is shown in Figure 3.
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Table 2. The label conversion table.

Label Emotion Label Emotion Label Emotion Label Emotion

0 neutral 14 contemptly surprised 28 fearfully surprised 42 sadly surprised

1 angry 15 disgustingly angry 29 happily angry 43 surprisingly angry

2 angrily contempt 16 disgustingly contempt 30 happily contempt 44 surprisingly contempt

3 angrily disgusted 17 disgust 31 happily disgust 45 surprisingly disgust

4 angrily fearful 18 disgustingly fearful 32 happily fearful 46 surprisingly fearful

5 angrily happy 19 disgustingly happy 33 happy 47 surprisingly happy

6 angrily sad 20 disgustingly sad 34 happily sad 48 surprisingly sad

7 angrily surprised 21 disgustingly surprised 35 happily surprised 49 surprised

8 contemptly angry 22 fearfully angry 36 sadly angry

9 contempt 23 fearfully contempt 37 sadly contempt

10 contemptly disgusted 24 fearfully disgust 38 sadly disgust

11 contemptly fearful 25 fearful 39 sadly fearful

12 contemptly happy 26 fearfully happy 40 sadly happy

13 contemptly sad 27 fearfully sad 41 sad

Figure 3. The accuracy of the three baseline methods (multimodality network with visual and geometrical information, unsupervised
learning of CNN and face alignment images trained with inception-V3 model and centre loss, respectively) of each category of emotion
on the testing set of the iCV-MEFED dataset.

3.3. Evaluation Metric

The CodaLab platform was adopted for the challenge for participants to submit their
predictions and track their progress. The participants were provided with training (with
labels) and validation data (without labels) during the development stage. Finally, during
the test stage, test data (without labels) and validation labels were released. This way,
training and validation data are used for internal validation, while test data are used for
external validation. The data division was of 70%, 20%, and 10% of the total data for
training, validation, and testing, respectively. The participants submitted the code and all
dependencies via CodaLab, and the organizers ran the codes. The evaluation was based on
the average correct emotion recognition. The evaluation metric used in the Challenge was
defined as the percentage of misclassified instances. The final rank was provided based on
the misclassification rate on the test set.
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4. The Winning Approach

In [30], the authors show sthat the visual and the geometrical information of the
face can be used to differentiate between facial expressions that have a slight variance
between them. The winning method used appearance features and the facial-point features
together for the compound emotion recognition task. In the proposed method, there is
data preprocessing that is followed by two stages. In the first stage, the winners use the
aforementioned features together to make a coarse recognition. Then, they follow with a
fine recognition to enhance the recognition results in the second stage. Moreover, they use
ensembling on the labels to improve recognition accuracy. In this section, we present the
proposed method in detail.

4.1. The Two-Stage Recognition Model

The proposed two-stage recognition method (shown in Figure 4) includes a coarse
recognition and a fine recognition, respectively, in the first-stage and in the second-stage. A
preprocessing is also included to crop and align the face regions from the images to reduce
the computational overhead.

Figure 4. Framework of the proposed method.

In the first stage, classification is done using the appearance features concatenated
with the facial-point features. Appearance features are extracted using a DCNN. For facial
point features, the winners followed the same approach taken in [30], which aims to reduce
the variance of the same facial expression in different faces. It was observed that the
first-stage classifier performs poorly in classifying the symmetrical emotion types such as
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angry–surprised and surprised–angry. To reduce such errors, the second-stage recognition
was introduced. In this stage, the winners cluster the symmetrical labels and train a binary
classifier for each cluster. The difference with the first stage is that it uses the symmetrical
emotions data for each classifier and uses a sigmoid function in the last layer instead of the
softmax function. Furthermore, the winners use a different feature extractor to extract the
appearance feature between the symmetrical emotions.

4.1.1. Preprocessing

For this competition, the compound emotional recognition task is defined as a single-
label-recognition task and thus has a multi-class classification problem with a large number
of classes. Therefore, the original complementary label and dominant label were transferred
into a single label. Following the proposal of [30], the following formula for the label
transformation was used:

n = 7× (c− 1) + d (1)

where c is the complementary emotion and d is the dominant emotion. By doing that, the
original problem is converted into a classification problem with 50 classes.

In addition to label preparation, faces from the images are aligned and cropped using
the method proposed in [43]. Firstly, facial landmarks are extracted using an ensemble of
regression trees. Then, the faces are aligned according to their landmarks and cropped to
224× 224. This image size is selected after trying different sizes as larger image resolution
does not provide a significant gain in the performance. This preprocessing reduces the
size of the image, which saves computational resources. At the same time, face alignment
prevents irrelevant factors such as background or head pose to influence the results.

4.1.2. The First-Stage: Coarse Recognition

Facial appearance features are one of the standard features used in facial expression
tasks as they provide excellent information due to the nature of the task. However, since
the iCV-MEFED dataset is a small dataset for such a complex task, more information to
train the classifier besides the facial appearance features was needed. Hence, facial-point
information is exploited as another set of features.

In previous studies, it has been shown that facial-point information is essential for
emotion recognition. Therefore, in the proposed method, the facial-point information
extraction method from [30] was adopted. Firstly, the mean facial point value for each
ID was calculated, and then the difference between the facial point value and its mean
value was calculated as the facial-point features. Details are explained in [30]. Finally,
concatenated appearance features and facial-point features to complement each other
were used for better recognition. Since the training and the test samples are created from
completely different people, we did not decorrelate the features.

Since the training dataset size is not very large in this competition, the ResNet18-
like structure used in the face recognition domain as our appearance features extraction
backbone was selected. The resNet18-like framework includes 18 deep layers. The input
size is 224× 224. After two linear layers, the final appearance feature vector is 512. This
vector is concatenated with 136 dim facial-point feature vector to make the images’ final
feature representation vector. Table 3 lists the ResNet18-like structure that was used.
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Table 3. Network structure of ResNet 18-like.

Layer Name Output Size Layer

Input layer 224× 224 3× 3, 64, stride = 1

Layer1 112× 112 [3× 3, 64]× 2
[3× 3, 64]× 2

Layer2 56× 56 [3× 3, 128]× 2
[3× 3, 128]× 2

Layer3 28× 28 [3× 3, 256]× 2
[3× 3, 256]× 2

Layer4 14× 14 [3× 3, 512]× 2
[3× 3, 512]× 2

4.1.3. The Second-Stage: Fine Recognition

After training the first-stage recognition, the trained model was tested on the training
dataset. The confusion matrix is illustrated in Figure 5.

Figure 5. Confusion matrix of the training dataset.

From this confusion matrix, it was found that a large proportion of false-detections
occur between the symmetrical emotions such as angry–surprised and surprised–angry (red
circle (28%) in Figure 5). This motivated the winners to use a second stacked recognition
stage to enhance the recognition of such symmetrical emotions. In this stage, firstly, they
cluster the symmetrical labels such as (1_7, 7_1) together; after that, 50 labels are clustered
to 29 labels. In these 29 labels, there are 21 symmetrical labels, since there are 8 labels in
which the complementary emotion label and the dominant emotion label are the same.
Then, features were extracted and a binary classifier was trained for each symmetrical label,
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which helped mitigate the error caused by the symmetrical labels. In this stage, symmetrical
emotion samples were used to train the classifier. The feature extractor and the binary
classifier used in this stage are similar to the methods used in the first stage. A ResNet18-
like backbone is used to extract the appearance features between the symmetrical emotions.
Then, the same fully connected structure is used as the binary classifier. However, in this
stage, a sigmoid function is used in the last layer instead of a softmax function. Thanks to
the fine recognition in this stage, recognition performance improved while the false cases
caused by symmetrical labels are better handled. Figure 6 summarizes this procedure.

Figure 6. Binary classifications for classifying the symmetrical labels.

4.1.4. Ensembling and Voting

The dataset includes 31,250 facial images with different emotions of 125 subjects, each
subject acting out 50 different emotions. Note that five images were taken with a camera
for each emotion of a subject. These five images of each emotion can be captured in a
continuous way as shown in Figure 7.

Figure 7. Continuous images for one label.

One can see that these five sample images of the same emotion look very similar. In
the video object detection domain, multiple continuous frames were used to vote to decide
the final object category. Such a method can improve the robustness of detection results
for the task at hand. We observed that the recognition results for these burst images are
sometimes disturbed. For example, image d in Figure 7 is recognized as 2_6, while images
a, b, c and e in the same figure are recognized as 2_1 by the model at the same time.

To improve the robustness of the recognition task, the sequential information in the
same way as in the video object detection domain was used.
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In the method, these five burst images were taken as one sequence, and the majority
voting recognition result as the final output of all the images in this sequence was used. For
example, the prediction result for image d in Figure 7 will be changed to 2_1 after voting.

5. Experimental Results

We trained and tested the proposed method on the competition dataset, comprising
both dominant and complementary labels for each sample/image, hence, increasing the
complexity of the challenge.

In our experiments, we cropped and resized the input images into a resolution of
224 by 224 pixels. The facial-point representation uses a vector of 136 dimensions. We
adopted the RADAM [47] optimization method and set the batch size to 512. The initial
learning rate of RADAM was 0.0001 and the epochs number was 1000. Due to the relatively
small size of the dataset, we used a dropout ratio of 0.8 in the linear layer of the network
when training the above three models. We used PyTorch as both the training and testing
platforms. To achieve a more accurate recognition rate, we trained three different models.
We then used these models for model ensembling. For better understanding, we make the
following two definitions:

• Dialog tag: we used the same complementary and dominant as a dialog tag to define
the label. There are eight dialog tags in this competition such as N_N1_1

• Symmetrical tag: we defined the symmetrical labels pair as a symmetrical tag. There
are 21 symmetrical tags in this competition such as 1_7, 7_1

Next, we described these three models in detail:

• Model_1: One-stage model: In this model, we used only the first-stage recognition, and
the output of this model is the prediction results of all 50 categories. The backbone of
this Model is ResNet18-like, where we used both appearance and facial-point features
for the classifier.

• Model_2: Two-stage recognition model-version1: The first-stage recognition is the
same as Model 1, and the prediction results will go through the second-stage recogni-
tion. In this stage, we trained 21 binary classifiers corresponding to 21 Symmetrical
tags to classify the final label for each symmetrical tag.

• Model_3: Two-stage recognition model-version2: We transferred the 50 categories
into 29 tags for training data in this model and retrained the first stage recognition
with 29 output categories. Furthermore, the prediction results would go through the
corresponding binary classifier in the second stage of recognition for the final output.

We used the ensembling method explained in Section 4.1.4 to vote on the final output
predict outcomes after we obtained the results from the three models. The ensembling
process of our approach is depicted in Figure 8.

Finally, the three models were tested separately on the test dataset, and the ensembling
results are reported in Table 4.

Table 4. The competition accuracy results of the proposed method.

Method Test Set

Model_1 18.51
Model_2 19.71
Model_3 19.28
Ensembling 21.83

We can observe that the two-stage recognition approach performs better than the
one-stage approach. Moreover, the ensembling method further improves the performance.
Using ensembling method with the two-stage approach, we can achieve about 4% gain
compared to model_1. Finally, we achieve 21.83% accuracy. Our method with ensembling
performs also better than all the baseline methods in the competition and achieves over 2%
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accuracy improvement compared to the best performing baseline, i.e., 1st baseline method.
Figure 9 shows the training loss of model_1 and the first stage recognition in model_3.

Figure 8. Assembling of three models.

Figure 9. Training loss of model_1 and model_3: stage1.

According to Figure 9, the average loss of both models is steady in the range [2.2, 2.7],
which is our model selection criterion.

6. Discussion
6.1. Backbone Selection

The backbone selection is vital for the model quality. Since the training dataset size
is relatively small, we selected the following three candidate backbones, namely Alexnet,
ResNet18-like (the input layer is slightly different; see Table 1), and ResNet34. As was
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shown in the experimental results, ResNet18-like backbone is the best option for the
compound emotion recognition. For a fair comparison, we used the same facial-point
features in all of the above models. Since the GPU usage of the ResNet34 model is more
extensive than ResNet18-like and Alexnet, we set the batch size of ResNet34 to 256 for the
training completion. It was observed that the ResNet backbone over perform than Alexnet
because ResNet structure usually can extract more discriminated features, which has been
shown in other computer-vision-related tasks [48–50]. However, the predicted results of
ResNet34 is not as good as ResNet18, possibly because the training process’s batch size is
small due to the small training dataset size.

6.2. Image Resolution

In order to investigate the effect of image resolution on the recognition performance,
the following two image resolutions were investigated: 112× 112 and 224× 224. We utilized
the backbone network as the ResNet18-like framework. The experimental results have
shown that a higher resolution can provide slight improvement by 0.3% for this dataset.

7. Conclusions and Future Work

Compound emotion recognition is a new topic in automation that aims to overcome
the shortcomings of basic emotion representation such as limited expressions represented.
However, there are challenges that come with compound emotions, such as the high
number of classes and complexity of the expression, which is yet to be tackled satisfactorily.
We aimed to handle these challenges by presenting a two-stage recognition approach.

In this paper, we introduced the proposed method we used in the Compound Emotion
Recognition Competition. The proposed method includes three major contributions:

• A two-stage strategy is used to mitigate the symmetrical label misclassification.
• We benefit from both appearance and facial-point information for compound emotion

recognition.
• We ensemble one-stage and two-stage base models to further enhance the performance.

Our experimental results showed that by combining facial appearance features and
facial-point features, emotion recognition performance improved compared to baseline
methods in average correct predictions.

One of the main limitations of the proposed method is noise handling. During our
training process, we found out that the dataset may include some noisy data, which affects
the training process. We observed that the noisy data occur when the actor “acted” the
emotion differently from how a person ordinarily would. Therefore, we think that different
people may understand “emotion” differently, thus making the “cognition noise“ task
hard. When the multiple-emotion problems are involved, it will be even harder to say
which emotion is dominant and complementary. As a future work, the noisy data can
be eliminated from the dataset, or the consequences of the noisy data can be reduced by
improving the method. Moreover, a dataset with the compound emotions in the wild can
be collected to evaluate the performance on a more naturally expressed sample set.
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