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Abstract

According to research into second language (L2) practice, learners should
repeatedly engage in output activities with feedback in order to develop accuracy.
Digital flashcards can be used to prompt L2 output and deliver feedback when teacher
instruction or peer interaction are not available. Traditionally used for vocabulary, this
tool could also be used for grammar learning by providing exemplars of target
structures. The difficulty, distribution, and quantity of practice have been shown to
affect learning and retention in other domains, but little is known about how these
variables affect productive L2 grammar practice. Research into these areas could
deepen our understanding of L2 learning processes while providing useful guides for
enhancing L2 practice. This thesis includes four papers. Chapter 1 is an introduction to
the topic, covering the importance and theories of L2 practice, a primer on digital
flashcards, and the research gaps to be addressed. Chapters 2-5 are research papers. The
first paper, published in System as Serfaty and Serrano (2020), investigated how
flashcards could be used for grammar learning in an environment where other forms of
learning are unavailable. Simple structures were studied by 31 low-proficiency
learners, aged 9-17, in a rural setting in Cambodia over two weeks. They were tested
after one day, two weeks, and four months. Results showed that participants made large
gains in their grammatical accuracy and maintained these gains over time. Scores were
equivalent for trained and untrained items, showing that the exemplars used in training
provided rules that were generalized to novel sentences. The second paper, published in
Applied Psycholinguistics as Serfaty and Serrano (2022), investigated how this type of
learning might be affected by the distribution of sessions. Two complex structures were
studied at intervals of one day or one week, tested after one week or one month.
Participants (V = 117) came from an international school in Phnom Penh, aged 10-18.

The optimal lag was predicted by individual differences. Participants with slower times



and lower proficiency obtained higher scores from the shorter lag, whereas faster and
more proficient learners benefited from a longer lag. Neither lag was better overall. The
third paper, currently in review in Language Learning and Technology, repeated this
methodology, using the same intervals, tools, and setting, with vocabulary items. Of the
96 participants analyzed in this study, 77 were also in the grammar analysis. This
allowed for a comparison between grammar and vocabulary lag effects. This paper also
aimed to ascertain whether a lag effect is found outside of lab conditions with
secondary school students, which has not been found previously, and to explore
whether lag effects are different for productive (form-recall) and receptive
(meaning-recall) knowledge of learned words. Results showed a small but consistent
advantage to the longer lag at both testing times, in contrast to grammar. The longer lag
was particularly effective for retaining receptive knowledge at the 28-day posttest. The
final paper, currently resubmitted to Language Learning after revisions, aimed to find
the optimal amount of practice for the long-term retention of grammar knowledge. An
artificial language was learned and then practiced on either one, two, three, or four
relearning sessions on consecutive days, with 30 participants per condition (N = 129),
aged 18-30. At a two-week posttest, it was found that average scores were significantly
higher after a third relearning session. Accuracy during training peaked after the second
relearning session, leading to a hypothesis that a threshold of knowledge is crossed
after performing two sessions without errors. When re-coding the participants
accordingly, this threshold was a stronger predictor of high posttest scores than the total
number of sessions. The final chapter summarizes the findings from these papers,
details implications from these findings on future theory, research methods, and

pedagogy, and ends with some suggested future directions.



Resumen

Los estudios sobre el efecto de la practica en una segunda lengua (L2) sugieren
que es importante que los estudiantes participen repetidamente en actividades de
producciéon en las que puedan recibir feedback o retroalimentacion. Las tarjetas
digitales (digital flashcards) se pueden usar con tal fin cuando el contexto de
aprendizaje no facilite la recepcion de feedback por parte de los estudiantes, ya sea por
carecer de profesores formados, o por la imposibilidad de realizar actividades de
produccion en clase. Las flashcards tradicionalmente se han utilizado para el
aprendizaje de vocabulario, sin embargo, también pueden utilizarse para el aprendizaje
de la gramatica. Se ha demostrado que la dificultad, la distribuciéon temporal y la
cantidad de la prdctica afectan el aprendizaje y la retencion de contenido en una L2,
pero se sabe poco sobre como estas variables afectan la practica productiva de la
gramatica. La investigacion sobre estos temas podria facilitar nuestra comprension de
los procesos de aprendizaje de L2 al tiempo que proporcionar una guia util para
profesores y estudiantes sobre como mejorar la practica de L Esta tesis incluye cuatro
articulos. El Capitulo 1 es una introduccion que presenta los temas claves investigados
en la presente tesis. Los capitulos 2 a 5 incluyen las publicaciones. El primer articulo,
publicado en System como Serfaty y Serrano (2020), investigd como las flashcards
podrian usarse para el aprendizaje de la gramatica en un entorno donde no hay otras
formas de aprendizaje disponibles. Los resultados mostraron que los estudiantes
lograron grandes avances en su correccion gramatical y mantuvieron estos avances a lo
largo del tiempo. El segundo articulo, publicado en Applied Psycholinguistics como
Serfaty y Serrano (2022), investigd como este tipo de aprendizaje podria verse afectado
por la distribucion temporal de las sesiones. Los estudiantes aprendieron dos

estructuras complejas a intervalos de un dia o una semana, y realizaron una prueba una



semana o un mes después. Los resultados indicaron que el intervalo 6ptimo depende de
lasdiferencias individuales de los estudiantes. El tercer articulo, actualmente en revision
en Language Learning and Technology, repitio esta metodologia, utilizando los mismos
intervalos, herramientas y entorno, pero con vocabulario en lugar de gramatica como
objetivo de aprendizaje. Los resultados mostraron una pequeia pero consistente ventaja
del intervalo mas largo, en contraste con los resultados obtenidos para la gramatica. El
ultimo estudio, actualmente reenviado a Language Learning después de revisiones,
tenia como objetivo encontrar la cantidad optima de préctica para la retencion a largo
plazo del conocimiento de la gramatica. Los participantes aprendieron una lengua
artificial y luego la practicaron en una, dos, tres o cuatro sesiones de “reaprendizaje” en
dias consecutivos. En una prueba posterior dos semanas después, se encontré que las
puntuaciones eran significativamente mas altas después de una tercera sesion de
reaprendizaje. Después de analizar los resultados a nivel individual, se observé que los
participantes mejoraban de forma significativa su correccion en la produccién
gramatical después de realizar dos sesiones sin errores, lo cual ofrece una guia para la
practica de gramatica en L El capitulo final de la tesis resume e interpreta los resultados
obtenidos en los cuatro estudios, detalla sus implicaciones para las teorias de
aprendizaje de L2, métodos de investigacion y ensefianza, para concluir con la

presentacion de algunas direcciones para futuros estudios.
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Chapter 1: Introduction

Second language (L2) practice has been defined by DeKeyser (2007) as
“specific activities in the second language, engaged in systematically,
deliberately, with the goal of developing knowledge of and skills in the second
language” (p. 8). The perception of L2 practice has suffered in recent decades
from an association with early approaches to language learning (DeKeyser,
2010). In particular, the audiolingual approach was infamous for only allowing
students to memorize, imitate or manipulate supplied target phrases and
dialogues without progression to genuine interactions. In this approach,
language was taught through mechanical habit formation, with no place for the
analysis of underlying rules or the generation of original or communicative
language (Richards & Rodgers, 2001). On the other end of the spectrum,
Krashen (1985) insisted that language can only be acquired through input,
subconsciously, following a natural sequence. Krashen has continued to be
highly critical of claims that productive practice has any positive effect on
language acquisition (e.g., Krashen, 1998). This is despite a body of evidence
from immersion contexts (Swain, 1998) showing that meaningful input alone is

not sufficient for acquiring accurate L2 use.

More recent approaches have prioritized productive and interactive L2
practice. In task-based learning, the emphasis is on communicating messages in
order to complete tasks, with less emphasis on grammatical accuracy (Long,
1996). In this approach, grammar is taught inductively as a task goal rather than

for its own sake. Thus, although it is now widely accepted that language

16



learners need to produce the language in order to learn it, the value of

de-contextualised and non-communicative practice remains controversial.

This thesis will mainly, but not exclusively, deal with grammar practice.
For clarity, grammar will be defined as the assembly of linguistic parts
according to morphosyntactic norms that communicate an intended message.
These norms are based on how a language is used by a target language
community. For example, knowing to use “would have” rather than “would has”
is important because this is how the language is currently used and understood
by proficient English speakers. In essence, the term grammar is used in
opposition to vocabulary. If vocabulary items are the building blocks, then the
act of assembling and manipulating these blocks to form meaning is grammar.
Note that this definition of grammar does not include knowledge of grammar

terminology, but rather the effective use of the L2.

Grammar is especially difficult to master when one’s first language (L1)
does not encode a particular feature that is required in the L2 (Crosthwaite,
2016; Oksiiz et al., 2021; Schepends et al., 2020). This presents a particular
challenge to speakers of non-European Ll1s from entering fields that require
proficient English, which is the case for many employment opportunities and
certainly for much of academia. It is therefore vital for learners to acquire some

level of grammatical accuracy in their L2.

Despite some negative perceptions, it is clear that some form of practice
is desirable in L2 learning. This chapter will present some factors that

contribute to effective practice, introduce a tool for investigating these factors,
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identify some specific research gaps, and finish with an outline of the studies

conducted to address these gaps.

1.1 Theories of L2 Practice

While general rules of grammaticality could be learned as static factual
knowledge, this thesis defines grammar as the skill of converting intended
meanings into comprehensible forms without ambiguity. The difference
between a factual knowledge of rules and a skill is that the latter can be
performed with variable proficiency and success, and can be improved through

practice.

The type of practice promoted by the audiolingual approach was
imitation, which requires no effort or attention to underlying patterns. This
could be useful for quickly acquiring useful phrases in an unknown language,
but cannot lead to transferable knowledge. For example, memorizing “wear 1z
00 'ba:0ru(:)m” (Where is the bathroom?) does not enable the user to ask where
other places might be. They would need to know which syllables express the
question and which syllables refer to the location. Whereas teachers of the
audiolingual method were instructed to praise learners after a successful
imitation in order to subconsciously reinforce acceptable utterances (Richards &
Rodgers, 2001), transferable practice should involve consciousness-raising
feedback to promote deeper understanding of the underlying rules of the target

language (Gass & Mackey, 20006).

The expression of language formulated from one’s own mind, as

opposed to reciting or imitating, is known as output. Swain’s Output Hypothesis
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(1985, 1988, 1995), formulated in direct opposition to Krashen’s input-only
approach, highlights three key roles of output. The first is noticing, which is the
idea that learners must be consciously aware of a form or rule in order to learn
it. By producing a form in output, the speaker processes it more deeply than
they would through passive comprehension. If, however, the learner is not able
to produce the required form, this failure primes them to notice the form in
subsequent input. The next function of output is hypothesis testing. By
producing the L2, the learner is testing their current understanding of the target
language. The final function of output is metalinguistic reflection, which is the
learner’s ability to reflect on feedback from their output in order to confirm their
hypothesis or be prompted to change their hypothesis. These aspects of
language learning have been integrated into many competing models of
instructed second language acquisition (Leow, 2015). As the learner produces
more language, receives more feedback, and restructures their internal rules for

the L2, they progressively improve their skill proficiency.

This gradual qualitative improvement is described by Skill Acquisition
Theory (SAT; DeKeyser, 2020), which is a key theoretical framework in this
thesis. According to SAT, learners first acquire declarative knowledge, which is
the knowledge of what they are supposed to do (e.g., knowledge that regular
verbs in English are expressed by adding -ed). This could be achieved through
direct instruction from a teacher, for instance. As the learner begins to
implement these rules, procedural knowledge also develops. Procedural
knowledge consists of internal production rules (e.g., if “walk™ + past, add -ed)
that can be implemented. Procedural knowledge, once sufficiently developed,

allows for faster and less effortful performance. Through extensive practice, this
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knowledge should eventually become automatised. Automatised knowledge can
be performed instantaneously and effortlessly (Segalowitz & Segalowitz, 1993),
resulting in fluent use of the L2. The process of proceduralization is
traditionally measured by response times and error rates (e.g., DeKeyser, 1997,
Ferman et al., 2009; Suzuki, 2017). Both of these measures improve sharply
after some initial practice and then continue to improve gradually with further

practice until no more improvement can be detected (Kim et al., 2013).

While the Output Hypothesis tells us that output is needed as a
component of practice, and SAT deals with the improvement trajectory of skill
proficiency through extensive practice, there is still the issue of how the L2
should be practiced. For this, insights can be taken from the Desirable
Difficulties Framework (DDF; Bjork, 1994). According to this framework,
activities that cause difficulty during practice may lead to more errors in the
training phase, but can often lead to better long term retention and
transferability of the practiced knowledge or skills (Bjork, 1999; Schmidt &
Bjork, 1992). This contrasts starkly with the audiolingual method, which
discouraged communication due to the risk of producing incorrect utterances.
Under the DDF, errors are viewed as an opportunity to notice gaps in
knowledge and process the target material on a deeper level. It would also be
suboptimal for conditions to be too difficult for learners to successfully acquire

the target knowledge. In these cases, difficulty should be reduced.

Suzuki et al. (2019) adapted the DDF to L2 practice, suggesting that the
desirable level of difficulty for a practice condition depends on the inherent

difficulty in the feature being learned and the subjective difficulty for the
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learner. One of the simplest ways to manipulate difficulty is to change the
amount of time between practice sessions. More time would lead to forgetting,
allowing learners to identify knowledge that has not yet been mastered, whereas
less time would allow learners to practice more difficult skills without needing

to relearn key concepts.

In sum, output practice serves several purposes in L2 development.
Through output, learners notice and acquire target forms, which become more
accessible through repeated practice. The best type of practice should be

challenging in order to induce deep processing.

1.2 Digital Flashcards as a Research Tool

As stated above, practice should be productive, intensive, and
challenging. Authentic communicative tasks would be ideal because practice is
most effective when it matches the end goals (Lyster & Sato, 2013). However,
there are a number of issues with relying on this type of practice. Firstly, most
language learners are not exposed to situations in which they can authentically
communicate in the L2. Much of the world’s language learning takes place in a
foreign language classroom in a secondary school, with English alone being a
compulsory subject in 142 countries (Ives, 2022). Communicative practice can
be manufactured through well-designed tasks, but planning and implementing
tasks effectively requires a high level of expertise (Van den Branden, 2016) that
many educators simply do not possess. Therefore, in many cases, authentic
communicative practice is not a viable option. Secondly, although interaction

can elicit useful feedback (Gass & Mackey, 2006), it is not guaranteed. In some

21



cases, the interlocutor may wish to be polite or may understand from context
rather than from language, or may not be aware of the error. In these cases, the
learner might not receive feedback, which is necessary to prompt metalinguistic
reflection (Long, 1996). Thirdly, it can be difficult to design a task in which a
specific structure is guaranteed to be needed extensively and learners might
avoid it altogether. Therefore, in cases where a specific problematic feature is
targeted, or if a teacher wishes to expand their students’ linguistic repertoire,
practice may need to be more systematic, artificially repetitive, and with the

guaranteed provision of feedback.

Digital flashcards are applications that are designed for independent
practice of specific items. They are commonly used for learning vocabulary
pairs or for memorizing facts before exams (Zung et al., 2022). They are based
on paper flashcards, where the front has the question or cue, and the back has
the target, allowing the user to test themselves. This form of practice is known
as retrieval. The learner repeatedly attempts to retrieve information from

memory in order to strengthen their access to that knowledge.

The digital versions of flashcards include a host of useful features for
the learner (Ashcroft et al., 2018; Nakata, 2011; Zung et al., 2022). For
example, software will automatically remove known items, allowing the learner
to focus on unknown items. With a criterion of one, the user must answer every
item correctly once before it is removed from the cycle. The criterion could also
be increased. For example, Cram.com has a mode in which five correct
responses of each item are required before a session ends. Increasing the

criterion has been shown to increase posttest scores in the short term (Rawson
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& Dunlosky, 2011) and could be useful for “cramming” before an exam. Most
apps also record the learner's progress so that users can choose to practice items
that were difficult in a previous session. Apps are also accessible from
anywhere, allowing learners to take advantage of time in transit, waiting for an
appointment, or during a break from work. Sets can be synced to be available
offline, making them suitable for environments without an internet connection.
Flashcards can be created in any written language and accompanied by audio in

many widely-spoken languages.

Although flashcards have traditionally been used in L2 learning for
vocabulary, the papers in this thesis will show that flashcards can also be used
for grammar practice. Rather than retrieving single items, learners can practice
formulating full sentences in the L2. They see a cue, which could be the L1
translation or an L2 scenario, and they type the L2 sentence (see Figure 1).
Upon doing so, they see the target response, presented along with their attempt
(Figure 2). This leads them to notice similarities and differences between the
sentences and either hypothesize rules (inductive learning) or be reminded of
rules that have already been taught (deductive learning). The next flashcard
allows them to apply these rules in a new sentence that requires the same
knowledge (Figure 3). Errors could be made around the target feature, but errors
could relate to any aspect of the sentence, from the orthography of content
words to a missing ‘s’ (Figure 4). Through this mechanism, they not only
practice the target feature but also work on other linguistic features and general

accuracy.
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Digital flashcards were adopted as the focal tool for this thesis. The
motivation for this was threefold. Firstly, from a research perspective, this tool
can be used to control the nature of L2 practice in a precise manner. The exact
input and feedback is predetermined, no instructor factors or peer-interaction
factors are involved, and the exact amount of accurate output of each learner
can be manipulated. These attributes make it easy to isolate specific practice
variables while holding many other potentially confounding variables
constant. Secondly, from a theoretical perspective, flashcards involve input,
output, feedback, hypothesis testing, and extensive repetition, all of which
have been highlighted as necessary ingredients for L2 practice. Sets of
flashcards may be designed with a specific target feature in mind, but the
participant must consider the accuracy of the entire sentence in order to
remove an item. This contextualizes the target feature within general accurate
language production, which is more desirably difficult and more like authentic
language use than typical grammar exercises. For example, in a gap-filling
exercise, the target feature is isolated while the learner can ignore the rest of
the sentence. Thirdly, from a pedagogical viewpoint, flashcard apps are used
by teachers in real L2 classrooms. No time limit is imposed on the input or
output stages and there is no limit on the number of attempts for the
participant, as in genuine L2 learning conditions. This makes research from

digital flashcards ecologically valid and easily applicable for practitioners.

It should be noted that the goal of this thesis is not to advocate for the
use of digital flashcard practice as an ideal or exclusive form of L2 practice.
The purpose of using flashcards is only for learners to acquire knowledge of

accurate forms and to increase their access to these forms. By prompting the
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learner to independently induce rules for grammar or develop mnemonic
strategies for vocabulary, the teacher avoids “explaining” the language
metalinguistically, which can be confusing and ineffective for learners with
low metalinguistic awareness, and avoids presenting lists of vocabulary items.
In an ideal classroom setting with a highly competent teacher, the goal of
flashcards would be to give every student the practice and time that they
require outside of the classroom. On the one hand, flashcards could be
assigned ahead of an upcoming activity. Teachers could save a lot of time in
teaching a specific feature if the students have already undergone flashcard
training at home. In doing so, the teacher would not need to focus on teaching
rules, monitoring accuracy, or giving feedback. Instead, they could use their
time to facilitate interactive activities in the L2 that focus on meaning. The
other use of flashcards would be to collect and practice previously learned
features. Language courses tend to be modular and may not repeat key
vocabulary or grammar points with enough frequency for them to be well
retained (Tschichold, 2012). By creating flashcard sets, the student can remind
themselves of everything they have previously learned and still access it when
desired in the future. In less ideal contexts, where a student must learn a
language without access to proficient teachers, accurate textbooks, or online
lessons, flashcard apps can provide an offline and accessible means for

practicing the production of accurate L2 sentences.

This chapter has thus far sought to establish that L2 practice is worth
investigating and that digital flashcards are a suitable tool for doing so. I will
now specify the particular areas of L2 practice that will be addressed in this

thesis.
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1.3 Research Gaps

The first research gap that needs to be filled is the absence of studies
on how written practice affects accuracy development at the sentence level.
Repeated practice has been investigated for the development of accuracy in
oral output (McDonough & Sato, 2019; Sato & McDonough, 2019) and for
fluency without considering accuracy (de Jong & Perfetti, 2011; Suzuki, 2021;
Suzuki & Hanzawa, 2021). However, many learners do not have reliable
knowledge of their target language, either from lack of resources or from
failing to notice L2 forms. Oral practice of erroneous language may lead to its
fossilization in the learner’s interlanguage (Han, 2012). Written practice, with
feedback presented next to a learner’s attempt, is especially helpful for
noticing forms (Zalbidea, 2021). Moreover, oral practice is unrealistic for
many learners that do not encounter the target language outside of their
classroom or because they are studying autonomously. For all of these reasons,
an investigation into the potential benefits of repeated written output is
warranted.

The second gap is in research among underprivileged populations.
Research on L2 practice tends to be carried out in wealthy countries among
participants with access to educational resources (Collins & Mufioz, 2016).
Very little research has been conducted for populations who lack access to
formal education. This is surprising in that these populations have the greatest
need for intervention. Learning English can be the ticket out of a cycle of
poverty in many developing countries, opening doors to education and

employment (Haidar, 2019; Hamid, 2016). The vast majority of techniques
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found in the literature are simply not applicable to a large portion of language
learners, who do not have access to reliable resources or proficient teachers.

The third gap relates to time distribution. When comparing longer or
shorter distributions of study sessions, mixed results have been obtained. The
types of target knowledge, learning activities, tests, and participants have
varied too much for any clear conclusions to be made. It is clear that altering
the distribution of practice has an effect, but the direction of this effect has
varied depending on the study (Edmonds et al., 2021). It is necessary to
perform more controlled and replicable research into time distribution,
controlling for as many variables as possible. One specific question is to what
extent distribution effects found in verbal learning studies from cognitive
psychology (e.g., Cepeda et al., 2009) would apply to the skill of L2 grammar.
A related question is whether distribution effects could be utilized for
classroom learning. Lastly, little is known about how distribution effects may
differ according to the type of knowledge under examination (grammar vs
vocabulary; productive vs receptive).

The final and possibly most important gap concerns the quantity of
practice. Previous research into multi-day learning has varied in how many
sessions were involved. Conclusions have been made by comparing posttest
scores between conditions with very little consideration to the overall scores.
In reality, language learners do not engage in practice in order to obtain
temporary knowledge or higher knowledge than someone from a different
practice condition. They want to learn their target fully, and to remember it in

the future. At the moment, we cannot advise a learner on how much practice is
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needed before their knowledge is immune to forgetting, or how often it must

be reviewed.

1.4 Thesis Outline and Overview

The present thesis uses digital flashcards to investigate L2 learning and
practice. Three of the four studies target L2 grammar, as defined above. The
flashcards are designed to target specific structures, but in all cases the entire
sentence must be grammatical in order for an item to be removed from a
practice set and learners are never instructed to focus on a specific feature.
They are simply asked to translate a sentence into English, or formulate the

sentence based on a given scenario. Four studies are presented.

Study 1 (Serfaty & Serrano, 2020) can be viewed as a proof of concept
for using digital flashcards to learn grammar, which had not been researched
previously. It also fills the first two research gaps by investigating the repeated
practice of written language formulation and taking place among a
resource-poor rural community trying to learn English without access to a
teacher or other materials. This study included 31 participants with no
previous exposure to native speakers or authentic language sources. They had
already been learning English daily for a year from a revolving door of
volunteers in an improvised school. The goal of the school was to supplement
their public schooling, which in Cambodia only operates for half the day. In
this time, the participants had acquired an impressive vocabulary but were
failing to form simple sentences with recognisable grammaticality. Flashcard

training was employed, using a range of target structures, including the present
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simple, present continuous, there is/are, and their interrogative forms. Each
structure had five exemplars, practiced three times over the course of eight
days. The study examined two aspects in particular - the transferability of
learned items to novel items and long-term retention. Tests required
participants to translate full sentences from their L1 (Khmer) into English, for
both trained and untrained items, using smartphones. The tests took place one
day, two weeks, and 18 weeks after the final training session. This study

established a baseline of success for the digital flashcard method.

Study 2 (Serfaty & Serrano, 2022) addressed the third research gap by
investigating how time distribution affects retention from this type of grammar
practice. Drawing on the Desirable Diftficulty Framework for L2 proposed by
Suzuki et al. (2019), this study was designed to primarily investigate the
effects of using a longer or shorter intersession interval. Moreover, the study
sought to determine which factors might influence this effect. Specifically, the
study compared two grammatical structures, two age groupings, two ability
levels (measured by time on task), and three levels of L2 proficiency. The
participants were from an international school for wealthy families in Phnom
Penh, with a much more privileged educational background and much higher
English proficiency. Structures were typed from L2 scenarios, rather than L1
translations, with intervals of either one day or one week, tested after either

one week or one month.

Further exploring time distribution, Study 3 (Serfaty & Serrano, in
review) repeated the same methodology as Study 2 but using vocabulary

items, with the aim of comparing lag effects between grammar and vocabulary
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learning without task differences or participant factors. The study included 96
students with an overlap of 77 participants from the grammar experiment.
Previous classroom studies had not reported better results from a longer
intersession interval. However, these studies had not examined vocabulary
retrieval training, which is the type of learning that has exhibited this effect
under lab conditions. This study also included both productive and receptive
tests, since these two dimensions of knowledge had never before been

compared after different lags.

Finally, Study 4 (Serfaty & Serrano, resubmitted) addressed the final
research gap relating to quantity of practice. It was observed that different
scores and retention levels were achieved in the previous grammar studies,
which had been different in terms of the quantity of practice. This study
compared learning grammar on two, three, four, or five consecutive days. An
experiment was developed on Gorilla to simulate digital flashcards.
Participants were recruited online through Prolific, aged 18-30 and with a
range of linguistic and geographical backgrounds. An artificial language was
developed in order to avoid any prior knowledge. Their achievement at the
training stage was measured by the number of trials required to complete a
session. Training performance was then compared to posttest performance in
order to form a new hypothesis about how to predict high posttest scores at the
training stage. This hypothesis was tested by regrouping participants according

to their training performance and modeling their posttest scores accordingly.

The final chapter provides a summary of the preceding chapters and

discusses their implications for theories of L2 practice, future research
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methods, and pedagogy. In light of the findings, and the questions raised, ideas

for future research are proposed.

In sum, this thesis seeks to present new insights into the optimal
distribution, difficulty, and quantity of L2 practice. The evidence gained from
these studies will be used to expand upon the Desirable Difficulties
Framework and Skill Acquisition Theory. The major pedagogical implications
of this research will relate to the type of learning that could be expected from
digital flashcards, the optimal scheduling of sessions, and the amount of

practice required for each student to achieve their goals.
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1. Introduction

Grammatical accuracy not only aids in communication but is an important skill in the academic and professional contexts.
Even teaching approaches which emphasize the importance of focusing on communicative skills in the second language (L2)
class, such as task-based language teaching, also include a focus on grammatical forms when necessary (Bindileu, 2019;
Robinson, 2011). Fortunately, grammar-focused technology has opened up a new realm of engaging learning activities. While
the benefits of computer assisted language learning (CALL) are widely known, most software caters only for languages with
many native speakers, such as English or Spanish. Language learners with less prominent first languages (L1s) do not have the
same access to online tools. However, online flashcards can be created by the user in many more languages and distributed
freely to those who cannot afford paid software. This makes digital flashcards a promising solution for under-represented
language learners. Second language acquisition (SLA) research into flashcard training has, until now, solely focused on vo-
cabulary learning. Findings have been largely positive (e.g. Andarab, 2017; Dizon, 2016; Nakata, 2020; Sanosi, 2018), despite
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the associations with behaviourism still prevalent among some scholars, but vocabulary is only one component of language.
Especially for learners with typologically distant first and second languages, connecting words to communicate meaning in a
more grammatically nuanced language can be a real challenge.

This longitudinal study will explore the possibility of using flashcards to improve grammatical accuracy by using exem-
plary sentences of grammatical patterns as flashcard items. Throughout this paper, the term “grammar” will denote generally
accepted morphosyntactic norms, without implying any deeper metalinguistic knowledge. Participants are school-aged
learners of English in a rural village in Cambaodia, whose need to learn English is great, but who lack the resources to do so.

2. Literature review
2.1. CALL for grammar

Although the ultimate goal of second language (L2) learning should be automatic and fluent language use in meaningful
situations, some researchers have claimed that a focus on language forms might be necessary in meaning-oriented L2
classroom contexts if the goal is to promote learners’ accuracy as well as fluency (Lightbown, 2000; Spada, 1997). In an
environment lacking in teachers to oversee controlled practice of forms, CALL provides a solution. Research into using CALL
for grammar instruction (Abu Naba’h & Abdallah, 2012; McEnery, Baker, & Wilson, 1995; Mohamad, 2009; Nutta, 1998) has
shown it to be as effective or even more effective than teacher-led instruction. For example, Cerezo, Caras, and Leow (2016)
used the Spanish “gustar” structure to compare beginner English-speaking Spanish learners using a maze-style video game
versus traditional instruction from a teacher. The game provided guided instruction designed to prompt reflection on forms,
without explicitly teaching rules. Results of translation post-tests, written and oral, showed considerable learning in both
groups, but with significantly higher gains for the CALL group (written: 83% vs. 63.2%; oral: 91.3% vs. 60.2%) and far higher
retention on the two-week delayed post-tests (written: 72.6%, vs. 32.8%; oral: 81.6% vs. 39.7%). They concluded that CALL
could replace teacher-led instruction and create more class time for communicative activities.

CALL has also been used for oral practice. Penning, Cucchiarini, Strik and Hout (2019) assessed the use of computerised
corrective feedback on oral responses among 68 learners of Dutch from high, medium, and low education backgrounds. The
software Greet showed users questions and required oral responses based on re-ordering given word blocks. One group
received feedback on whether their response was correct, while the comparison group did not. The treatment was effective in
both conditions for high and medium educated subjects, but in neither condition for those of low education.

It must be borne in mind that the approach to CALL in the studies above is different from digital flashcards, as they
included games and oral responses, which probably contributed to students’ motivation. Furthermore, these studies
employed software designed specifically for certain rules in certain languages, which is not accessible to learners of low-
resource environments with underrepresented L1s because software is simply not being produced for these languages,
let alone in the form of free mobile apps. However, free, customizable digital flashcards apps represent a possible solution.
Flashcards are, by design (see section 2.2), a tool to promote learning of isolated items, which is why they have been widely
used for vocabulary (i.e., one flashcard-one word) and not for grammar rules. Nevertheless, as illustrated in the next section,
the principles that apply to vocabulary learning through flashcards could also be expected to apply to grammar learning.

2.2. Digital flashcards

Digital flashcards, used on either a website or mobile app, use a paired-associate learning paradigm that typically includes
two modes: the presentation mode, in which target words are presented together with their L1 translation (e.g. house-casa),
and the retrieval mode, which consists of two stages (the Two-Stage Framework, described in Kornell & Vaughn, 2016). In the
retrieval stage, the learner sees an item (e.g. house) and attempts to produce the paired-associate (e.g. casa), while in the
feedback stage, the target response is presented. Previous research and practice has employed digital flashcards in vocabulary
learning, rather than grammar. The type of knowledge gained from these vocabulary activities is that of idiosyncratic, non-
derivable and arbitrary associations (Ullman & Lovelett, 2018). Conversely, grammar learning entails the acquisition of
morphosyntactic patterns to be applied to infinite combinations of vocabulary. With no known previous research into digital
flashcards for grammar, this section will first review the evidence from vocabulary studies, followed by a theoretical outline of
how flashcards may be expected to improve grammatical accuracy.

Firstly, vocabulary research has shown that retrieval is more beneficial for learning than presenting paired associates
together. Carrier and Pashler (1992) found that recalling an English word from a Yupik (Eskimo language) cue strengthened
conceptual associations more than seeing both words simultaneously. Barcroft (2007) saw better retention of Spanish words
with a 12-s lag between image and word presentation than with simultaneous image-word presentation. Kang (2010)
likewise found an advantage for retrieval practice over restudy in learning Chinese logographs from English cues. Addi-
tionally, Kang, Gollan, and Pashler (2013) compared retrieval practice to imitation for learning Hebrew vocabulary. The
retrieval condition outperformed imitation in both receptive (selecting the target picture) and productive (saying the target
word) measures.

Explanations for the benefits of retrieval over presentation can be found in the cognitive psychology literature. According
to Bjork’s (1994, 1999) Desirable Difficulties Framework, any training is optimized by adding complexity and effort. A key
difference between flashcards and behaviourist imitation drills is that retrieval demands more cognitive effort than repeating
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or reciting (Roediger & Karpicke, 2006). Pyc and Rawson's (2009) Retrieval Effort Hypothesis applied the principles of Bjork’s
framework to flashcard training, claiming that difficult successful retrievals are better than easier successful retrievals for long
term memory. Manipulations of retrieval effort can enhance vocabulary learning; for example, adding spacing between target
items (known as the spacing effect). For additional manipulations, see Nakata (2015; 2017).

Kornell and Vaughn (2016) describe how even unsuccessful retrieval attempts are beneficial. Moreover, the more confi-
dently an incorrect response is given, the more effective the subsequent feedback. The testing stage causes the learner to pay
more attention to the feedback stage (see Kornell, 2009; Roediger & Karpicke, 2006). This testing effect can be magnified by
adding more testing stages before the feedback stage (I1zawa, 1970).

The testing effect is particularly relevant to digital flashcard training, as many attempts will be unsuccessful due to the
nature of the drop-out schedule. This is where items drop out of the cycle when answered correctly a predetermined number
of times (the criterion), but stay in the cycle after an incorrect response. This means that if the criterion is one, the number of
correct responses is equal to the number of items. For example, a set with 10 items will include 10 correct retrievals, but the
learner may make any number of incorrect attempts. With no instruction or study stage, learners must start the process by
trial-and-error. In a sentence-level item there are many opportunities for errors and repeated unsuccessful retrieval attempts
are likely to occur. This repetition of attempts is key to the noticing of feedback in trial-and-error training. Strong and Boers
(2019) compared trial-and-error to study-and-retrieval for the learning of phrasal verbs, with the latter condition out-
performing. Participants in the trial-and-error group were presented with sentences containing a phrasal verb, with the
preposition missing. They guessed the correct preposition once and subsequently received feedback. For this group, 70% of
post-test errors were duplicates of responses given during the trial-and-error phase, prompting the authors to suggest that
feedback is often ineffective. However, when using a drop-out schedule, the incorrectly guessed items cycle back, giving the
learner repeated opportunities to recall the feedback until they produce a correct response, thus guaranteeing that each item
of feedback is internalised and reproduced once during training. This therefore could provide a solution to the ineffectiveness
of feedback reported by Strong and Boers.

This drop-out schedule paradigm guarantees the occurrence of noticing, defined as consciously registering a form
(Schmidt, 2010), which, according to Schmidt (1990; 2010)'s Noticing Hypothesis, is crucial to grammar acquisition.
Furthermore, the Output Hypothesis (Swain, 1993; 1995; 1998) claims that one function of output is to promote noticing.
When unable to produce the target output, the learner “notices the hole” (Swain, 1998, p. 66) in their knowledge and is
triggered to look for it in the input. Some studies have found that the easier it is for learners to compare their output to the
target forms (in this case, “noticing the gap”), the more they will benefit from this “triggering” function of output (Izumi &
Bigelow, 2000; Izumi, Bigelow, Fujiwara, & Fearnow, 1999). Research has supported the notion that output-plus-feedback
training enhances noticing in language-focused tasks (lzumi et al., 1999; Khatib & Alizadeh, 2012, p. p173; Nobuyoshi &
Ellis, 1993). Most studies examining this noticing role of output have involved meaning-oriented tasks, where feedback
may go unnoticed. However, digital flashcards in the productive recall mode require written output for each cue and then
provide a visual comparison of the learner’s attempt with the target response. Furthermore, they guarantee that each item
will receive the learner’s attention through the repetitive nature of the drop-out schedule. In sum, digital flashcards effec-
tively utilise output and feedback to prompt the noticing of grammatical forms, which should facilitate their acquisition.

In order to successfully use digital flashcards for grammar, the learner must be able to independently locate gaps in their
knowledge, theorise possible rules or patterns governing their errors, and retain multiple ideas simultaneously. This type of
learning is more complex than in digital flashcards for vocabulary (based on rote learning), which might also explain why
flashcards have not been used for grammar learning. Moreover, considering the complexity of the task, the effects of noticing
previously mentioned may not apply if low education participants are differently able to notice. Penning et al. (2019), as
mentioned, found their treatment to be ineffective for learners of low education compared to medium and high education
subjects. Additionally, Bigelow, Delmas, Hansen, and Tarone (2006) replicated a study of university students (Philp, 2003)
using a sample of less educated learners (L1 Somali) on their ability to notice recasts. They found that low-literacy learners
noticed fewer recasts compared with the previous study, and ability to respond to recasts was also related to literacy level.
Noticing, according to Robinson (1995) takes place in working memory, which can be limited by low education (Juffs, 2006).
In this regard, previous research may not be a good indicator of learning outcomes in the present sample.

Reviews of SLA sample demographics (Ortega, 2019; Plonsky, 2014), reveal that the vast majority of participants have been
young adults in higher education institutions in North America or Western Europe. It is for this reason that several scholars
have raised concerns about the generalizability of research findings pertaining to L2 learning. This paper may be seen as a step
towards filling this research gap.

3. Research questions
The aim of this study is to investigate whether flashcards can be used at the sentence level to improve L2 grammar,
motivated by the need to aid language learners, especially (though not exclusively) those without access to formal education

or other language learning opportunities. The research questions (RQ) are as follows:

RQ1: Can full-sentence flashcard translation training lead to improved L2 grammatical accuracy?
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RQ2: How effective will the training be (i) immediately after treatment? (ii) two weeks after treatment? (iii) 18 weeks after
treatment?
RQ3: To what extent can a refresher mitigate potential losses in retention 18 weeks after the treatment?

The third research question was added assuming that losses would occur after an extended period, as was the case in
flashcard studies for vocabulary learning (e.g. Ashcroft, Cvitkovic, & Praver, 2018; Franciosi Yagi, Tomoshige & Ye, 2016;
Nakata & Webb, 2016). The refresher was a single training session for half the participants (see section 4.4) intended to re-
expose them to knowledge acquired in the treatment.

4, Methodology
4.1. Setting

The participants for the current study come from a rural village in Cambodia, where the school system cannot provide the
necessary education in English language needed to pursue further education, study abroad, or succeed in the job market. As a
response, students meet daily for lessons with short-term volunteers in an improvised classroom. These volunteers, though
not necessarily high-proficiency English users, teach mainly explicit rules while also spending time communicating with
students outside of the classroom. After one year, students would still be classed as A1 under the Common European
Framework of Reference, based on their output during this study. They are able to use high-frequency phrases with relative
fluency, and communication is possible, but morphosyntax has not developed to a level that meets the learners’ needs. See
Appendix A for examples of the participants’ knowledge at pre-test.

4.2. Participants

The improvised school has 10 classes distributed into six levels of age and ability. All students from levels four to six were
recruited for this study (n = 38), while lower-level students, aged 8 and below, were considered too young to participate.
Within the target classes, data from some students could not be included because they were not available for all sessions
(n = 3) or because they scored 14/16 or over in the pre-test (n = 3) leaving little room for improvement. One participant was
retroactively excluded from the data due to noticeably different cognitive abilities. The final sample included 31 participants.
Gender was evenly split (Females = 16, Males = 15) and ages ranged from 9 to 17 (M = 13.5, SD = 2.4), with clusters around
ages 12 and 15.

A control group from the same setting was recruited a year later. They were not available for all data collection points, but
serve as a baseline for the amount of incidental knowledge gained in a two-week period, approximately corresponding to the
treatment time as well as the delay between the first and second post-tests. The use of this control group was intended to
increase confidence that any effects seen in post-tests were due to the treatment. The group originally contained 33 members,
but, unexpectedly, their pre-test scores were lower than that of the experimental group. In order to maintain the compa-
rability of the groups, participants scoring 0 or 1 in the pre-test were excluded. The final control group contains 19 members
including 13 females and six males, ranging in age from 12 to 16 (M = 13.9, SD = 1.4).

4.3. Instruments

4.3.1. Tool

The tool was the free app Cram.com Flashcards from Cram.com LLC (2016), which allows users to create custom flashcards
and access them from any connected device. Errors in letter case, punctuation, or spaces were set to be ignored so as not to
interfere with the data. There was no presentation stage, allowing participants to learn solely via the testing effect (Kornell,
2009, 2016; Roediger & Karpicke, 2006). The app’s “Memorize” mode was employed, whereby flashcards continue to cycle
through the set but disappear once answered correctly. “Text-input” was activated, requiring written answers from
participants.

Each flashcard has two stages. In the first stage (Fig. 1), participants see the item in Khmer and must type the English
translation. In the second stage (Fig. 2), feedback is presented.

4.3.2. Items

The target items were full sentences, grouped into eight categories (although each item contained multiple grammatical
features). The first four groups were declarative sentences: (a) present simple, (b) present continuous with is, (c) present
continuous with am/are, and (d) there is/are. The remaining sets were the same items in the interrogative form. Each group
contained five items, with 40 in total. The chosen items were simple sentences using vocabulary the participants already
knew and used regularly, based on the first author’s experience in the context. The rationale of using familiar vocabulary was
to keep the focus of the study on grammar. Items provided the opportunity to practice common errors, again based on
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MEMORIZE ~

Give up

-4 5 6 7

gwe rtyuioop
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7123 © @ EN-ES
Fig. 1. Retreval attempt.

experience in the context, such as conjugating the present simple and present continuous for 1st, 2nd, and 3rd person, using
there is or there are, pronouns, articles, and plurals. Table 1 shows a breakdown of the items.

4.3.3. Item distribution

Flashcards were organized into eight sets, gradually introducing new groups. As items became more familiar, the size of
the sets increased to keep the retrieval effort high, following the Retrieval Effort Hypothesis (Pyc & Rawson, 2009) and to
allow for items to be repeated on different days. This corresponds with previous research which found that repetition led to
higher retention (Nelson, Leonesio, Shimamura, Landwehr, & Narens, 1982; Pyc & Rawson, 2009; Rawson & Dunlosky, 2011).
The distribution of groups and sets is shown in Table 2.

4.3.4. Tests

Two tests were used (see Appendix B). Test A (trained items) comprises 16 items, including two items from each group of
flashcards, selected for maximum representation of the grammar points present in the treatment. Test B (untrained items)
comprises an equivalent 16 items, using only vocabulary and grammatical structures found in the treatment, but in novel
combinations. A test of untrained items was included to ensure that any gains made in the post-tests were not due to rote
memorisation of trained items.

4.4. Procedure

The pre-test was administered on smartphones using Google forms. All three post-tests (immediate, two-week, 18-week)
were carried out with pen and paper due to the logistics of testing many participants with limited available phones. As
participants had no time limit and were encouraged to check answers thoroughly for all tests before submitting, this is not
expected to have affected results.
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MEMORIZE ~

| like rice

YOUR ANSWER
i likes rice

| was right Next card

Fig. 2. Feedback.

Each test was coded as follows: ‘1' = pre-test, ‘2’ = immediate post-test, ‘3’ = two-week delayed post-test and ‘4" = 18-
week delayed post-test. “A” denotes trained items and “B” denotes untrained items. For example, T2A represents trained
items in the immediate post-test.

Participants first completed Test A (items to be trained) as a pre-test and started the treatment the following day. The test
can be considered reliable according to Cronbach’s Alpha (« = 0.852). Participants completed each set individually, one set per
day, using smartphones from volunteer teachers which had the app installed. Many participants missed a day and caught up
by completing two sets on the next day. The treatment also coincided with a national election which caused a two-day
interruption in the middle of treatment. Consequently, the 8 sets were completed during 10 days. The context dictated
that tests and treatment were administered in an outdoor, communal area, monitored to ensure other students did not
interfere. This served to increase the ecological validity of the study.

The day after the final treatment session, participants took Tests T2A (« = 0.744) and T2B (« = 0.744). They were not given
advanced warning of delayed post-tests. The first delayed post-test (T3A: a = 0.733; T3B: « = 0.669) was given two weeks
after treatment (as per Cerezo et al., 2016; Nutta, 1998), and the final post-test (T4A: a = 0.734; T4B: o = 0.749) was given 18
weeks after treatment. A refresher was included in this study in order to examine its effect on retention. A retention interval of
18 weeks was expected to show forgetting of previously learned material in 1-day intersession intervals (see Cepeda, Vul,
Rohrer, Wixted, & Pashler, 2008 or Rohrer & Pashler, 2007, for a discussion on how spacing between learning sessions
should be distributed for optimal long-term retention). The refresher was a single set of flashcards containing the 16 items
that appear in Test A. It was performed one week before the 18-week delayed post-test, aiming to remind students of pre-
viously acquired knowledge. The original sample (N = 31) was divided into two groups matched for age, gender and previous
scores: Group-R (n = 15), which would take the refresher treatment and Group-NR (n = 16), which would have no extra
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Items of the treatment.
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Group 1 (pres. simple)

Group 2 (pres. cont: is)

Group 3 (pres. cont: am/are)

Group 4 (there is/are)

I like rice.

You like chicken.

He likes rice,

She likes chicken.
They like rice and chicken.
Group 5

Do you like rice?

Do you like chicken?
Does he like rice?
Does she like chicken?
Do they like rice?

He is playing volleyball.
The boy is playing.

The girl is jumping.

She is sitting.

The chicken is eating.
Group 6

Is he playing volleyball?
Is the boy playing?

Is the girl jumping?

Is she sitting?

Is the chicken eating?

[ am eating.

You are eating.

The boys are eating.
The girls are eating.

[ am playing volleyball.
Group 7

Am | eating?

Are you eating?

Are the boys eating?
Are the girls eating?
Am | playing volleyball?

There is a girl in my house.
There are girls in my house.
There is a girl in the shop.
There is a boy in the shop.
There are boys in my house.
Group 8

Is there a girl in my house?
Are there girls in my house?
Is there a girl in the shop?
Is there a boy in the shop?
Are there boys in my house?

Table 2
Distribution of items across sets.
Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 Set 8 TOTAL

Group 1 v v 27
Group 2 v v v 3
Group 3 v v v 3
Group 4 v v v 3
Group 5 v v v 3
Group 6 v v v 3
Group 7 v v 2°
Group 8 v v s 3
Items 5 10 10 15 15 15 20 20

@ In order to avoid making sets larger than twenty items, two groups appear only twice, as opposed to three times for other groups. These groups were
chosen because group 1 contained the simplest constructions and group 7 had been seen twice within the final three sets, and would thus benefit from
recency effects.

treatment. However, due to five absentees from Group-R on the day of the refresher, four members of Group-NR were chosen
at random to replace them. This created an imbalance, with Group-R having higher average gains at T2A and fewer members
(n = 14) than Group-NR (n = 17). To address this imbalance and preserve the comparability of the groups, the three lowest
scoring participants at T2A were excluded from Group-NR. The final number of participants per group was 14. Fig. 3 illustrates
the experimental design.

A control group in the same context were given T1A (pre-test) and T2A (post-test) with a two-week delay. They received
no flashcard training but, like the experimental group, they did receive daily instruction from volunteer teachers which
incidentally covered many target forms of the study. This group's data was intended to indicate the amount of grammar
learning that can take place in a two-week period in the context under analysis in order to support the claim that any gains
among the experimental group can be confidently attributed to the treatment. They were not given Test B (untrained items)
because this test served to establish whether correct responses among the experimental group were due to memorisation of
language chunks or to learning of grammatical patterns, which was not an issue for the control group.

4.5. Scoring

Items were scored dichotomously, 1 point for each correct answer matching the target item exactly, with the following
exceptions: (1) if a base word was spelled incorrectly but otherwise used correctly, for instance “gril” instead of “girl”; (2) if
the wrong word was used, the only instance being the use of “football” instead of “volleyball”; (3) if the answer is an
acceptable translation of the Khmer and still grammatically correct in English, for instance “Girls are eating” rather than “The
girls are eating”. The former two exceptions are because this study does not focus on vocabulary, and the latter exception is

Time since treatment

Immediate 2 Weelgs 18 Weeks
Group 1
T'ea‘"‘e"‘ 28 [2wesks | T34 | isWesks ) —toree in
T1A 1 Week
(wdays) Group 2 L
No Refresher

Fig. 3. Experimental design.
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because the Khmer language does not differentiate between these two types of sentences, so without context both answers
are fair translations. A second rater was instructed in the rubric and independently graded one test per participant at random
(14.2% of total tests), with interrater agreement of 100%.

4.6. Analysis

As results were not normally distributed and the sample was small, the analysis was conducted using non-parametric
tests. In order to answer RQI, test scores for trained and untrained items were compared within subjects using the
Related-Samples Wilcoxon Signed Rank Test for T2, T3, and T4, to check if results were due to rote learning of individual
sentences or system learning. Next, RQ2 was addressed and Test A scores were compared between times using Wilcoxon
Signed Rank Tests to establish the amount learned and retained (the same was not done for Test B, as there were no pre-test
scores for this test). The same statistical analysis was performed for the control group between T1 and T2. Relative gains were
also computed for Test A in order to more clearly present the effect of the treatment and allow results to be compared with
other studies. The formula for this was (learned items/(total number of items - known items)) x 100 (Peters & Webb, 2018).
Learned items are those which were incorrect in the pre-test and correct in the post-test, and known items are those which
were answered correctly in both pre-test and post-test. For the 18-week delayed post-test, Groups —R and —NR were
calculated separately in order to assess the refresher’s effect (RQ3). Mann-Whitney U tests were performed to compare results
between groups, as well as to confirm equal distribution of age, gender, and previous scores between Group R and —NR. The
comparison between T2 to T4 and T3 to T4 scores constituted the measure of losses for each group.

5. Results

Table 3 displays the results of tests A (trained items) and B (untrained items) at each time: 1 = pre-test; 2 = post-test;
3 = two-week delayed post-test; 4 = 18-week delayed post-test for the experimental and control groups. Fig. 4 focuses on the
experimental group and shows boxplots for T1, T2, T3, and T4, with the latter tests split by group.

The descriptive statistics show substantial gains after the treatment, and, even though there is evidence of decay across
time, the performance in the delayed post-tests was quite accurate, especially for Group-R. Additionally, the results of Test A
(trained items) and Test B (untrained items) seem quite similar. In contrast to the experimental group, the control group show
virtually no gains between T1A (M = 4.32, SD = 3.43) and T2A (M = 4.74, SD = 2.38).

5.1. Trained vs untrained items

Results for trained and untrained items were compared at T2, T3, and T4 using a Related-Samples Wilcoxon Signed Rank
Test.

At T2, Test A scores (M = 13.77, SD = 2.38, Mdn = 14) were significantly lower than Test B scores (M = 14.39, SD = 1.96,
Mdn = 15), Z = 2.44, p = .015. At T3, Test A scores (M = 13.39, 5D = 2.55, Mdn = 14) were again lower than Test B scores (M =
13.94, SD = 2.14, Mdn = 15), approaching statistical significance, Z = 1.79, p = .074. T4 was similar to T2, with Test A scores
(M =12.42, 5D = 2.83, Mdn = 13) significantly lower than Test B scores (M = 13.13, D = 2.62, Mdn = 14), Z = 2.57, p = .010.

This advantage to untrained items was unexpected. To explain this difference, the sum of correct answers for each test
item across all participants was compiled, and the differences between Test A and Test B were calculated by item. For example,
if an item was answered correctly by 7 participants on T2A and its corresponding item was answered correctly by 8 par-
ticipants on T2B, the difference would be 1. The mean difference between tests was low at T2 (M = 1.19), T3 (M = 1.06), and T4
(M = 1.37). However, three items were outliers in how many times an item was answered incorrectly in Test A, but correctly in
Test B. These were items 6 (differences: T2 = 8; T3 = 5; T4 = 10), 12 (differences: T2 = —1; T3 = 7; T4 = 8) and 13 (differences:
T2 =14; T3 = 11; T4 = 13). Looking at these items, the cause of the disparity seems to be in errors relating to the complexity of
item subjects. Test A items with “The boys”, “the chicken”, and “the girls” are paired with Test B items containing “You”, “She”,

Table 3
Descriptive statistics raw scores (maximum = 16) for experimental and control groups.
Experimental (n = 31) Control (n = 19)
Test A (trained) Test B (untrained) Test A
T1 (pre-test) Mean (SD) 5.71 (3.42) 432 (3.43)
Median 5 - 3
T2 (immediate post-test) Mean (SD) 13.77 (2.38) 14.39 (1.96) 4.74 (3.85)
Median 14 15 4
T3 (2-week delayed post-test) Mean (SD) 13.39(2.55) 13.94 (2.14) -
Median 14 15 -
T4 NR (18-week delayed post-test, no refresher) Mean (SD) 11.79 (2.52) 12.64 (2.27) -
Median 11 12.5 -
T4 R (18-week delayed post-test, refresher) Mean (SD) 14 (1.96) 1443 (2.21) -
Median 14.5 15.5 -
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Fig. 4. Boxplots of raw scores (maximum 16) for trained (A) and untrained (B) items at all testing times.

and “I". The former create more opportunity for error, by omitting an article (“Chicken is eating”) or a plural -s (“Are the girl
eating”). Consequently, Test A had more opportunity for error here than its counterpart. When only the biggest outlier (item
13: Are the girls eating?) is removed from the data, no significant differences are found between trained and untrained items
for T2 (Z = 0.962, p = .336), T3 (Z = 0.775, p = .439), or T4 (Z = 1.083, p = .279).

In sum, the data show that participants were able to apply grammatical knowledge acquired during the digital-flashcard
training to translate both trained and untrained items.

5.2. Gains and retention

The question of the treatment's effect at different testing points was addressed by comparing test A scores. As tests A and B
were shown to be equivalent at all testing points, it would be redundant to present separate analyses of tests A and B. Of the
two, test A was chosen because it is the one used for the pre-test and for the control group.

In order to examine gains from pre- to immediate post-test, T1A scores (M = 5.71, SD = 3.42, Mdn = 5) and T2A (M = 13.77,
SD = 2.38, Mdn = 14) scores were submitted to a Related-Samples Wilcoxon Signed Rank Test and the difference in scores was
significant (Z = 4.874, p < .001). When converted to relative gains (see Table 4 for mean relative gains), the immediate post-
test (T2A) showed mean gains of 82.39% (5D = 19.61%, Mdn = 85.71%), ranging from 40% (n = 1) to 100% (n = 10). In contrast,
the difference in scores among the control group at T1A (M =4.32,5D = 3.43, Mdn = 3) and T2A (M = 4.74, 5D = 3.84, Mdn = 4)
was not significant (Z = 0.492, p = .622), and their relative gains were on average 12.91% (SD = 15.88%, Mdn = 7.14%). A Mann-
Whitney test indicated that the two groups were matched for pre-test scores, Z = 1.517, p = .129.

In terms of retention, the two-week delayed post-test (T3A) produced a mean score of 13.39 (SD = 2.55, Mdn = 14), which
in relative gains from pre-test is 76.99% (SD = 17.68%, Mdn = 80.00%). A Related-Samples Wilcoxon Signed Rank Test found no
significant difference between T2 and T3 scores, Z = 0.898, p = .369, suggesting learners largely retained their knowledge
from the treatment two weeks after the fact.

At the 18-week delayed post-test (T4A), Group-NR (i = 14) scored 11.79 (SD = 2.52, Mdn = 11). T3A scores for this subset
(M = 13.64, SD = 1.86, Mdn = 14) were significantly higher than at T4, Z = 2.363, p = .018. Compared with their T2A scores
(M = 13.71, 5D = 1.73, Mdn = 14), the difference was also significant, Z = 2.728, p = .006. However, despite significant losses
between the immediate/two-week delayed post-tests and the 18-week delayed post-test, the students showed overall
relative gains of 61.56% (SD = 23.58%, Mdn = 59.42%) with respect to their pre-test scores.

In contrast, Group-R’s (n = 14) scores for T3A (M = 13.93, SD = 2.76, Mdn = 15) and T4A (M = 14, SD = 1.96, Mdn = 14.5)
were not significantly different, Z = 0.052, p = .958. However, T2A scores for this subset (M = 14.93, SD = 1.49, Mdn = 15.50),
were found to be statistically higher than their final T4A scores, Z = 2.157, p = .031. These results suggest that the learners
largely retained what they had learned from the treatment not only two weeks later but also 18 weeks later, with a statistical
difference only visible when the entire period is examined. This contrast between the two groups is salient considering that
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Table 4
Relative gains (%) experimental and control groups.
Experimental (n = 31) Control group (n = 19)
T1-T2 Mean (SD) 82.39 (19.61) 12.91 (15.88)
Median 85.71 7.14
T1-T3 Mean (SD) 76.99 (17.68) -
Median 80 -
T1-T4 NR Mean (SD) 61.56 (23.48) —
Median 59.42 -
T1-T4 R Mean (SD) 79.03 (13.32) —
Median 79.29 -

Groups —R and —NR were matched for distribution of T3A scores, Z = 1.22, p = .246. For Group-R, the final overall gains, with
respect to T1, were 79.03% (SD = 13.32%, Mdn = 79.29%).

An Independent-Samples Mann-Whitney U Test revealed that the difference in gains between T1A and T4A between
Group-R (M = 79.03%, SD = 13.32, Mdn = 79.29) and Group-NR (M = 61.56%, SD = 23.58, Mdn = 59.42%) reached statistical
significance, Z = 2.233, p = .026.

6. Discussion

This paper set out to explore whether digital flashcards may be used to improve grammatical accuracy. English language
learners (ELLs) aged 9 to 17 in a low-resource, low-education context underwent eight sessions of full-sentence flashcard
training in which they produced target language samples, prompted by translations from their L1 Khmer. They were required
to type each item correctly once for it to drop from the set. Otherwise, participants were presented with the target response
and the item returned to the cycle. After assessing participants’ previous knowledge of the target forms (T1), the participants’
performance was examined immediately after treatment (T2), two weeks after treatment (T3), and 18 days after treatment
(T4) in order to assess their learning and retention of the target forms. Two tests were used to assess grammatical accuracy:
Test A, comprising selected sentences from the treatment, and Test B, including the same target grammar but in novel
sentences. Each research question will now be discussed in turn.

RQ1: Can full-sentence flashcard translation training lead to improved L2 grammatical accuracy?

The first research question asked whether the treatment would lead to improved grammatical accuracy. Gains in the post-
test demonstrate that accuracy did improve, but to test whether participants achieved this by learning grammatical patterns,
as opposed to memorising chunks of language, scores from items used in training (Test A) were compared to scores from
equivalent items (Test B), using the same vocabulary and structures but in novel combinations. The results showed no sig-
nificant difference between scores on trained and untrained items in the immediate post-test. This held true over time, even
at T4 when half the group had been given extra practice on trained items (the refresher). Had the participants been mem-
orising individual sentences, the trained items should have scored higher than untrained items, according to the experiment’s
rationale. Furthermore, if neither chunk nor grammar learning had occurred, then post-test scores would logically be similar
to pre-test scores. Given that pre-test scores were low (M = 5.71/16) and that post-test scores were high (T2A: M = 13.77/16,
T2B: M = 14.39/16) we can confidently conclude that the treatment helped participants to improve their grammatical ac-
curacy of target forms. This is especially interesting as participants were never instructed to infer grammatical rules from the
samples, nor that there would be a post-test of untrained items. No rule or instruction was provided with the samples. These
results stand in contrast with the control group, which showed no significant change over an equivalent period of time
following the regular school practice.

It would be reasonable to consider these findings as further evidence in support of the noticing function of output. If we
assume that acquisition of forms is evidence of attention to forms (Schmidt, 2010), then this finding supports previous
conclusions that output-plus-feedback promotes the noticing of grammatical structures (Izumi et al., 1999; Khatib & Alizadeh,
2012, p. p173; Nobuyoshi & Ellis, 1993) and that flashcard training seems to provide the necessary conditions for this to occur.

The success of the treatment is particularly salient given the low education background of the participants. It would appear
that any disadvantage in their capacity to notice (as in Penning et al., 2019; Bigelow et al., 2006) was mitigated by ensuring
that participants notice each item.

RQ2: How effective will the training be i) immediately after treatment? (ii) two weeks after treatment? (iii) 18 weeks after
treatment?

The second research question concerned the extent of learning and retention through the treatment. The immediate post-

test gains are indisputably high at over 80% (M = 82.39%), and include 10/31 participants with 100%. Gains remained high
after two-weeks (M = 76.99%) and 18-weeks (Group-R: M = 79.03%; Group-NR: M = 61.56%). The drop in scores is statistically
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significant for the no-refresher group when comparing scores for the immediate (M = 13.71/16) and two-week delayed
(M = 13.64/16) post-tests with the 18-week delayed post-test (M = 11.79/16), though only by two items. The amount of
knowledge that was retained in this study is quite impressive, considering the long retention intervals between the end of the
treatment and both delayed posttests (Cepeda et al., 2008; Rohrer & Pashler, 2007).

Despite the different approach to CALL for grammar learning, these results are similar to Cerezo et al.’s (2016) results from
videogame instruction among beginners, which also used written translation post-tests and reported gains of 83% at im-
mediate post-test and 72.6% at two-week delayed post-test. In contrast, Ashcroft et al.’s (2018) study on flashcards for vo-
cabulary items reported gains of 37% for beginners, and delayed post-test gains, three weeks later, dropped to 17%. Similarly,
Nalkata and Webb's (2016) study on short versus long spacing in vocabulary flashcard training showed immediate post-test
results of 58% and 62%, which after a one-week delayed post-test was reduced to 8% and 20%. It seems, based on these data,
that flashcard training may actually be more effective for grammar than for vocabulary, in terms of long term learning. There
are several potential explanations for this phenomenon. Firstly, whole sentences may require more effort to reproduce than
single word items, which would make the overall training more effective according to the Retrieval Effort Hypothesis. With
more parts of a single item to remember, the likelihood of an incorrect retrieval is greater, giving the participant more op-
portunities for unsuccessful retrieval and feedback. Another factor could be that each item in the set complements the
learning of the underlying rules. For example, if one item uses a first person subject, and the next uses a third person subject,
the rule that only the third person requires an ‘s’ is evident in both of these items. This is in contrast with a vocabulary-based
design where each item is independent. Finally, grammatical structures may be more likely to be used communicatively, and
therefore practiced, than specific vocabulary items. The structures used in this study are particularly ubiquitous in English. For
example, an item in this study was “Do you like rice?“, and so any time a student asked someone a question in the present
simple, they would have the opportunity to practice this question inversion using “do”. Likewise, they would have more
opportunities to notice this structure in their input, as compared with vocabulary items. This additional communicative
practice would naturally lead to higher retention. Nevertheless, it must be pointed out that communicative practice alone
without the digital-flashcard training was not enough in the context under analysis for participants to acquire the target
grammar forms from the input, as demonstrated by the results of the control group and the fact that the experimental group
had, prior to the treatment, been studying for a year already with little progress, as shown in their pre-tests.

RQ3: To what extent can a refresher mitigate long-term losses in retention?

For the third research question, the sample was split into two groups of 14, in order to test the effect of recently reviewing
the target items before the eighteen-week post-test. Group-R underwent a refresher set of flashcards containing only the 16
items of Test A, while Group-NR had no extra treatment. Results showed that while Group-R managed to maintain their
previous knowledge, Group-NR showed small but significant losses over time. It should be noted that the overall retention
was high in both groups (R: 79.03%, NR: 61.56%), and it remains unclear whether the refresher would have had the same effect
in a scenario with greater overall losses. That said, in this study, it was indeed enough to prevent losses, demonstrating that
minimal re-exposure to target forms through flashcard training aids in the retention of previously learned grammatical
patterns. The higher performance of Group-R at T4 can be explained by a combination of extra training and a more recent
exposure to the target items before testing. At the final delayed post-test, the retention interval was one week for Group-R
compared with 18 weeks for Group-NR. Both of these explanations highlight the importance of continuously retrieving (or
practicing) target structures in order to prevent forgetting.

7. Pedagogical implications

In light of our results, digital flashcards can be taken as a useful activity for allowing learners to practice producing ac-
curate language with immediate and accurate feedback on every attempt. Even in settings with highly competent teachers,
flashcards may be used to give students extra output practice outside of class, while perhaps freeing up time in class for more
meaning-focused activities (in line with the suggestions made by Cerezo et al., 2016). Moreover, the current findings have
shown that flashcards offer a solution for learners to study independently and receive feedback on their output in envi-
ronments lacking in teachers and authentic input. Some may assert that a competent teacher and genuine interaction cannot
be replaced, but such opportunities are not as ubiquitous as one would hope. With many NGOs focusing on training local
teachers, who may themselves be undereducated, it may be wise to first invest in devices and internet connections so that
students can access free learning resources in the short term. By doing this, learners will have access to reliable, consistent
input, allowing them to study at their own pace, while being guaranteed quality feedback on their work. Additional support
for the use of digital flashcards can be found in the literature comparing CALL with human instruction, in which, often,
students learn at least as well or even better with CALL than with a teacher (McEnery et al., 1995; Nutta, 1998; Mohamad,
2009; Abu Naba'h, 2012).

This study focused on quite a homogenous group with participants of the same background, all of whom had been exposed
to English for approximately one year before the treatment. It is therefore recommended that flashcards be more widely
researched for the purposes of improving grammatical accuracy for learners of different proficiency levels, languages, and
socioeconomic backgrounds. It would also be interesting to attempt to optimise the training by manipulating spacing,
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frequency, item-type distribution and other factors. Furthermore, the only tests in this study were written translations from
the L1, which leaves the question of how the treatment affected the students’ other facets of language, such as spontaneous
speech and open-ended writing.

8. Conclusions

This study investigated the use of flashcards for grammar learning and retention over four data collection points. Flash-
cards have previously been tested for their effectiveness in learning vocabulary, but the high gain scores of this study
demonstrate that flashcards should also be investigated for grammar learning. This study is not without limitations. First of
all, although the subjects in this study represented almost all members of the chosen population, the sample was small,
especially for analysing the effect of the refresher. Secondly, the tests, which were designed for the purposes of this study,
could be improved by ensuring equal difficulty between paired trained and untrained items.

The present participants are not the typical group included in most SLA studies (high education, high SES, mostly from
Western countries) and CALL seems to have worked as well for them as for more privileged students. Through digital
flashcards, these ELLs successfully improved their accuracy in trained grammatical forms and largely retained these gains
after four months. Consequently, flashcards are recommended as a robust solution for learners without access to trained
language teachers. It is hoped that more research will be carried out among different populations, outside the realm of
western university students, in order to produce more generalisable data that better represents the diversity of learners and

their needs.
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Appendix A. Range of pre-test responses

Target Highest Score (11/16) Median Score (5/16) Lowest Score (1/16)
I like rice [ like rice [ like rice I like rice

He likes rice He likes rice He likes rice He like rice

He is playing volleyball He is playing volleyball He is play volley ball He playing volleyball
The girl is jumping The Girl is jumping She is jump The girl jumping

I am eating I am eating I am eating I eat

The boys are eating

There are girls in my house
There is a girl in the shop
Do you like chicken?

Does he like rice?

Is she sitting?

Is the chicken eating?

Are the girls eating?

Am [ playing volleyball?

Is there a girl in the shop?
Are there boys in my house?

The boys are eating

Have a girl stay in my house
Have a girl stay in my shop
Do you like chicken?

Does he like rice?

Is she sitting?

Is chicken eating?

Are girls eating?

Am i playing volleyball?
Does a girl in the shop?
Does have the boys in my house?

The boys is eating

In my house have one girl
In the shop have one girl
Do you like chicken

Does he like rice

Does she siting

Does chicken eating

Does the girls eating

Do i playing volley ball
Does the girl in the shop
Does the boys in my house

New Boy eating

Have girl in my house
Have g

What do you like chicken?
What he like eat Rice?
What she setdon?

What chicken eating?
What girl eating

What i playing volleyball?
Who is girl in the market
What cheira Boy in my house?
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Test A

Ideal Response
I like rice

Test B

anufgantme
‘-;U 2]

Ideal Response
I like chicken

2 AHGIGH He likes rice SHGOIGE M She likes rice
v n v n
3 maAfgassbmaes He is playing mefinsash He is playing
volleyball
4 iﬁ'ﬁLﬂEﬁﬂﬂmﬂﬁ The gll’l is méﬁmﬁimﬁ The chicken is
* ! Jumping ! Jjumping
5 sfnam I'am eating ghnusnng I'am jumping
N A
6 ;ﬁagLﬁmﬁqafﬁ@ The boys are ﬁﬁﬁn‘uﬂam You are sitting
! 1 eating 1
7 wemhpimEesinedeussg  Thereare gilsin - paipaamAsinatsung There is a boy in
~ % o ~ “ =3 @ o ~
i 1 my house ! i 1 my house
8 wsinapdwieinatma Thereisagirlin - sgipaqdmufetsinaima There are girls in
~ B 3 ~ £
i the shop i the shop
9 sfungsBnantindie? Do you like ifansfnmuitige? Do you like rice?
chicken?
10 Emagasbpm mitigse? Does he like muguinmuitigse? Does she like
rice? rice?
11 sfmmfinasgy? Is she sitting? fmafinatsy? Is he playing?
12 i@insfnnes? Is the chicken wenAnaianay? Is she jumping?
Y eating? !
13 1%’1@[1;5351;’1“@? Art? the girls tﬁéﬁqnﬁamu? Am [ sitting?
' eating? ’ 1
14 sRgfnmmunmaie:y? Am I playing hgnfinsammnie:y? Are you playing
' volleyball? volleyball?
15 sfmeinasiy meintimase? Isthereagirlin - sfmasnuqursmfieinag:unigie?  Is there a boyin
REUI SR ? AL S T ?
the shop? my house?
16 ifneinnquriteinaguasgie?  Are there boysin fmainuprinieinaimaie? Are there girls in
wly a0 2 - 5 2
my house’ the shop?
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Abstract

This paper examined lag effects in the learning of second language (L2) grammar. Moreover,
following the Desirable Difficulty Framework for L2 practice, the present study investigated
whether lag effects could be explained by other sources of difficulty. Using digital flashcards,
117 English language learners (aged 10-18) learned two grammatical structures over two
different sessions at a 1-day or 7-day intersession interval (ISI). Learners’ performance
was analyzed at two retention intervals (RIs) of 7 and 28 days, respectively. Linguistic diffi-
culty was compared by examining two different structures, while learner-related difficulty
was analyzed by comparing learners who differed in terms of age, proficiency, and time
required to complete the training. Results showed no main effect of ISI, a main effect of
RI, and a small but significant ISI x RI interaction. Linguistic difficulty and age did not
interact with ISI or RI. However, longer lags led to significantly higher scores for faster
learners and learners of higher proficiency, while shorter lags promoted significantly higher
scores for slower learners and learners of lower proficiency. The findings provide some
support for the Desirable Difficulty Framework in its potential to explain L2 lag effects.

Keywords: Lag effects; desirable difficulty; retrieval effort; digital flashcards; grammar

The effect of input spacing on learning has attracted the attention of cognitive
psychology researchers for over a century, but it is only in the past decade that this
line of research has become prominent in the field of second language acquisition.
Many publications have shown that time distribution has an impact on second
language (L2) learning outcomes, but it is still not clear what the optimal distribu-
tion of L2 grammar practice should be.

Research on input spacing has mainly focused on two phenomena. Firstly, the
spacing effect, which refers to the idea that time delays between repetitions of
stimuli build memory better than massing them, given the same amount of exposure
(Cepeda et al., 2006). The effect has been demonstrated in L2 learning, mostly using
vocabulary (e.g., Bahrick & Hall, 2005; Bloom & Shuell, 1981; Koval, 2019; Nakata,
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2015; Pavlik & Anderson, 2005) but also in the learning of grammar (Miles, 2014).
The second phenomenon concerns lag effects, which refers to the differential
outcomes of shorter versus longer intersession lags. These effects have been shown
in vocabulary learning on the scale of delays within a single session, over several days,
and even weeks, though it has not been found as consistently as the spacing effect
(Toppino & Gerbier, 2014). The few existing studies in lag effects for second language
(L2) grammar learning have produced evidence in favor of longer lags (Bird, 2010;
Rogers, 2015), shorter lags (Suzuki, 2017; Suzuki & DeKeyser, 2017a) or little differ-
ence between conditions (Kasprowicz et al., 2019). These studies have used different
types of treatments, participants, and target knowledge, which makes it difficult to
generalize their findings or offer specific pedagogical recommendations.

A possible explanation for these conflicting findings can be found in the
Desirable Difficulty Framework, hereafter DDF (Bjork, 1994, 1999, 2018;
Schmidt & Bjork, 1992). The basic tenet of the framework is that adding complexity
can decrease performance levels during training, but leads to better retention of the
attained knowledge. One possible way to add difficulty is to expand the time delay,
or lag, between learning episodes. More recently, Suzuki et al. (2019) have applied
this framework to L2 practice. Drawing on the multicomponential nature of L2
difficulty proposed by Housen and Simoens (2016), the framework identifies three
sources of difficulty for L2 practice that may influence outcomes, namely linguistic
difficulty, learner-related difficulty, and the practice condition. According to the
proposed framework, the optimal difficulty of training should depend on all three
sources. Therefore, the differential results of lag effects for grammar learning
reported in the past might be explained by the effects of other sources of difficulty.

The present paper aims to assess whether the DDF for L2 practice proposed by Suzuki
and colleagues can account for differential lag effects in L2 grammar learning by explicitly
testing lags under different levels of linguistic and learner-related difficulty. Although the
DDF can be used in order to explain and compare the results of previous studies retro-
spectively, to the best of the authors’ knowledge, the present study constitutes the first
direct attempt to use this framework to account for lag effects in L2 practice. It is hoped
that the findings contribute to the theoretical discussion of lag effects in SLA and the feasi-
bility of the DDF as an avenue for determining best practice in L2 learning,

Literature review
Lag effects in cognitive psychology

The cognitive psychology literature has examined the effects of intersession interval
(ISI), defined as the delay between study sessions, and retention interval (RI), the
time from the final study session to the posttest, on learning and retention.
Throughout this study, ISIs and RIs will be measured in days (e.g., ISI-1 is an inter-
session interval of one day) unless specified otherwise.

Cepeda et al. (2006)’s meta-analysis found that longer ISIs were better for longer
RIs, though most studies were on the scale of hours. Expanding this idea to a longer
scale, Cepeda et al. (2009) used six ISIs from 5 minutes to 14 days, tested at an RI of
10 days (RI-10), for the retention of Swahili-English word pairs. Scores were signif-
icantly higher for ISI-1 (10% of RI) than for ISI-0, with a 34% difference in scores.
No other pairwise comparison reached statistical significance, with gradually
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decreasing scores as ISI increased. That is, the lag effect was nonmonotonic, and a
longer lag after a certain optimal point was actually somewhat detrimental to reten-
tion. Cepeda et al. (2009) reported a second experiment in which participants
learned the names of obscure objects with ISIs from 5 min to 6 months, assessed
after 6 months. Here, the 1-month ISI (17%) fared best. This pattern has been found
in studies up to an RI of 350 days (Cepeda et al., 2008), namely that the optimal ISI
is approximately 10-20% of the RI (Rohrer & Pashler, 2007).

Thus, findings from cognitive psychology have suggested that the optimal ISI is
largely dependent on its ratio with the RI. However, when applying this to L2
grammar practice, the situation becomes less clear. Bird (2010) and Rogers
(2015) produced evidence supporting a longer lag for better retention, whereas
Suzuki and DeKeyser (2017a) and Suzuki (2017) found advantages for a shorter
lag, regardless of RI. Finally, Kasprowicz et al. (2019) found no clear advantage
to either lag. This body of research suggests that lag effects may differ according
to various criteria.

Lag effects have previously been associated with the DDF (Bjork, 1994, 1999,
2018; Schmidt & Bjork, 1992) based on study-phase retrieval theories. Pyc and
Rawson (2009) demonstrated that retrieval of previous presentations becomes more
difficult with longer lags and that when successful retrievals are more effortful than
easier retrievals, knowledge is more durable. Thus, an optimal lag would induce the
highest retrieval effort while still facilitating successful retrieval. Too short a lag
would induce suboptimal effort, and too long a lag would lead to unsuccessful
retrieval.

However, retrieval effort may also depend on other factors. The DDF for L2
Practice (Suzuki et al., 2019) cites three main sources of difficulty: linguistic diffi-
culty, learner-related difficulty, and the practice condition. The following section
will discuss previous findings for lag effects on L2 grammar practice by first consid-
ering practice conditions and then exploring how lag effects might depend on
linguistic and learner-related sources of difficulty.

Lag effects according to Suzuki et al. (2019)’s DDF for optimal L2 practice

Practice condition

Practice, defined here as activities engaged in for the intentional development of L2
knowledge and skills (DeKeyser, 2007), may be performed under more or less difficult
conditions, regardless of what is being learned or who is learning it. This could include
blocked or interleaved presentations, recognition or recall training, deductive or induc-
tive rule learning, explicit or implicit feedback, among many others. In the case of lag
effects, a longer lag would create a more difficult practice condition by requiring more
effort in retrieving previously attained knowledge (Pyc & Rawson, 2009).

Bird (2010) was the first to compare lag effects for L2 grammar learning. During
four sessions of ISI-3.3 or ISI-14, 38 Malaysian English language learners (ELLs)
studied two pairs of grammatical structures, counterbalanced with ISI within partic-
ipants. Both treatment and assessment were grammaticality judgement tests (GJTs).
Both ISIs led to significant gains at RI-7, but at RI-60, the longer ISI-14 led to
significantly better retention than ISI-3.3. Notably, ISI-14 with RI-60 was the only
combination that approximated Rohrer and Pashler’s (2007) optimal ratio at 23%.
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Further support for longer lags in grammar learning was found by Rogers (2015),
who examined the effects of implicit learning of complex grammatical structures
among 37 ELLs in Qatar. During five sessions of either ISI-2.5 or ISI-7, subjects
saw sentences that used the target structure and answered yes/no comprehension
questions about their meaning. GJTs were administered immediately and at
RI-42, which was within the optimal ratio for the longer-lag group (17% vs 5%).
As with Bird (2010), groups made similar initial gains but at RI-42 only the longer
lag group maintained their gains.

Different results were obtained by Suzuki and DeKeyser (2017a) and Suzuki
(2017) with grammar tasks that involved oral production. In the former, Suzuki
and DeKeyser (2017a) taught the Japanese present continuous structure to under-
graduate beginners in two 50-min sessions at either ISI-1 or ISI-7. The lessons
included vocabulary learning, grammar explanations, comprehension practice,
and oral production practice. Participants were given a rule application test and
a sentence completion test. For accuracy, no statistical differences between ISI
groups were found, though there was a marginally significant advantage to the
shorter ISI-1 for reaction times at RI-28. This seemed to contradict earlier findings
from Bird (2010) and Rogers (2015). Suzuki (2017) then conducted a conceptual
replication of the study using an artificial language, with more stringent controls.
This time it was the accuracy scores that gave a significant advantage to the shorter
ISI for all tests.

Lastly, a grammar study was conducted by Kasprowicz et al. (2019) using
multiple-choice computer games to teach French morphology in a primary school
setting. Participants studied in either three sessions of 60 min at ISI-7 or six sessions
of 30 min at ISI-3.5. In both conditions, high accuracy rates (>75%) were recorded
during training and posttest scores were low, with only a marginal advantage to the
ISI-3.5 group because they had started with lower pre-test scores.

In line with the DDF, the different results in terms of lag effects reported in the
literature could be explained by other aspects of the practice condition, for example
the types of tasks used during training and/or testing, which might have induced
differing levels of difficulties. For example, Bird (2010) and Rogers (2015) used
GJTs, which can only indicate a learner’s ability to recognize specific L2 structures,
rather than produce them. Studies involving both recall and recognition have
consistently reported substantially higher scores for recognition (e.g., Bahrick &
Phelps, 1987). Regarding the treatment for Rogers (2015), grammar learning was
incidental, measured after exposure to forms in a task that was not language focused.
Consequently, these studies likely induced relatively low levels of retrieval effort. In
line with the predictions of the DDF, a longer lag was beneficial in these cases, as it
added desirable difficulty to the practice condition. On the other hand, Suzuki and
DeKeyser (2017a) and Suzuki (2017) included productive recall activities. In these
studies, retrieval effort was high, with training that involved the retrieval and
manipulation of newly learned linguistic forms both productively and receptively
in timed oral tasks. As might be expected, the shorter lag was best, as the task
was itself already difficult. Finally, as Suzuki et al. (2019) suggest, the lack of differ-
ences reported by Kasprowicz et al. (2019) can be interpreted as neither lag being
sufficient to induce enough desirable difficulty to improve scores.
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Linguistic difficulty

Linguistic difficulty refers to relative difficulties of target features such as saliency,
allomorphy, and complexity (Housen & Simoens, 2016). In the case of vocabulary
learning, Bahrick and Phelps (1987) found that items were better retained 8 years
after learning with an ISI-30 schedule than with ISI-1 or massed learning. They also
analyzed results according to per item difficulty. The number of presentations
required to learn each word for each subject was recorded, and it was found that
the easier items were better remembered 8 years later, regardless of ISI. These find-
ings exhibited an advantage to a more difficult practice condition, but a disadvan-
tage to higher linguistic difficulty.

Prior research into the interaction of lag effects and linguistic difficulty for L2
grammar learning has only compared difficulty on the scale of a single word.
Suzuki (2017) compared words requiring one or two morphological changes and
found no interaction with lag, though a facilitatory effect of the shorter lag during
training was stronger for more complex target forms, involving more changes. This
suggests that the shorter lag may aid in more difficult target knowledge, and that this
effect may be amplified when form complexity is increased. In sum, there is a dearth
of evidence regarding the interaction between lag effects and target forms, and
Suzuki et al. (2019) called for more experiments examining lag effects using
structures of differing degrees of linguistic difficulty. The present study aims to
contribute to this line of research.

Learner-related difficulty

Learner-related difficulty comprises prior knowledge, affective factors, and cognitive
abilities. This source is more difficult to measure, due to the subjective nature of
learners’ experiences. However, it is possible to infer difficulty from learner attrib-
utes. For example, Suzuki and DeKeyser (2017b) and Suzuki (2019) found that some
aptitude measures (language analytic ability and metalinguistic rule rehearsal
ability) predicted learning but only for their long-lag condition (ISI-7). On the other
hand, Kasprowicz et al. (2019) found language analytic ability to be a significant
predictor of scores for young learners regardless of ISI.

Another potential source of learner-related difficulty could be the learner’s
general L2 proficiency. Learners of higher L2 proficiency can be expected to expe-
rience less difficulty in learning a new L2 form than those with lower proficiency.
Previous findings might also be explained by this learner-related difficulty, which
might have led to shorter lags being more beneficial for learners with lower L2 profi-
ciency (e.g., the beginner-level learners in Suzuki & DeKeyser, 2017a and Suzuki,
2017) and longer lags for higher proficiency levels (e.g., the intermediate learners
in Bird, 2010 and Rogers, 2015).

A third cause of learner difficulty may be age. In a classroom setting, adolescents
over the age of 12 tend to learn foreign languages faster than children (Muioz, 2006,
2007, 2008). This has been attributed to superior cognitive abilities, including orga-
nization, selective attention, decision making, and working memory, due to neuro-
biological processes such as myelination (Bathelt et al., 2018; Yurgelun-Todd et al.,
2002) that begin at adolescence. Lower scores overall may therefore be expected
from children in cognitively demanding tasks. Regarding lag effects, children’s lower
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short-term memory capacity (Fandakova et al., 2014) would lead to more forgetting
between sessions after longer lags. This would consequently lead to fewer successful
retrievals at the beginning of a new session, meaning that more successful retrievals
will come later in the session where the delay since feedback is only a few minutes,
rather than days. Vaughn et al. (2016) conducted a study where participants learned
items to criterion, meaning that items were dropped from the cycle after being
answered correctly but were otherwise repeated in subsequent rounds. They
found that successful retrievals on the first round were more effortful, based on first
key-press latencies, and that the conditions that led to more effortful successful
retrievals also produced more durable knowledge. Accordingly, if children experi-
ence fewer effortful successful retrievals as a result of forgetting between sessions,
they may benefit less from the added difficulty of a longer lag as compared to older
learners.

To the best of the authors’ knowledge, no studies have directly compared lag
effects in L2 learning among children and adolescents. However, studies of lag
effects for L2 learning in children support the notion that longer lags might not
be beneficial for this age group. In a study of learning French morphology through
computer games, Kasprowicz et al. (2019) found minimal differences among
learners aged 8-11 between ISI-3.3 and ISI-7, with a small advantage to the ISI-
3.3 group. Similarly, research on vocabulary learning in primary school children
has shown either no differences between shorter and longer lags or an advantage
for the shorter lag, or less effortful condition (Goossens et al, 2016; Rogers &
Cheung, 2020a, 2020b).

As a comparison, Kiipper-Tetzel et al. (2014) found stronger lag effects among
older children (aged 11-13). Kiipper-Tetzel and colleagues taught English-German
vocabulary pairs to students in an authentic classroom with ISIs of 0, 1, or 10 days.
At RI-7, ISI-1 outperformed the other two conditions, whereas at RI-35 both the
1-day and 10-day ISI groups outperformed the massed group, with ISI-1 still best.
It was concluded that the optimal ISI increases with RI, noting the importance of
using multiple Rls in lag experiments. Their particular optimal ISI for RI-35 was
shorter than for Cepeda et al. (2008)’s lab study with adults, where scores increased
from 0 to 11 day ISIs. The discrepancy was explained by the differential working
memory and forgetting rates of adults and children.

Of course, age-related cognitive differences are not the only factor that separates
classroom studies with school-aged learners from lab studies like Cepeda et al.
(2008). Firstly, an experiment in an authentic classroom setting with younger
learners will undoubtedly involve countless extraneous variables and less control.
This would make it difficult to isolate time distribution as a factor. Moreover,
lab studies of undergraduate students are undertaken voluntarily by participants
of a certain level of education, and probably a certain willingness to perform the
study appropriately. Children in a classroom may have little interest in following
instructions, or become easily distracted, and often have less choice as to their
participation. Nevertheless, the small advantage to the shorter ISI in school class-
room studies has been fairly consistent (Goossens et al., 2016; Kasprowicz et al.,
2019; Kipper-Tetzel et al., 2014; Rogers & Cheung, 2020a; Serrano & Huang,
2018, 2021). Therefore, although the classroom context involves many variables,
shorter lags seem to be preferable for this age group.
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Digital flashcards

The tool of learning in the present paper was the digital flashcard app Quizlet.
This app is typically used for paired-associate learning, whereby the target L2
item may be paired with its L1 translation or a definition, and learners can study
target items selected by their teacher independently as well as create their own
sets. Numerous studies have shown the use of flashcard apps to be an effective
and motivating tool for enhancing vocabulary learning (Kornell & Bjork,
2008; Nakata, 2020; Wissman et al., 2012). Recently, Serfaty and Serrano
(2020) also showed that flashcards can be successfully used for grammar learning
by using whole sentences as items.

Quizlet in particular has been widely used in L2 classroom research
(e.g., Andarab, 2017; Ashcroft et al., 2018; Dizon, 2016). As a research tool, it does
not provide detailed data such as participants’ actual responses on incorrect
attempts or their response times, which other research platforms can provide
(e.g., Gorilla, DMDX). However, it does bring a number of advantages. For example,
L2 learners are generally already familiar with the tool and are motivated to use it
(Franciosi et al., 2016; Korlu & Mede, 2018; Sanosi, 2018). It is also one of the top 10
most visited educational websites worldwide (Similarweb, 2021) with 60 million
monthly users (Quizlet, 2021), bringing ecological validity to empirical research.
Additionally, Quizlet is free to use, which allows for administration to large groups
in a variety of settings (including low-resource settings). Finally, L2 learning
through Quizlet can be considered more experimentally controlled than the average
classroom study, since learning takes place individually while controlling for vari-
ables such as feedback style, instructor factors, and number of correct retrievals per
participant.

Present study

Suzuki et al’s DDF (2019) seems to plausibly account for the different results
obtained in some of the L2 lag-effect studies presented in the previous section,
but to the best of the authors’ knowledge no previous studies have used the
framework to examine how lag effects are related to other sources of difficulty in
determining “optimal” practice conditions. The primary aim of this study is to
investigate whether different sources of difficulty are related to lag effects in
grammar learning.

The present study used Quizlet in the productive recall mode to manipulate
grammar learning under a shorter and longer lag by comparing results at two
RIs under different conditions of linguistic and learner-related difficulty. Two
different grammatical structures were used to examine linguistic difficulty. For
learner-related difficulty, three measures were used. Firstly, age differences were
compared by including both children and adolescents. Secondly, general English
proficiency was used to approximate prior L2 knowledge. Finally, time on task
was used to measure the difficulty experienced by individual learners during
training. More details can be found about these measures in the Methodology
section.
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Research questions and hypotheses

The following research questions (RQs) guided the present study. Each one may be
broken down into subquestions, as follows:

RQ1: Are lag effects found in grammar learning with digital flashcards?

a. Is there an advantage to training at either a shorter (ISI-1) or longer
(ISI-7) lag?

b. Are scores different at RI-7 and RI-28?

c. Is there an interaction between ISI and RI?

RQ2: Do lag effects depend on other sources of difficulty?

a. Does ISI interact with linguistic difficulty?
b. Does ISI interact with learner-related difficulty factors such as age,
proficiency, and time on task?

Considering the results of previous studies involving difficult tasks that required
productive recall (Suzuki, 2017; Suzuki & DeKeyser, 2017a), our hypothesis for RQ1
is that the shorter lag, ISI-1, will lead to better scores at both RIs, with overall lower
scores at RI-28. Regarding RQ?2, in line with Suzuki et al. (2019), it is hypothesized
that the benefits of ISI-1 (easier practice condition) will be stronger for the more
difficult linguistic structure and for learners experiencing more difficulty during
training (children, lower proficiency, and learners that require more time to
complete the training), while ISI-7 scores may be higher for the simpler structure,
and for learners experiencing less difficulty during training,

Methodology
Participants

Participants were students in a Cambodian international school who study
an English-language curriculum in addition to their local curriculum. Initially,
all students in the secondary school, grades 6-11, were recruited for the study
(n=230), but due to sporadic school closures, absences during data collection
points, or not following instructions, only around half (n = 129) could be consid-
ered for analysis. A further 12 participants who showed previous knowledge of the
target grammar forms on a pretest were also excluded from analysis. The final
sample comprised 117 participants, aged 10-18 (M =13, SD =1.87), including
63 females and 54 males. The school in which this experiment took place does
not necessarily assign grade level by age, which is why some 10 year olds are
included in this secondary school study.

Difficulty sources

This study manipulated several conditions of difficulty. A summary of variables can
be found in Table 1.
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Table 1. Summary of difficulty variables

Lower Higher
Type Measure difficulty difficulty
Practice condition Intersession interval ISI-1 ISI-7
Practlcecondltlon Retentlonmtemal B R|7 R|28
Linguistic Number of transformations A B
and L1 similarity
Leamer Age B Admescems Chlldren
Learner Proficiency Low Medium High
Learner Time on task Faster Slower

Practice conditions

Practice conditions were manipulated in terms of lags and RIs. The two lags chosen
for comparison were ISI-1 and ISI-7, to be assessed at either RI-7 or RI1-28. Two Rls
were used due to evidence from prior research that the optimal ISI depends on the
RI (Cepeda et al. 2006, 2009). The shorter ISI is assumed to be easier, considering
the evidence that longer lags lead to more forgetting between sessions (e.g.,, Li &
DeKeyser, 2019; Suzuki, 2017), and the shorter RI is assumed to be easier because
declarative knowledge is prone to decay after acquisition (Ullman & Lovelet, 2018).
These intervals were chosen to allow comparison between this study and previous
studies, as well as for practical purposes regarding data collection. Two sessions
were used per structure because a similar study using digital flashcards
(Serfaty & Serrano, 2020) reported a ceiling effect for a third of participants after
three sessions.

Linguistic difficulty
Linguistic difficulty refers to any difficulty regarding the target form, which
could include intrinsic complexity, differences from the L1, or task-specific diffi-
culty such as the medium of input, frequency, and salience (Housen & Simoens,
2016; Spada & Tomita, 2010). Although both target structures were designed to
be highly difficult, in order to make the task meaningful for students with high
proficiency and to avoid previous knowledge, Structure B was intended as more
difficult than Structure A in order to test the hypothesis that linguistic difficulty
interacts with lag effects.

Structure A was the future perfect progressive (e.g., I will have been studying for
3 hours by the time I see you). Structure B was the past perfect conditional in the
interrogative form (e.g., What would you have done if you had found the money?).
Eight sentences per category were created for the pretest and training, and
a further eight sentences each were created for the posttest. See Appendix A for
all items.

The determinants of linguistic difficulty examined in the present study include
some of the factors that have been considered in previous research, namely the
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Table 2. Transformations required for each target structure and differences with respect to L1

Structure A Structure B

Cue I will start studying at 3pm. | will You didn’t find the money, so you did
see you at 6pm. (I will continue to  nothing. But imagine a different past.
study) Hmmm

Target I will have been studying for What would you have done if you had
3 hours by the time | see you. found the money?

Transformations Declarative — interrogative

Cue — Target Clause 1 = Clause 2
Clause 1: Clause 1 (conditional clause):
“I will start” + V-ing (+0Object/ Subj + V past 4+ Object
Complement) + Time — Wh- + Aux + Subj + V cond.
— “I will have been” + V-ing Perfect
(+Object/Complement) + for + + Object — Wh- pronoun (choose
Time (duration) between what, who, where, how)

+ Move Wh- to the front
+ V past — V conditional perfect
+ Subject 4+ V — Aux Subj V

Clause 2: Clause 2 (if clause):

“I will” + V 4 Object + Time “Subject + V past + Object/

Adjunct” Complement”

— “by the time I” + V + Object — “if 4 Subject + V past perfect +
Object/Complement”

« Change tense to past perfect
« If Vin cue is affirmative — negative
. IfVin cue is negative — affirmative

L1 differences Conditional tense
Wh- fronting
Interrogative subj-verb inversion

number of transformations required to arrive at the target form, and similarity to L1
features (Spada & Tomita, 2010). Accordingly, Structure B, the more difficult struc-
ture, involved more transformations and was less similar to the participants’
L1 (see Table 2). For both structures, the participant must combine two sentences
into a single sentence with two clauses and conjugate the verbs into complex tenses
involving auxiliaries. However, for Structure B the participant must also produce an
interrogative sentence from a declarative cue, swap the order of clauses, replace the
object with a fronted Wh- word, and change an affirmative clause to a negative
clause (or vice versa). In contrast, for Structure A, the conjugation is simplified
by using “chunks” that are the same in every example, which means that the partic-
ipants only need to remember to start each sentence with “I will have been” and then
use the same verb in -ing form as in the cue. Similarly, the verb after “by the time I”
is also in the same form as in the cue. Additionally, the participants’ L1, Khmer,
does not use an interrogative inversion, Wh- fronting, or express the conditional
tense grammatically, whereas Structure A follows a similar syntax to that of
the L1. Therefore, Structure B can also be considered more difficult from this
perspective.
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Linguistic difficulty was confirmed by performance measures during training,
which Suzuki et al. (2019) propose as a measure of L2 difficulty (see Results section).

Learner-related difficulty

This study used three separate measures that tap different potential sources
of difficulty within the learner, namely age, proficiency, and time on task’. In terms
of age, in the present study 10-12 year olds were classed as children (n = 52) and
13-18 year olds were classed as adolescents (1 = 65). It was expected that adoles-
cents would experience less difficulty during treatment than children due to more
developed cognitive abilities.

Although it is not easy to determine the exact onset of adolescence and it is well
known that this varies among individuals, we followed the cut-off that has tradition-
ally been used in the literature analyzing L2 learning in classroom settings (11-12),
which roughly corresponds to the age at which different cognitive changes have
been claimed to take place (Mufioz, 2007). We decided to choose 12 and not 11,
first, in order to have a more balanced number of participants in the two groups,
and second, because we observed that, in our sample, the performance of 12 year
olds during training was similar to younger participants with a marked drop in time
on task for 13 year olds. T-tests revealed nonsignificant differences in times on task
between 11 and 12 year olds (p = .498), and between 13 and 14 year olds (p = .612),
but a significant difference between 12 and 13 year olds (p =.017). Notably, a large
majority of the 12 year olds in this study were in the same school grade as the
10 and 11 year olds.

A second measure of difficulty is proficiency level, because prior knowledge
is expected to influence learners’ ability to acquire target forms (Housen &
Simoens, 2016). The participants’ English proficiency levels were measured using
the Oxford Quick Placement Test (UCLES, 2001), though 14 participants did
not complete this test and were not included in this analysis. Since a large majority
of participants achieved level B1, and levels A1 and C1 were represented by only
three participants each, three new levels of proficiency were created for analysis:
low, medium, and high. Low comprises Al and A2 (n = 31), medium is equivalent
to B1 (n=45), and high denotes B2 and C1 (n =27).

Lastly, a measure of task-specific learner difficulty was created based on obser-
vations during training. Previous research has used the number of trials to reach
criterion (e.g., Bahrick & Phelps, 1987), or the first key-press latency (e.g., Pyc &
Rawson, 2009) as a measure of difficulty on a per item basis. As grammar items
are interrelated, a better measure for difficulty would be the total number of trials
required to reach criterion or the accumulated first key-press latencies per session.
Unfortunately, these data were not available through Quizlet, but participants did
record their time on task. Longer time on task is a reflection of both more trials and
more time spent on each trial, which are signs of difficulties experienced by the
learners during the treatment. Additionally, time on task matched the first author’s
first-hand knowledge of students’ academic abilities. However, time on task may be
influenced by other factors, for example typing speed. Therefore, this measure
constitutes only a rough indicator of difficulty and outcomes should be interpreted
accordingly. Two groups were created using a K-means cluster analysis of
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Table 3. Breakdown of experimental groups by number of participants with ages in parentheses

Posttest RI Group A Group B Total
RI-7 26 (M= 13.38, SD =2.00) 36 (M=12.89, SD=2.01) 62
RI-28 26 (M=13.19, SD = 1.88) 29 (M=12.90, SD = 1.59) 55
Total 52 65 117
Day 0 Day 1/ Day 7/ Day 8/ Day 15 or 36
Session 1 Session 2 Session 3 / Posttest

Practice [ e—

| Group 5 i 8 x StructB 8 x StructA

Figure 1. Experimental design.

)
’ Group A 8 x StructA | 8 x StructB
Pretest / L: P\ p—— 4 x StructA I --.Rl T_......_Fizs
4 x StructB

participants’ total time on task over the three training sessions: faster (n= 60,
M=4715m, SD=14.17m) and slower (n =43, M =10621m, SD =23.71m).
Participants with missing data (n = 14) were not included in this analysis.

The three learner variables were moderately correlated (age*proficiency: r = .389,
p = <.001; proficiency*time: r = —.655, p = <.001; age*time: r = —485, p = <.001),
which may be interpreted as these variables being related but ultimately measuring
different learner attributes.

Experimental design

The experimental design involved a pretest, treatment, and posttest (Figure 1).
Students learned two structures at either ISI-1 or ISI-7, counterbalanced within
subjects. The treatment consisted of three study sessions (S) in total, each using
a single set of flashcards with eight items. S1 used items for ISI-7, S2 used items
for ISI-1, and S3 combined them.

Learners were split alphabetically within each grade into two groups
(Group A and Group B) that determined which grammatical structures would coin-
cide with which ISI. Following the training phase, participants eligible for analysis
were split into two distinct groups to be tested at either RI-7 or RI-28, manipulated
for equal representation of the two treatment groups. RI was a between-subjects
variable in order to avoid confounds caused by testing effects. By chance, Group
B retained more participants. No experimental groups coincided with intact classes.
The final breakdown of groups and age distribution can be seen in Table 3.

Independent t-test showed no differences in proficiency scores (/60)
between treatment Group A (n =45, M =34.1, SD =8.6) and Group B (n=>57,
M=33.4,8D=709), t{100] = 0.422, p = .674, d = 0.20), or between testing groups
RI-7 (n=56, M=339, SD=8.3) and RI-28 (n=46, M =33.5, SD=28.0),
t{100] = .227, p=.821, d =0.08.
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She didn't go to Thailand, so she didn't see anyone. But imagine a different past Hmmm

£ WRITE

E——
REMAIMING wWho she would have seg|
b
INCORRECT

CORRECT o

Figure 2. Participants attempt to type the target response.

=2 Study this onel

£ WRITE
REMAINING 4 She didn't go to Thailand, so she didnt see anyone. But imagine a different past Hmmm
E—
INCORRECT &
CORRECT 0 Who would have see if she go to Thailand?

Figure 3. Participants receive feedback on incorrect responses.

Training

Training was performed using the Write mode of Quizlet with eight scenario-cues
per target structure (16 target sentences in total). There was no instruction stage, but
rather participants were presented with the cues and guessed the correct responses.
As neither of the target structures can be expressed in isolation in the participants’
native language, translations could not be used as cues. Instead, participants
read a scenario in English (e.g., I will start studying at 3pm. I will see you at 6pm.
[I will continue to study] for the target of I will have been studying for 3 hours by
the time I see you). This approach also provided all the vocabulary within the cue,
isolating grammar as the target.

After each incorrect response, the target response was presented alongside
the participant’s response (see Figures 2 & 3). Although it is possible to click
“Don’t know” and skip to the feedback, participants were strongly encouraged to
always guess. Since each item used the same grammatical pattern, participants
were expected to infer rules from the feedback as the training progressed
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(Serfaty & Serrano, 2020). Any correctly typed responses were removed from the set,
and training continued in rounds until all items were removed. The order of presen-
tation within each set was randomized.

Tests

Productive cued recall tests were conducted using Google Forms. The pretest
consisted of the 16 sentences from the training. Students were asked to write the
sentences from the scenario cues. Questions for Structure B also provided the initial
question word (see Appendix A).

The posttest comprised eight novel items for each structure, using cues written in
an identical style as in the training and pretest (see Appendix A for all test cues).
Novel items were used for the posttest to make sure that it was the structure and
not the specific exemplars that were learned, following Serfaty and Serrano (2020).
No time limits were imposed on tests. Cronbach’s alpha showed high internal
reliability for posttests: Structure A = .977; Structure B = .942.

Tools

As mentioned, the main tool of learning in this study was Quizlet. In accordance
with the school’s normal practice, Google Classroom was used to manage the
experiment and students used their own devices. Each assignment included a
Google Doc with a link to the relevant Quizlet activity and spaces for students
to fill in their times as well as add screenshots. The reported times were corrobo-
rated with the screenshots, which included their device’s clock, and Google
Classroom’s record of when each file was opened and submitted. The screenshots
also served as the record for items answered correctly in the first round of each
session (see Appendix B).

Procedure

Before training, two lessons were used for preparation activities, which included an
explanation of the experiment, a brief presentation of the target concepts without
revealing the target forms in English, a pretest to screen for prior knowledge, and
two practice sessions in which participants learned to use Quizlet in the desired
manner and record their progress. See Appendix C for a more detailed account
of pre-experimental activities.

The pretest was performed on the day before the training during class time. The
three training sessions also took place during regular classes. The majority of
sessions and tests happened under direct supervision of the first author or their
teacher. Desks in classrooms were spaced according to COVID-19 guidelines, which
helped to reduce communication between students during training. However, some
sessions fell during periods of online learning. It was decided to continue the experi-
ment unsupervised, based on evidence from Rawson, Dunlosky and Sciartelli (2013)
that showed similar effects of distributed retrieval practice from supervised
and unsupervised learners. In all cases, at least the two practice lessons and S1 were
in-person, meaning that students knew what was expected of them. A general
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baseline of possible performance was established from the 70+ participants that
were fully supervised for every session by the first author. For example, times
between sessions for the same participant should be similar and the pattern of
learning should show a gradual reduction in the number of items with each round.
Faster times reliably came from students from whom this was expected, based on
their usual academic performance, and vice versa. In certain cases, data clearly did
not match the expected pattern of learning and students were asked whether they
had followed instructions. In all of these cases (n = 30), including one entire class
(n = 24) who had not understood the goals of the task, students admitted to either
not understanding the procedure or to intentionally cheating, and their data were
discarded.

The posttest was conducted during regular classes on Google Forms, either 7 or
28 days after the last training session. Some tests (35/117) were completed during
online learning, with no implausibly high or low performances. Posttests were not
timed and took approximately 15 min to complete. The proficiency test was admin-
istered at different times according to student availability and on average it took
around 20 minutes.

Analysis
Scoring

A two-point scale was used to score each sentence, one point for each of the two
clauses. See Appendix D for examples of responses and criteria for scoring.

Every item was graded three times by the same rater on different days, in a
randomized order. Of the 1872 total responses, 22 scoring differences were found
and corrected on the second round, with no further differences found on the third
round. A second rater marked 17 tests, corresponding to 15% of responses, with
98.5% interrater agreement. The discrepancy was resolved by discussion.

Statistical analyses

The program SPSS 27 (IBM, 2020) was used to perform the statistical analyses.
T-tests were used to check for significant differences in training performance
between groups.” Cohen’s d was used as the effect size statistic, interpreted using
the following benchmarks (Plonsky & Oswald, 2014) for independent samples:
small (d = 0.4), medium (d = 0.7), and large (d = 1.0), and for paired samples, small
(d=0.60), medium (d = 1.00), and large (d = 1.40).

Generalized linear models for repeated measures with a binomial outcome were
used to evaluate the proportion of correct scores in the posttests. This type of model
is appropriate for data which does not meet assumptions of a normal distribution or
homoscedasticity. Each test item is treated as an observation, and because the total
score per item was two, this is equivalent to two binary opportunities for success per
item. The lowest Akaike Information Criteria was used to determine the best data
structure. Participants and items were the repeated measures, equivalent to random
effects in mixed models, meaning that the model accounts for variability between
participants and items. All models were built by first adding all possible two-way
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and three-way interactions, and then removing nonsignificant interactions. In total,
five models are reported. Model 1 includes only the key variables of ISI and RIL
Each subsequent model includes a single added predictor variable as follows:
Model 2 - structure; Model 3 - age; Model 4 - proficiency; Model 5 - time on task.
Models 1, 2, and 3 included 1872 observations from all 117 participants. Models 4
and 5 excluded 14 participants, using a total of 1648 observations. A model
containing all variables was not used due to the number of variables and possible
interactions as well as the correlations between learner-related variables.

A significant F statistic for a statistical model indicates that it predicts outcomes
better than a model without independent variables. Estimated marginal means with
95% confidence intervals were calculated. These estimated means, which will be
labeled as scores for ease of exposition, represent the average proportion of correct
responses in a given condition. For example, if ISI-1 scores are M = 0.5, this would
indicate that a response in the ISI-1 condition has a 50% chance of being correct
(in this case, of earning 2 points). The standard error (SE) represents the range
of likelihood means within the population, so a smaller SE indicates better inferen-
tial strength to the general population. Odds ratios (OR) are used to measure the
effect size for this type of analysis. They constitute the added relative likelihood
of a correct response in comparison with another level of the predictor. For example,
if ISI-1 scores are greater than ISI-7 scores with an OR of 1.5, it would indicate that a
correct response is 1.5 times more likely, or 50% more likely, under the ISI-1 condi-
tion than the ISI-7 condition. As there are no standard guidelines in the field of
applied linguistics for interpreting OR, we follow the benchmarks used by Kim,
Skalicky and Jung (2020). Accordingly, OR will be interpreted as small if less
than 3, moderate if between 3 and 10, and large if greater than 10. The alpha
of p was set as .05. Accordingly, a significant effect indicates that the probability
of no effect in the general population is less than 5%.

Results
Data files and syntax can be found online.

Training data

Firstly, in order to gain insights into learner-related and linguistic difficulty, time on
task and the number of correct responses on the first round for each session were
examined. Descriptive statistics are displayed in Table 4.

Paired samples ¢-tests showed that participants spent slightly less time on Session
2 than Session 1, t[101] =2.652, p =.009, d = 0.2, and substantially less time on
Session 3 than Session 2, #[101] =7.903, p <.001, d =0.78, where items were
repeated from previous sessions. When analyzed by structure, Structure A took
26 min for both groups (Group A S1 & Group B S2), whereas Structure B, the more
difficult structure, took 31 min for Group B and 25 min for Group A. Independent
samples t-tests showed nonsignificant differences among groups for Structure
A time (#[101] = 0.149, p = .882, d = 0.03) but time for Structure B was significantly
higher for Group B (#[101] =2.068, p = .041, d = 0.42), although the effect size is
small. This may be because Group B started the treatment with the more difficult
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Table 4. Training data. Time in minutes and number of items correctly typed during round 1 (/8) with
standard deviations in parentheses

S3 Round 1
S1 Time S2 Time S3 Time Correct (/8)
Treatment Group  Group A 26 (15) 25 (13) 17 (11) 2.3 (2.1)
(S1: StrA; S2: StrB)
Group B 31 (14) 26 (14) 18 (11) 2.2 (1.8)
(S1: StrB; S2: StrA)
Age Group Adolescents 22.3 (12.8) 20.9 (10.7) 13.8 (7.0) 2.9 (2.0)
Children 37.5 (12.7) 32.3 (14.1) 23.3 (12.9) 1.3 (1.5)
Time on Task Faster ( 17.6 (6.6) 11.7 (5.3) 3.2 (1.9)
Slower 42.6 (10.3) 37.4(11.5) 26.2 (11.1) 0.8 (0.9)
Proficiency High 19.0 (10.4)  16.1 (7.0) 9.3 (4.1) 3.3 (L7)
Medium 27.9 (13.0) 25.6 (11.5) 16.9 (6.5) 2.3 (1.9)
Low 38.6 (14.5) 34.0 (14.7) 25.2 (13.0) 1.2 (1.6)
Together 29 (15) 26 (13) 18 (11) 2.2 (1.9)
ISI-7: 0.8 (1.0)
ISI-1: 1.4 (1.3)
StrA: 1.4 (1.2)

StrB: 0.9 (1.2)

Structure B. In contrast, for Group A, the difficulty may have been offset by the
practice effects of having already completed a training session for Structure A.

Comparing times on task between age groups, children spent significantly more
time on all sessions compared with adolescents (¢{101] = 5.984, p < .001, d = 1.197;
t[75.306] = 4.434, p <.001, d=0.994; t[59.532] =4.445, p <.001, d=0.927).
Times on task were also significantly different for the three proficiency groups
for all three sessions, with significant differences between high to medium profi-
ciency (S1: t[61] =2.818, p=.006, d=0.420; S2: t[60.759] =4.087, p <.001,
d=1.001; S3: t[60.306] = 5.608 p < .001, d =1.381), medium to low proficiency
(S1: t[65] = 3.154, p=.002, d=0.777; S2: t[44.277] = 2.489, p=.017, d = 0.643;
S3: t[34.779] =3.077, p=.004, d=0.810), and high to low proficiency
(S1: t[46.759] =5.562, p < .001, d = 1.558; S2: £[36.637] = 5.569, p < .001, d = 1.563;
S3: 1[31.938] = 5.975, p < .001, d = 1.639).

For S3, in which items from both structures were presented for the second
time, paired samples ¢-tests showed that participants entered more correct responses
in round one from Structure A than from the more difficult Structure B,
t[101] = 3.488, p =.001, d = 0.35, regardless of ISI, and also more from ISI-1 than
ISI-7, t[101] = 4.854, p < .001, d = 0.48), regardless of structure. This confirms that
Structure B and ISI-7 imposed more difficulty at S3. Compared between faster and
slower learners, the faster learners achieved significantly more correct retrievals on
round one of S3 than slower learners, #[92.285] = 8.410, p = <.001, d = 1.596. This
supports the notion that time on task was related to ability. As for age groups,
adolescents entered significantly more successful responses in this round than
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Table 5. Posttest scores within participants

RI-7 (/16) RI-28 (/16) Overall (/16)
ISl 1 8.40 (5.51) 4.35 (5.41) 6.50 (5.81)
e 7 71{568) ______________________________________ ) 04(550) ____________________________________ 545(573) _________
Structure A 9.39 (5.49) 5.29 (6.11) 7.46 (6.12)
B 573{540) 409 (456) 549(521)

Table 6. Posttest scores between participants

RI-7 (/32) RI-28 (/32) Overall (/32)

Age Adolescents 19.14 (8.68) 11.77 (9.63) 15.74 (9.79)

Children 12.19 (9.05) 6.52 (8.35) 9.46 (9.10)

Proficiency High 21.94 (7.09) 13.50 (11.12) 18.81 (9.54)
Medium  1805(815)  1004(77) 1396 (882)

Low 8.00 (8.62) 4.64 (8.68) 6.48 (8.67)

Time Faster 20.58 (8.29) 12.34 (9.83) 16.60 (9.90)

Slower 10.13 (8.70) 7.20 (8.46) 8.77 (8.62)

children, #[100.952] =4.519, p=<.001, d=0.880. Finally, proficiency also
predicted correct retrievals in this round with significant differences between
high to medium proficiency (¢#[61] =2.061, p = .044, d = 0.548), medium to low
proficiency (t[65] =2.498, p=.015, d=10.633), and high to low proficiency
(t[48] =4.510, p = < .001, d = 1.277).

To summarize, the training data supports the rationale that the variables in
this study imposed differing levels of difficulty during training. Fewer items were
remembered at the start of S3 from the longer ISI (7 days) and from the more diffi-
cult structure (B). The latter also took more time to complete when it was presented
as the first structure. Faster times on task were associated with more correct
retrievals at the start of S3, and both older and more proficient learners performed
better on time and retrieval measures. Effect sizes for comparisons of learner-related
difficulty were medium to high, whereas for ISI and structure the effect sizes were
low. No significant differences in overall training performance were found between
randomly assigned treatment groups or RI groups.

Posttest results

Table 5 shows the results for posttests for each ISI and structure, according to RI.
Table 6 shows the breakdown of total scores by learner differences. Descriptively,
participants at RI-7 scored higher than those at RI-28 in both conditions and both
structures. Within each RI group, Structure A obtained higher scores than the more
difficult Structure B, especially at RI-7. ISI-1 scores are slightly higher than
ISI-7 scores at RI-7, but this is reversed at RI-28. Regarding learner differences
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Table 7. Summary of statistical models

MODEL Predictors F P
Model 1 ISI, RI, ISI*RI 8.288 <.001
Model 2 ISI, RI, Structure, ISI*RI, RI*Structure 25.363 <.001
Model 3 ISI, RI, Age, ISI*RI 9.128 <.001
MOdel4 . |5|’R|, pr0f|c|ency)|s|*R|’ |S|'pr0f|c|ency 9540 <001

Model 5 ISI, Rl, TimeOnTask, ISI*RI, ISI*TimeOnTask, ISI*RI*TimeOnTask 10.134 <.001

(Table 6), adolescents obtained higher scores than children, faster participants
achieved higher scores than slower participants, and scores increased with
proficiency level. The large standard deviations in Table 5 indicate high variance
among participants, with noticeably higher variance at RI-28. Table 6 shows that
variance decreases considerably in favorable conditions (older, higher proficiency,
faster), with much higher standard deviations in conditions of higher difficulty,
relative to scores. This could be interpreted as lower difficulty conditions leveling
the playing field.

Table 7 summarizes the statistical models, with a more detailed summary in
Appendix E. Additional statistics for nonsignificant interactions and all estimated
means with pairwise comparisons for each main effect and interaction can be found
in Appendix S1 in the supplementary online materials.

Model 1: ISI and RI

Model 1 included ISI, R1, and their interaction. The main effect of IST was not signif-
icant (ISI-1: M = .391, SE =.003; ISI-7: M = .395, SE = .029), OR = 1.012, p = .829,
but RI-7 scores (M = .504, SE = .039) were significantly higher than RI-28 scores
(M =.293, SE=.038), OR =2.451, p < .001. The interaction (Figure 4) was also
significant, though with a small effect size and overlapping standard errors.
At RI-7, ISI-1 scores (M =.525, SE=.040) were higher than ISI-7 scores
(M = .482, SE=.040), OR=1.189, p=.014, whereas at RI-28, ISI-7 scores
(M =.315, SE=.040) were higher than ISI-1 scores (M =.272, SE=.038),
OR =1.234, p =.012. The drop in scores from RI-7 to RI-28 was therefore more
pronounced for ISI-1 items. To summarize, there was no main effect of ISI, but
a small crossover interaction with RI was statistically significant.

Model 2: IS, RI, and structure

Model 2 added the predictor of structure, with Structure B being more difficult
than A. The main effect of structure was significant. Structure A scores
(M = 455, SE = .030) were higher than Structure B scores (M =.333, SE =.028),
OR = 1.733, p < .001. Although the interaction with ISI (Figure 5) was not statisti-
cally significant, F=1.164, p =.281, there appears to be a trend towards higher
scores for the easier structure with the longer lag. However, there was a significant
interaction with RI (Figure 6), as the difference in scores at RI-7 (Structure A:
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Figure 4. Model 1: ISI by RI interaction.

M = 585, SE = .040; Structure B: M = 422, SE =.040), OR = 1.976, p <.001, was
more pronounced than at RI-28 (Structure A: M =.331, SE =.040; Structure B:
M= .254, SE=.037) OR =1.440, p < .001. However, all effects were small.

Model 3: ISI, RI, and age

The third model compared ISI and RI effects for the two age groups of children
(ages 10-12) and adolescents (ages 13-18). The main effect of age was significant.
Adolescents’ scores (M = 484, SE = .038) were significantly higher than children’s
scores (M =.281, SE=.038), OR =2.358, p <.001. Age did not interact with ISI
(Figure 7) or with RI (Figure 8).

Model 4: ISI, RI, and proficiency

Model 4 included ISI, RI, and proficiency with three levels, as well as their
significant interactions. The model produced a significant, moderate main effect
for proficiency, where higher proficiency learners obtained higher scores (high:
M = 554, SE=.059; medium: M = 436, SE =.045; low: M =.185, SE=.041).
Low proficiency scores were significantly lower than high proficiency scores,
OR =5.621, p <.001, and medium proficiency scores, OR=3.372, p= < .001.
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Figure 5. Model 2: ISI by structure interaction.

The difference between medium and high proficiency scores approached but did not
reach significance, OR = 1.667, p = .088.

The interaction with proficiency and ISI (Figure 9) was also significant. With
medium proficiency, there was no significant difference between ISI-1 (M = .440,
SE=.047) and ISI-7 (M =.431, SE=.045) scores, OR=1.027, p=.675.
However, high proficiency led to significantly better scores for ISI-7
(M =.599, SE=.059) compared with ISI-1 (M =.508, SE=.062), OR=1.361,
p =.010. Conversely, low proficiency led to significantly better scores for ISI-1
(M =.209, SE=.045) compared with ISI-7 (M =.164, SE=.040), OR = 1.499,
p=.004. Additionally, the difference between high and low proficiency
scores was considerably larger at ISI-7, OR=38.696, p <.001, than at ISI-I,
OR =4.270, p < .001.

Model 5: IS, RI, and time on task

The final model included ISI, RI, and time on task, with their significant interac-
tions. A significant, moderate main effect was found for time on task, whereby faster
participants (M =.516, SE=.040) scored higher than slower participants
(M = .264, SE = .041), OR =3.029, p < .001. An interaction between ISI and time
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Figure 6. Model 2: Rl by structure interaction.

on task (Figure 10) was also significant with small effects. For faster participants,
ISI-7 scores (M =.541, SE=.041) were significantly higher than ISI-1 scores
(M = .490, SE=.041), OR=1.228, p=.010, but for slower participants, ISI-1
scores (M =.291, SE=.045) were significantly higher than ISI-7 scores
(M = 239, SE = .040), OR = 1.454, p = .001.

Additionally, the difference between faster and slower participants was larger for
ISI-7 scores, OR=4.495, p <.001, compared with ISI-1 scores, OR=2.519,
p=.001.

A three-way interaction with ISI, RI and time on task (Figure 11) was also signif-
icant, with small effects. The interaction is evident among the slower participants,
for whom ISI-1 scores (M =.408, SE =.063) were significantly higher than ISI-7
scores (M = 226, SE = .053) at RI-7, OR = 2.364, p < .001, but at RI-28, ISI-7 scores
(M = .253, SE =.060) were slightly higher than ISI-1 scores (M =.197, SE = .055),
though both ISI scores at this RI are very low and the difference only narrowly
reaches significance, OR =1.383, p=.039. As for faster participants, the longer
lag was significantly better at RI-7 (ISI-1: M = .611, SE = .054; ISI-7: M = .675,
SE=.052), OR =1.325, p=.009, but not at RI-28 (ISI-1: M =.371, SE=.055;
ISI-7: M = 401, SE=.056) OR=1.136, p=.245. Another way to view this
interaction is that RI-7 scores were always higher than RI-28 scores, apart from
in the combination of slower participants and longer lag.

75

https://doi.org/10.1017/50142716421000631 Published online by Cambridge University Press



Applied Psycholinguistics 535

Age
0.60 I Adolescents
- Children
0.50 =
@ 0407
| ™
[+ ]
(4]
n
c
3 030
=
0.204
0.10
0.00

I |
ISI-1 ISI-7
ISI

Error Bars: +/- 2 SE

Figure 7. Model 3: ISI by age interaction.

Discussion

In the present experiment, 117 ELLs studied two grammatical structures of differing
degrees of linguistic difficulty by retrieval and feedback on Quizlet, using a dropout crite-
rion of one correct response, with two sessions per structure. These were counterbal-
anced over two different ISIs, 1 day and 7 days, and tested after either 1 week or
1 month. Results were also compared for learners of differing age, proficiency, and
the time required to complete the training. We now present a summary of findings from
this experiment and their implications for the DDF’s account of lag effects in L2 practice.

RQ1

The first RQ concerned the overall effect of ISI measured at RI-7 and RI-28. Results
showed no main effect of ISI in this experiment, contrary to our hypothesis that the
shorter lag would lead to higher scores. However, there was a small but significant
crossover interaction with RI, whereby a shorter lag was better for RI-7 and a longer
lag was better for RI-28. This result is reminiscent of Rohrer and Pashler (2007)’s
optimal ISI ratio of 10-20% of RI. The two combinations with higher scores had
ratios of 14% (ISI-1:RI-7) and 24% (ISI-7:RI-28), compared with 100% (ISI-7:
RI-7) and 3.5% (ISI-1:RI-28). However, this interaction is better explained after
reviewing the rest of the findings.
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Figure 8. Model 3: Rl by age interaction.

RQ2
The second RQ concerned how ISI may interact with other sources of difficulty.
Firstly, two different grammatical structures were used to examine linguistic diffi-
culty. Training data seemed to confirm the study’s rationale that the more difficult
structure (B) imposed more difficulty during training. A main effect was found, but
contrary to our hypothesis there was no interaction with ISL. It seems that the effect
of linguistic difficulty outweighed any effects of ISI, though the difference in scores
was descriptively larger at ISI-7. Thus, these results are in line with Bahrick and
Phelps (1987) and Suzuki (2017) in that lag effects did not significantly interact with
linguistic difficulty. Based on the descriptive trend towards a greater difference at
ISI-7, it may be expected that target forms with more extreme differences in
complexity would have produced a significant interaction with ISI. Nonetheless,
the hypothesized interaction between these two difficulty factors is not confirmed
in this study.

Secondly, lag effects for adolescents and children were compared. Age was found
to be a significant moderator of scores, with adolescents outperforming children as a
whole. This is unsurprising given that they were learning the same complex, cogni-
tively demanding materials. Training data also confirmed that children experienced
more difficulty during training. However, as with structure, the hypothesized inter-
action with ISI was not found. Shorter lags were not better for children and longer
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Figure 9. Model 4: 1SI by proficiency interaction.

lags were not better for adolescents. A significant advantage to ISI-1 for children was
expected at RI-7 based on Kiipper-Tetzel et al. (2014), who demonstrated this effect
for 11-13 year olds. The results of the current study do not show a significant effect,
but do show a trend in the same direction. The present results are more similar to
Kasprowicz et al. (2019) and Rogers and Cheung (2020a, 2020b) who found
minimal differences in ISI conditions for young children using similar lags.

In contrast, proficiency level significantly moderated the direction of lag effects.
Training data confirmed that lower proficiency led to more difficulty during
training. For participants with higher L2 proficiency (B2+), the longer lag added
desirable difficulty, while for lower level participants (A1/2), the easier shorter
lag was better. The difference between these groups was particularly apparent in
the more difficult ISI-7 condition. No differences in ISI items were observed for
the participants with a medium (B1) level.

Time on task also proved to be a significant moderator of lag effects. Faster
participants benefited from a longer lag while slower participants did better with
a shorter lag. Additionally, the three-way interaction with RI showed that for
slower participants with ISI-7, scores were very low even for the short RI. As with
proficiency, time on task also predicted results more strongly for ISI-7 than for
ISI-1. This is similar to how aptitude scores from Suzuki and DeKeyser (2017b)
and Suzuki (2019) predicted L2 scores at ISI-7 only. Taken together, this could
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Figure 11. Model 5: ISI by time on task interaction at RI-7 and RI-28.
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indicate that learner-related differences play a stronger role in the more challenging
ISI condition, which is typical for aptitude-treatment interaction research
(DeKeyser, 2021).

Individualized pacing during training may have been expected to reduce vari-
ability between learners, given that all the participants learned to the same criterion
of one successful retrieval, and the observed variability may therefore be counter-
intuitive. For grammar items, an advantage might even have been expected for
slower participants, whose greater number of incorrect trials will have led to more
practice and more feedback. A possible explanation for this might be found in the
Retrieval Effort Hypothesis (Pyc & Rawson, 2009). Faster participants will have had
more intervening items between each response, since faster participants were more
likely to achieve correct retrievals in earlier rounds, and therefore their successful
retrievals will have been more effortful. In contrast, participants that only achieved
one or two correct responses per round experienced a continually decreasing
number of intervening items. The feedback for more difficult items would then
be more recent and more highly activated in working memory, and with each cumu-
lative exposure to the correct response, the effort for the eventual correct retrieval
would inevitably decrease. Therefore, successful retrievals that required more trials
to achieve also required less retrieval effort, as a combination of higher activation
and more practice. This reduced effort for successful retrievals is hypothesized to
create weaker memory traces than more effortful successful retrievals.

Having reviewed the findings of RQ2, it is now clear that the significant
interaction between ISI and RI is not applicable to all participants, but is rather
the sum of different experiences. The ISI-1+RI-7 advantage comes from slower
participants and those with lower proficiency. By RI-28, their scores drop and
the ISI-7+RI-28 advantage emerges from participants with higher proficiency
who better retained their knowledge and performed better with the longer lag at
both RIs. Therefore, without taking learner differences into account, one could
mistakenly conclude that ISI-1 is always best for RI-7, and ISI-7 is always best
for RI-28. The present data demonstrate that the optimal ISI for each RI depends
on the learner, and highlights the importance of considering these differences in
future research.

Theoretical implications

The above findings partially confirm the predictions of the DDF for L2 practice
(Suzuki et al., 2019). Firstly, difficulty is created by a combination of different
sources. In this experiment, RI, structure, age, proficiency, and time on task all
significantly affected outcomes. Higher scores were obtained at the shorter RI,
for the easier target structure, for older learners, for higher proficiencies, and for
faster times. In all of these comparisons, the higher scores were obtained for the
condition with least difficulty. Put differently, adding difficulty to training was
not desirable. This could indicate that the task of learning grammar through digital
flashcards, as implemented in the current study, already involves high retrieval
effort and therefore any further difficulty (e.g., more complex target forms or lower
cognitive abilities) was not desirable.
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In contrast to other measures of difficulty, ISI had no main effect, and the direc-
tion of its benefit changed according to learner-related difficulty. Disadvantaged
learners, as evidenced by their higher time on task or lower proficiency, were
hindered by a longer lag, but for learners that found the task easier, the added diffi-
culty of a longer lag proved to be desirable. In fact, ISI was the only variable to which
adding difficulty was desirable. Based on these observations, linguistic difficulty and
age had the most robust effect on scores, with no interactions with ISI. Next, the
learner-related variables of proficiency and time on task had main effects but also inter-
acted with ISI. Lastly, ISI only played a role as a moderator of learner-related difficul-
ties, and its effect sizes were small. Therefore, ISI seems to have a comparatively small
effect on learning outcomes. While this does confirm the prediction that lag effects
depend on other sources of difficulty, it also highlights the greater importance of these
other sources in determining outcomes. It is also noteworthy that linguistic difficulty
did not interact with other variables, nor has it in prior research (Bahrick & Phelps,
1987; Suzuki, 2017). This leaves the question open as to whether linguistic difficulty
could interact with lag effects, given the right conditions, for example if the structures
were easier than in the present study or more different to each other.

Limitations

The present experiment is subject to certain limitations that should be addressed in
future research. Firstly, the use of Quizlet as a tool brings many advantages, but
prevents the accurate tracking of training metrics such as the number of trials to
reach criterion and time per trial. A different platform might better elucidate the
difficulties experienced by learners during training and provide a more refined
measure of time on task. Secondly, highly complex target structures were chosen
because all participants in this study were daily users of English for academic
purposes. This complexity, together with the short training period, probably
explains the low posttest scores overall, but especially in the case of younger
learners. It would be interesting to use the same design with simpler structures
or use more sessions in order to increase the amount of learning for all participants
for both pedagogical and research purposes.

Finally, the unpredictable regulation changes related to COVID-19 necessitated
that some sessions were performed online, without in-person supervision. While this
may also add some ecological validity to the findings, it would be preferable from a
methodological point of view to conduct a study where all sessions were supervised in
person. A side-effect of this lack of in-person supervision was that some participants
did not follow instructions as intended. In order to ensure that the data under analysis
were valid, it was decided to conservatively exclude any participants that did not
provide evidence of their correct adherence to the procedure, and a large majority
of them came from the lower sets in their grade level. As a result, higher abilities
are overrepresented in this study. Just as a majority of prior research has taken place
among undergraduate students, with a certain academic ability and motivation to
participate, there seems to be a natural bias in research against the types of learners
that might benefit the most from better learning strategies. Future research should
consider designing experiments to better include these learners.
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Concluding remarks

To conclude, the DDF proposed by Suzuki et al. (2019) seems to be a promising
framework to use to examine optimal L2 practice. Specifically, we have suggested
that the conflicting results reported in the literature about lag effects for L2 grammar
learning might be due to different degrees of difficulty with regards to practice
conditions. Moreover, the results of our study suggest that learner-related sources
of difficulty are crucial for understanding lag effects in grammar learning. When a
task is less challenging, adding difficulty can be beneficial, and using a longer lag is
one possible manipulation to enhance memory for easier tasks or for learners with
higher abilities. However, the benefits found in this paper, although statistically
significant, were small or moderate in terms of effect size. When applying this
finding to an authentic classroom schedule, the advantages of adding a longer
lag for grammar practice must be considered along with the risks of imposing
too much difficulty on learners of lower ability. For those who found the treatment
more challenging, the shorter lag was necessary to retain the acquired knowledge
even at the 7-day posttest. Therefore, the small benefit of the longer lag for some
is outweighed by its detriment to others, and a shorter lag would be more appro-
priate for a mixed-ability class. Of course, there is no one-size-fits-all best practice
for choosing an ISI. Teachers should pay attention to the difficulty experienced by
their students, and the time they require to complete a task seems to be a fair indi-
cation of this difficulty, at least as a relative measure to other students. It is hoped
that researchers pay more attention to individual variability in future research as a
predicting variable rather than as a factor to control for, as this paper has shown that
individual ability not only influences the degree of outcomes, but the direction of
outcomes as well.
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1017/S0142716421000631
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Notes

1. Learner variables were analyzed as categorical rather than continuous variables for two reasons. Firstly,
the other variables included in the study were also categorical (ISI, RI and linguistic difficulty). Secondly, and
most importantly, the binary logit model in SPSS chosen for the statistical analyses would use a continuous
variable as a control and would not provide estimated means or visual comparisons. The statistics would
give only the effects from increments of the variable, for example the change in likelihood of a correct
response by each additional minute on task, which does not answer our research questions well.

2. No corrections for multiple comparisons were made because each t-test was testing a different
hypothesis.
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Appendix A. Training and Test Items

Training Items:

Target Forms

Prompts

Structure A

| will have been studying for 3 hours
by the tlme | see you.

I W|ll have been Ilvmg in Thalland for

2 months by the time | start my job.

| will start studying at 3pm. | will see you at 6pm.

(I W|II contlnue to study)

| W|Il start I|V|ng in Thalland in March I W|II start my
job in May. (I will continue living in Thailand)

| will have been studying for 4 days by
the time | meet my teacher.

| will start studying on Monday morning. | will meet
my teacher on Thursday evening. (I will continue
studying)

| will have been doing this test for
5 minutes by the time | understand what
I need to do

I W|Il have been shopplng for 20 minutes

by the time | need to find my friend.

| will have been going to Southbridge for
4 years by the time | take my IGCSEs.

| will start doing this test at 12:05pm. | will
understand what | need to do at 12:10pm. (I will

contrnue dorng |t)

| W|II start shopplng at 4pm I W|Il need to frnd my
friend at 4:20pm. (I will continue shopping)

| will start going to Southbridge in 2016. | will take
my IGCSEs in 2020. (I will continue to go to
Southbridge)

I will have been sailing for 10 days by
the trme I reach Malay5|a

I W|II have been frozen in the ice for

100 years by the time Katara finds me.

| will start sailing on June 2nd. | will reach Malaysia

on June 12th (I Wlll contlnue sallrng)

| W|II be frozen in the ice in year 0. Katara W|II flnd
me in year 100. (I will continue being frozen in ice for
a few minutes after she finds me)

Structure B

What would we have eaten if we hadn’t
cllmbed the mountarn?

What would you have done |f you had

found the money’

We climbed the mountain, so we ate rice.

But |mag|ne a dlfferent past

You didn’t flnd the money, SO you d|d nothlng
But imagine a dlfferent past.

Where would he have gone if he had
bought a car?

He didn’t buy a car, so he didn’t go anywhere.
But imagine a different past.

Where would she have lived if she hadn’t
mo\red to Germany?

Who would have gotten 5|ck |f he hadnt

worn a mask?

She moved to Germany, so she lived in Germany.

But |mag|ne a dlfferent past

He wore a mask SO no one got 5|ck
But imagine a dlfferent past.

Who would she have seen if she had
gone to Thailand?

She didn’t go to Thailand, so she didn’t see anyone.
But imagine a different past.

How would they have felt if they had
seen the frre?

How would you have danced if you had

been tired?

They didn’t see the fire, so they felt happy.

But |mag|ne a dlfferent past

You were not tlred so you danced lnke a crazy
person. But imagine a different past.
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Test Items:
Example of Correct Response Prompts
Structure A
I will have been trying for 3 hours by the | will start trying at 3pm. | will let you help me at
t|me I let you help me. Gpm (I W|ll contmue to try)
I will have been workmg there for 2 | will start worklng there in March | Wlll meet my
months by the time | meet my boss. boss in May. (I will continue working there)

I will have been fighting this war for 4 days | will start fighting this war on Monday morning.
by the time | learn to control my dragon. | will learn to control my dragon on Thursday
evening. (I will continue fighting this war)

I will have been cutting my own hair for | will start cutting my own hair at 12:05pm. | will

5 minutes by the time | regret it. regret it at 12:10pm. (I will continue cutting my
own ha|r)

I will have been dancing for 20 minutes I Wlll start dancmg at 4pm I Wlll need to dnnk

by the time | need to drink water. water at 4:20pm. (I will continue dancing)

I will have been living in England for | will start living in England in 2016. | will lose my

4 years by the time | lose my accent. accent in 2020. (I will continue living in England)

I will have been learning Chinese for | will start learning Chinese on June 2nd. | will

10 days by the time | know how to order know how to order a pizza on June 12th. (I will

a p|zza contlnue Iearnmg Chmese)

| W|ll have been waltlng for 100 years by I W|ll start waiting in year 0 I W|ll lose hope in year

the time | lose hope. 100. (I will continue waiting anyway)

Structure B

What would you have worn if you hadn’t You felt happy, so you wore orange. But imagine
felt happy? a d|fferent past

What would I have found |f I had looked in I dldn t look in the box so | d|dn t flnd anythlng
the box? But imagine a different past.

Where would he have bought food if he He didn’t go to Aeon Mall, so he bought food at
had gone to Aeon Mall? Kiwi Mart. But imagine a different past.

Where would she have stayed if she hadn’t She visited Angkor Wat, so she stayed at the
\.r|5|ted Angkor Wat7 Angkor Hotel But |mag|ne a dlfferent past

Who Would have done my work |f I hadn t | stayed home, so someone else did my work
stayed home? But imagine a different past.

Who would she have punched if she had She wasn’t angry, so she didn’t punch anyone.

been angry? But imagine a different past.

How would they have known about it if They asked, so that’s how they knew about it.

they hadnt asked? But |mag|ne a d|fferent past

How would you have lwed W|th yourself if  You didn’t eat the puppy, so you have no problem

you had eaten the puppy? living with yourself. But imagine a different past.
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Appendix B. Google Classroom and Google Doc

Participants saw their assignments in a Google Classroom. Each assignment only appeared at the
appropriate time.

Pre-Experiment

Practice 1(Monday)
Practice 2 (Tuesday)

Day 1 (Wednesday)

Day1A

Day 2 (Tuesday)

Day2A

Day 3 (Wednesday)

Day3
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Participants recorded their progress in a Google Doc.

Time Started: 11:40
Set: https://quizlet.com /540667757 /write

Time finished: 12:08
Total Time: 28 minutes

Round 1
£ wWRITE A ¢

------
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Appendix C. Details of pre-experimental procedures

Presentation of target structures:

It was explained as reporting the duration of an activity which has not yet started, but will continue after a
certain future point in time. For this structure, they were told that they would be starting to learn Spanish
next week and would visit Spain at Christmas, but would continue with Spanish classes after their trip. They
then needed to think about the duration of their Spanish study from the point of view of their future trip.
Structure B was the past perfect conditional in the interrogative (e.g., What would you have done if you had
found the money?). This was explained to the students as wondering about a different past. To illustrate this,
they were told that they had ordered fried noodles for breakfast but were wondering what they would have
ordered if the restaurant had been out of fried noodles.

Practice activities:

The experiment was preceded with two preparation lessons. During these lessons, participants were shown a
brief presentation about the target structures. Images showed events on a timeline to demonstrate the tenses
conceptually, with the actual target forms omitted. Students then did their first practice, using Quizlet to
answer five impossible-to-guess questions (e.g., “How does your teacher take his coffee?” [Black]). Through
this, they learned to guess, look at feedback, and remember the answers. They also practiced taking screen-
shots, filling in their times, and submitting their documents. In the second preparation lesson they did their
pretests and then another practice Quizlet set, this time using easy grammar materials. An example cue was
“Today, 1 didn’t eat chicken, but tomorrow” prompting them to type the end of the sentence in the past
(I ate chicken) or future (I will eat chicken) tense, based on the use of “tomorrow” or “yesterday”. They
needed to work out what was required independently. Again, the emphasis was on the procedure of
recording their progress correctly and using Quizlet in the intended manner.

Appendix D. Scoring criteria with examples

For Structure A, the points were for I+ will+-have+been+gerund and for-+time-period-+by-the-time+I+
present simple. Examples of a 2-point, 1-point and incorrect response were, respectively, I will have been
living in England for 4 years by the time I lose my accent; I will have been living in England for 4 years
by the time I will lose my accent; I will lose my accent in England 4 years after. For Structure B, the points
were awarded for Question+would+subject+-have+-past participle and if+subject+-had/hadn’t+past parti-
ciple. Examples of a 2-point, 1-point and incorrect response were, respectively, Where would she have stayed
if she hadn’t visited Angkor Wat?; Where would she have stayed if she haven't visited Angkor wat?; Where she
have stay if hasn’t visit Angkor Wat.

The exact response could take any form, as long as the correct structures were used. For example, What
would you have worn if you hadn’t felt happy? and How would you have felt if you hadn’t worn orange? were
both correct answers to the prompt You felt happy, so you wore orange. But imagine a different past. Any
unrelated mistakes, for instance missing a plural ‘s’ or spelling a content word incorrectly, were ignored.
A decision was taken to accept wore in place of worn because the past participle had not appeared in
the training and the use of wore was highly frequent in posttests from participants that used past participles
in every other response. This was put down to an incorrect assumption that the form would be known by all
participants, and marking it as incorrect could produce misleading results. The response What would you
have been wearing instead of have worn was also accepted, as it conveys an identical meaning to the
target form.
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Appendix E. Summary of effects in statistical models

Source F dfl df2 Sig.

MODEL 1: Corrected Model 8.288 3 1868 <.001

ISI * RI 12.284 1 1868 <.001

MODEL 2: Corrected Model 25.363 5 1866 <.001

ISl, RI, & Structure
ISI 2.01 1 1866 0.156

RI 13.666 1 1866 <.001
Structure 89.747 1 1866 <.001

ISI * RI 7.282 1 1866 0.007

RI * Structure 7.008 1 1866 0.008

MODEL 3: Corrected Model 9.128 4 1867 <.001
ISI, RI, & Age : :

IS 0.091 1 1867 0.763

ISI * RI 12.186 1 1867 <.001

MODEL 4: Corrected Model 9.540 7 1640 <.001

ISI, RI, & Proficiency
ISI 0.02 1 1640 0.886

RI 14.278 1 1640 <.001

Proficiency 11.749

ISI * Proficiency 7.556

ISI * RI 20.328 1 1640 <.001

MODEL 5: Corrected Model 10.134 7 1640 <.001

ISI, RI, & Time on Task
ISI 0.237 1 1640 0.627

RI 7973 1 1640 0.005

Time on Task 16.8 1 1640 <.001
ISI * RI 15.6 1 1640 <.001

ISI * Time on Task 13.144 1 1640 <.001

ISI * Rl * Time on Task 13.672 2 1640 <.001

Cite this article: Serfaty, ]. and Serrano, R. (2022). Lag effects in grammar learning: A desirable difficulties
perspective. Applied Psycholinguistics 43, 513-550. https://doi.org/10.1017/S0142716421000631
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The optimal scheduling of Quizlet sessions for L2 vocabulary learning

ABSTRACT

Digital flashcard apps allow students to learn and practice foreign language
vocabulary independently and efficiently, allowing more time for
communicative activities in the classroom. However, words learned this way
are at risk of being forgotten. Previous lab studies have shown that vocabulary
retrieval practice can be optimized for long-term memory by employing longer
intersession intervals, but this effect has not been shown in classroom
conditions. The present study investigated the optimal scheduling of
independent vocabulary study using Quizlet. Secondary-school students (n =
96, mean age = 13.44) learned 16 novel words in an unknown language over
two sessions, spaced at either a 1-day or 1-week interval. Their productive and
receptive knowledge was tested after 7 or 28 days. The results show that
longer spacing was beneficial for vocabulary learning, contrary to previous
findings reported in classroom settings that used a variety of different
approaches. The effect was small, but significantly larger on receptive tests,

suggesting that the lag effect is dependent upon the kind of knowledge.

INTRODUCTION

One challenge in learning a foreign language (L2) is that the number of
hours of exposure tends to be limited, and often restricted to the classroom
(Lightbown, 2014). Moreover, L2 vocabulary knowledge is susceptible to
forgetting if not sufficiently practiced (Pavlik & Anderson, 2005). Considering
this, it is crucial to investigate how to optimize this limited time for the best

long-term retention of knowledge.
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Research has shown that paired-associate learning is an efficient way
to learn new words quickly (Elgort, 2011; Fitzpatrick, et al., 2008; Nation,
2001; Webb, 2009). In second language acquisition (SLA), paired-associate
learning is most commonly associated with vocabulary flashcards. Users see a
cue, such as a first language (L1) translation, and attempt to retrieve the L2
word from memory, or vice versa. In contrast to traditional paper flashcard
drills, digital flashcards offer a wide range of features to foster deeper
processing. For example, they can be used to elicit written output with tailored
feedback, test items until they have been produced correctly within a session,
provide audio to clarify pronunciation, and motivate students through
gamification. Flashcard sets can be assigned as homework to reduce classroom
time devoted to vocabulary teaching, facilitating fluency and comprehension
in subsequent classroom activities that require the target words. Moreover, in
contexts that lack well-trained teachers, digital flashcards apps can constitute a
reliable source of L2 input and feedback (Serfaty & Serrano, 2020).

Even when engaging in this type of activity, students are likely to
forget words learned in a single session. However, research has shown that
repeating sessions on multiple days has a powerful effect on long-term
memory, even when controlling for the amount of time on task (Rawson et al.,
2018), and that the optimal distribution of these relearning sessions can
enhance retention further (Gerbier & Toppino, 2015). Several studies from
cognitive psychology have shown that longer intervals between sessions
promote long-term retention more than shorter intervals (Cepeda et al., 2006;
Cepeda et al., 2009), known as the lag effect. However, this lag effect has not

been consistently found in SLA research. Some studies involving grammar
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learning (Suzuki, 2017; Suzuki & DeKeyser, 2017) and all studies involving
L2 learning in the classroom with children (Kasprowicz et al., 2019; Rogers &
Cheung, 2020a, 2020b) and teenagers (Kiipper-Tetzel et al., 2014; Serrano &
Huang, 2018, 2021) have reported no advantage to a longer interval.

On the other hand, the lag effect has been reported for vocabulary
learning from lab studies involving the retrieval of paired-associates (Bahrick,
1979; Bahrick et al., 1993; Li & DeKeyser, 2019), which is the method
employed by digital flashcard apps. Therefore, it is feasible that vocabulary
learning through digital flashcards would also be optimized with longer lags
between sessions. However, no previous study has investigated whether
paired-associate retrieval is subject to lag effects under ecologically valid
conditions.

In order to shed light on this issue, we conducted a study in which
secondary school students learned novel vocabulary pairs through Quizlet, a
popular flashcard app already widely used in classrooms. Words were learned
over two sessions, spaced either one day or one week apart, and tested after
either one week or one month. The findings are expected to fill an important
gap in our understanding of the lag effect in classroom settings while also
providing guidance as to the optimal scheduling of digital flashcards for
vocabulary learning. This paper further contributes to the field by examining
the difference in lag effects on productive and receptive knowledge, which has

not yet been explored.
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LITERATURE REVIEW

Digital Flashcards for Vocabulary Learning

Flashcards have traditionally been paper cards designed for
self-testing. Retrieving information through testing is known to build memory
more than re-reading the same information (Barcroft, 2007; Carrier & Pashler,
1992; Kang, 2010; Kang et al., 2013; Kornell & Vaughn, 2016). Online
flashcard apps include useful features such as smart feedback that highlights
the user’s errors, helping them to notice the difference between their attempt
and the target (Izumi & Bigelow, 2000; Izumi et al., 1999; Zalbidea, 2019) as
well as audio to clarify the target pronunciation. Flashcard software commonly
employs criterion learning, repeating items in a cycle until they are answered
correctly. Consequently, more practice is automatically allotted to more
difficult items. Survey data has shown that digital flashcards are popular with
students in educational contexts (Altiner, 2019; Stroud, 2014; Zung et al.,
2022). Quizlet in particular is widely used by both teachers and researchers
(Franciosi et al., 2016; Korlu & Mede, 2018; Sanosi, 2018; Serfaty & Serrano,
2022; Stroud, 2014), with 60 million users (Quizlet, 2022).

The goal of flashcard assignments might be to familiarize students with
useful words. For example, in order to comprehend a text without assistance,
most words should already be known (98% according to Hu & Nation, 2000).
Teachers could assign content-specific vocabulary in preparation for an
upcoming reading or listening passage (Webb, 2009), allowing more
classroom time for comprehension activities or communicative language

practice. Alternatively, learners could focus on the most frequently occurring

96



words of the L2. Nation (2006) estimated that 3,000 word families would
cover 95% of spoken English. Similarly, students could study academic words
in preparation for L2-medium academic studies (Coxhead, 2000).

A second reason for using flashcards would be to collect and practice
previously encountered words. Without maintenance, declarative knowledge
such as L2 vocabulary decays quickly (Kim et al., 2013; Ullman & Lovelett,
2018) and many curricula do not adequately recycle vocabulary (Tschichold,
2012). Using digital flashcard software, the learner or teacher could
cumulatively add words to sets as they are encountered. As long as these sets
are periodically practiced, this would counteract the lack of repetition in the
curriculum and prevent the forgetting of under-used vocabulary items (Nakata
etal., 2021).

A third use for digital flashcards would be to provide individualized
work. In mixed-level classes, students can be assigned different sets depending
on their abilities and interests. Teachers may also allow faster students to
practice flashcards while slower students receive more attention from the
teacher. In cases where teachers cannot be present, for example during the
recent online learning periods due to COVID-19, students could engage in
output practice with reliable feedback without a teacher. This is especially
important for students in under-developed educational systems, where teachers
may not have a reliable L2 proficiency (Serfaty & Serrano, 2020).

Research suggests that the most efficient way to use flashcards is to
retrieve the L2 word from an L1 translation, referred to as productive recall
(Nakata, 2020). Although the cue could be something different like a synonym

or an image, L1 translations are the most effective (Joyce, 2018; Laufer &
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Shmueli, 1997; Lotto & de Groot, 1998). The reverse direction, translation
from the L2 into the L1, or receptive recall, is better in terms of words learned
per minute. However, productive recall is best for overall gains, especially
when knowledge is measured with productive recall tests (Griffin & Harley,
1996; Nakata & Webb, 2016; Webb, 2005, 2009). Productive practice can also
reduce forgetting and retraining time over repeated sessions (Schneider et al.,
2002). This may be related to the high levels of effort (Pyc & Rawson, 2009)
or user-involvement (Hulstijn & Laufer, 2001) in productive practice. By
requiring users to produce the L2 word, with perfect orthography, flashcard
training guarantees that a significant level of attention has been paid to the
target word, which is a crucial step towards long-term acquisition (Leow,

2015; Schmidt, 1990, 2010).

The Lag Effect in L2 Paired-Associate Learning Under Lab Conditions

As with other domains of learning, it has been shown that distributing
the practice of L2 vocabulary over multiple sessions (spaced) is better for long
term memory than the same amount of practice in a single uninterrupted
session (massed), known as the spacing effect. The spacing effect has been
reported for a wide variety of knowledge and skills (Cepeda et al., 2006;
Donovan & Radosevich, 1999), including for L2 vocabulary (Koval, 2019;
Nakata, 2015; Nakata & Elgort, 2021) and grammar (Miles, 2014). Within a
single session, more spacing between repetitions of the same item has led to
better scores in a posttest (Nakata & Webb, 2016). Whether more spacing
between sessions, i.e. a longer intersession interval (ISI), leads to longer

retention is less clear.
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Very few studies have tested different ISIs for studying L2 vocabulary
over multiple days. In a landmark study by Bahrick (1979), subjects learned
vocabulary pairs to criterion at ISI-1 or ISI-30. The ISI-1 group remembered
more during training, but after a retention interval (RI) of 30 days from the
final training session, the ISI-30 group had retained considerably more
knowledge. Bahrick et al. (1993) also found a lag effect for criterion learning
over a scale of years. These studies were limited by their inclusion of few
participants and very long intervals that would not generalize to authentic
classroom procedures. Li and DeKeyser (2019) also demonstrated a lag effect
for vocabulary retention, using more participants and more pedagogically
relevant intervals. Studying Mandarin words at ISI-1 (daily) or ISI-7 (weekly),
retention was similar when tested seven days after training (RI-7), but at
RI-28, more words were remembered from the ISI-7 condition. In contrast,
studies that have compared lags at a proportionately shorter RI have not found
this effect. Bahrick and Hall (2005) found no difference between ISI-1 and
ISI-14 at RI-14, and Cepeda et al. (2009), who used a range of ISIs from 0 to
14 days, found no significant differences between ISIs of one day or more
when tested at RI-10. It has therefore been claimed that the advantage of a
longer lag only emerges at a suitably long RI (e.g., Bird, 2010) and that the ISI
should be around 10-30% of the RI (Cepeda et al., 2008).

Of the studies that used paired-associate learning, only Bahrick (1979)
used productive recall for training and testing. When tested again eight years
later (Bahrick & Phelps, 1987), the longer ISI was better on a productive recall
test (L1-L2 translation), but not on a productive recognition test in which

subjects saw an English word and selected from five L2 Spanish options.
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These findings indicate that lag effects may differ depending on the type of
knowledge being tested. Li and DeKeyser (2019)’s vocabulary test was also
productive, using pictures as cues. The other studies (Bahrick et al., 1993;
Bahrick & Hall, 2005; Cepeda et al., 2009) used receptive recall (L2-L1
translation) for both training and testing. This difference in practice and testing
directions may confound comparisons between studies (Edmonds et al., 2021).
To our knowledge, no study has used both productive and receptive tests after
different ISIs.

Several different accounts have been put forward to explain the lag
effect. The reminding account holds that more time between encounters makes
retrieval more effortful (Pyc & Rawson, 2009; Koval, 2022). This effort
provides desirable difficulty and enhances learning (Bjork, 1994; Suzuki et al.,
2019). Alternatively, the reconsolidation account (Smith & Scarf, 2017)
focuses specifically on multi-day ISIs and explains the advantage of a longer
lag through a greater degree of consolidation. When retrieved, a more
consolidated memory trace is more effectively reconsolidated. Both of these
accounts hold that if an item is completely forgotten, knowledge cannot be
reinforced. It is therefore desirable to schedule a second session with the
longest possible ISI before an item cannot be retrieved. A shorter ISI may
allow more items to be retrieved, but a longer ISI makes retrievable items

more durable.

The Lag Effect in L2 Vocabulary Classroom Studies

Limited research has also addressed lag effects for L2 vocabulary

learning in the classroom and, to our knowledge, no advantage to a longer lag
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has been reported. Examining assisted repeated reading among 16 year olds,
Serrano and Huang (2018) found equal results from ISI-1 and ISI-7 on
incidental vocabulary learning and an advantage to ISI-1 in a partial
replication involving intentional learning (Serrano & Huang, 2021). For the
learning of vocabulary pairs among 11-13 year olds, Kiipper-Tetzel et al.
(2014) found ISI-1 and ISI-10 to both be better than massed learning, with no
significant differences between the two ISI conditions at the delayed posttest.
Rogers and Cheung (2020a, 2020b) examined the learning of L2 vocabulary
among children aged 8-9. The studies found no benefit for the longer lag
(ISI-8), with even a slight advantage to the shorter lag (ISI-1) in one study. All
these studies used ISIs within 10-30% of the RI, so a lag effect could have
been expected.

The above-mentioned classroom experiments differ from digital
flashcard learning in several ways. Firstly, flashcards employ criterion
learning. Incorrectly answered items remain in the cycle to be attempted again
in a subsequent round of retrieval attempts. The session only ends when all
items have been retrieved successfully. Therefore, a repeated session serves to
remind learners of already-learned knowledge. In contrast, previous classroom
studies controlled for the amount of practice time, but not for the achievement
of the learner within a session. Words may not be fully learned within the first
session, making it difficult to classify the second session as a relearning event.
Secondly, classroom studies are interactive, involving multiple learners and an
instructor, as opposed to online flashcards that involve one learner guided by
software. Classroom studies have also used a variety of training tasks, even

within studies (e.g., picture quizzes, animations) as well as a variety of testing
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formats (vocabulary matching test, crossword puzzles). These human and
task-related factors may lead to less experimental control and less
comparability between studies.

The scheduling of vocabulary flashcard learning in a classroom has
only been investigated for university students and only in terms of an
expanding versus a uniform ISI, rather than the length of the ISI itself
(Schuetze, 2015; Schuetze & Weimer-Stuckmann, 2011). No studies have yet
provided insights into the optimal ISI for vocabulary flashcard training under
classroom conditions or for secondary school learners. The only previous
study in this area used full-sentence items as flashcards with the aim of
learning grammatical accuracy (Serfaty & Serrano, 2022). In this case, the
longer ISI-7 was only better than ISI-1 for students with high L2 proficiency
or fast completion times. ISI-1 was better for participants who found the task
more challenging. Essentially, the more difficult ISI-7 added desirable
difficulty when the task was not already too difficult. There was also a trend
towards ISI-7 being better for the simpler grammatical structure but
detrimental to the more complex structure. While grammar learning involves
applying rules for a single complex structure, vocabulary learning involves
retrieving many independent items. Therefore, it is unclear to what extent
findings from a grammar-learning experiment would apply to vocabulary

learning.

THE PRESENT STUDY

The present study explored lag effects for L2 vocabulary learning

through digital flashcards. Participants retrieved new words over two sessions,
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with either one or seven days between sessions, and their retention was
assessed after one week or one month. The study represents an important
contribution to the field for several reasons. First, by using paired-associate
vocabulary learning, this study clarifies whether the lag effect from lab studies
among adults applies to a younger demographic and whether the absence of a
reported lag effect in previous studies for this age group is due to task factors
or age-related factors. Second, by using an ecologically valid tool, Quizlet, as
it would be used in authentic classroom conditions or by independent learners,
our findings can be used to provide recommendations as to the optimal
scheduling of L2 vocabulary sets. Third, in contrast to previous research in
this area, the present study used both a productive and receptive recall test.
Inconsistencies in previous research may partially be due to the use of either
productive or receptive tests. The former taps the ability to generate the L2
form in speaking or writing, whereas the latter only tests the ability to
comprehend the L2 word when it is encountered through listening or reading.
Receptive knowledge is known to develop before productive knowledge and
therefore represents a lower level of mastery of the L2 word
(Gonzélez-Fernandez & Schmitt, 2020). In order to disentangle this potentially
confounding factor, it is imperative to explore how lag effects could vary
between these two kinds of knowledge. Finally, although not a specific
research question in this paper, our experiment used the same design as a
grammar experiment (Serfaty & Serrano, 2022), in terms of the tool, ISI, RI,
and number of items. Moreover, the two experiments were conducted in the
same setting and many of the participants involved took part in both

experiments. Consequently, a valid comparison of lag effects for grammar and
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vocabulary learning can be made without the confounds of task differences.

Our research questions (RQs) are as follows:

RQ1: Is there a lag effect for L2 vocabulary learning through digital flashcards
under classroom conditions?

RQ2: Is the lag effect different for productive and receptive knowledge?

For RQ1, we hypothesized that a lag effect would be found, despite it
not being found in previous classroom vocabulary studies, because
paired-associate learning to criterion has produced a lag effect under lab
conditions with the same intervals. No hypothesis was made for RQ2 since

this issue has not previously been explored.

METHODOLOGY

Participants

Participants came from an international school in Cambodia. All
students aged 11-18 were recruited for the training phase of this study on a
voluntary basis, as part of a wider project about memory, aptitudes, and
learning techniques. Around half of students missed at least one session due to
unpredictable school schedules related to COVID-19, and any students that
failed to document their learning as required were also excluded from analysis,
leaving a total of 96 participants (51 female). The distribution of ages was as
follows: n1l1 = 20; n12 = 16; n13 = 15; n14 =13; n15=16; n16 =12; n17-18

=4,
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Experimental Design

Target words. The priority in this experiment was to use target words
that were previously unknown and to be sure that gains could be solely
attributed to the experimental training. In the present sample, English
vocabulary sizes varied greatly, necessitating that target words were from an
unknown language. Hebrew was chosen because it contains many words with
a CVCVC structure with phonology common to English and Khmer. The
categories of animals and food were chosen for their high imageability and
familiarity in English. Each category included eight two-syllable nouns of five
or six letters (e.g. kelev - dog), transliterated into the Latin alphabet (Appendix
A).

Training. Using the Write mode of Quizlet, participants saw an English
cue (e.g. dog) with an image, and typed their response in Hebrew. Since there
was no presentation stage, participants needed to guess incorrectly on Round 1
in order to see the target words for the first time as feedback. They then
continued through the rounds until they had typed all items correctly once (see
Appendix B for screenshots).

There were a total of three training sessions (S). Half the participants

studied animals in the first session (S1) and food in S2, while the other half

did the reverse. In S3, participants studied a combined set of all the target
words. S1 and S3 were separated by one week (ISI-7) while S2 and S3 were

separated by one day (ISI-1). Figure 1 shows the timing of each session.

Tests
Participants were tested on all 16 items, firstly through productive

recall (L1-L2 translation) and then through receptive recall (L2-L1
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translation), as defined by Nakata (2020). Since the possible answers for the
receptive test were used as cues in the productive test, some priming was
unavoidable. A distraction round of three unrelated questions preceded the
receptive test in order to reduce priming effects. Cronbach’s alpha showed
high internal consistency for animals and food for productive (.815; .830) and
receptive (.746; .792) measures.

To avoid testing effects, RI was a between-subjects variable (Suzuki,
2017). RI-7 and RI-28 were chosen based on their relevance to real school
schedules and for comparability with previous research using the same
intervals. Based on claims that the optimal ISI is 10-30% of the RI (Cepeda et

al., 2008), ISI-1 would be optimal for RI-7 and ISI-7 would be optimal for

RI-28.
FIGURE 1
Experimental Design
Day 1/ Day 7/ Day 8/ Day 15 or 36
Session 1 Session 2 Session 3 / Posttest
8 x Animals 8 x Food RI7
— 8 x Animals
l\i,l Li}l 8 x Food
8 x Food 8 x Animals RI 28
Procedure

Participants were split alphabetically within grade levels to assign
categories to ISIs. RI groups were manipulated after training so that the order
of categories was equally represented at each RI, with no statistically
significant differences in mean age or time on task (see Appendix C).

All sessions were conducted under conditions in which the students

would normally engage in independent study, either in a classroom separated
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according to COVID-19 guidelines or from home. Consequently, participants
did not interact meaningfully with each other or with the instructor during
training or testing. Students were supervised as in normal studying conditions,
but were required to follow the prompts of the software independently.
Participants were already familiar with Quizlet. They recorded their
time on task and added screenshots of their progress in Google Classroom (see

Appendix D). Posttests were completed individually on their assigned days.

ANALYSIS

Posttests were scored one point for each correct response with a
possible total of eight points. No ambiguous or partially correct responses
were identified. Paired-samples #-tests showed no statistically significant
differences in posttest scores between categories for productive (animals: M =
243, SD = 2.41; food: M = 2.16, SD = 2.38), #[95] = 1.417, p = .160) and
receptive measures (animals: M = 3.79, SD = 2.37; food: M = 3.61, SD =
2.47), 195] = 0.775, p = .440).

A generalized linear model with a binomial outcome was performed
using SPSS 27 (IBM, 2020), which is suitable for data that is not normally
distributed. Participant and item variations were included as random factors.
Initially, individual differences of age and time on task were included as
covariates, but they had no effect and were removed. The fixed predictors
were ISI, RI, and test (productive, receptive), as well as their possible
interactions.

The effect size for this model is the odds ratio (OR), representing the

added likelihood of a correct response in one condition over another. For
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example, OR = 2.000 implies that a correct response is twice as likely from the
condition with the higher mean. The OR will be interpreted as small (1.68),
medium (3.47), or large (6.71) following Chen et al. (2010). Significance tests
were two-tailed and the alpha was set at p = .005 with sequential Bonferroni

correction.

RESULTS

We first present training data in order to better interpret the results,
followed by descriptive and inferential statistics for the posttests. All datasets

and syntax can be found online.

Training
Two measures were used to examine participants' training
performance: time on task during the learning (S1 and S2) and relearning

sessions (S3), and accuracy at the beginning of S3 (see Table 1).

TABLE 1

Minutes on Task and Accuracy at Round 1 of S3 (maximum 8)

Minutes S3 Accuracy
S1 S2 S3 ISI-1 words ISI-7 words
7.86 (4.08) 6.53(6.17) 9.66 (5.09) 1.25(1.77) 0.65 (1.53)

Time on task was highly variable between participants, based on the
SD. On average, participants required less than one minute for each word. The

time to complete S3, which included all words from S1 and S2, was less than
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the sum of the previous two sessions, indicating that relearning was faster than
learning. However, very few words were typed without errors on Round 1 of
S3, averaging at just over one out of eight from ISI-1 and less than one from
ISI-7. This difference was statistically significant but small, 7{89] = 3.809, p <

.001, d=0.362.

Posttest Results

Table 2 displays the descriptive statistics for posttest scores. Overall,
scores were quite low, which is unsurprising after only two sessions with
relatively long Rls. As expected, receptive scores were higher than productive
scores and RI-7 scores were higher than RI-28 scores. Crucially, ISI-7 words

were better remembered than ISI-1 words.

TABLE 2

Posttest Results from Productive and Receptive Tests by ISI (maximum score = 8)
and together (maximum score = 16) at RI-7, RI-28 and Overall

Productive Receptive

RI-7 RI-28 Overall RI-7 RI-28 Overall

ISI-1 2.42 1.42 1.92 427 2.25 3.26
(228)  (2.13) (225  (220)  (242) (2.5

ISI-7 3.17 2.17 2.67 4.52 3.77 4.15
(2.63)  (224)  (249) (225  (2.19)  (2.29)

All words  5.58 3.58 4.58 8.79 6.02 7.41
(4.60)  (4.02)  (441)  (4.07)  (4.09)  (4.29)
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FIGURE 2
ISI-1 and ISI-7 Items at RI-7 and RI-28 for Productive and Receptive Tests.
Productive Test Receptive Test

8 1IskT 8 2 18k7
T IS11 TI1SkH1

RI RI
Error Bars: 95% CI

Statistical Model

Full details of the model, including all non-significant means and
effect sizes, can be found in Appendix S1. The GLMM produced statistically
significant but small main effects for all variables. ISI-7 scores were
significantly higher than ISI-1 scores (p <.001, OR = 1.613), RI-7 scores were
significantly higher than RI-28 scores (p = .004, OR = 1.972), and receptive
scores were significantly higher than productive scores (p < .001, OR =
2.188).

The interaction between ISI and RI was significant. While RI-7 scores
were always higher than RI-28 scores, the drop was bigger in the ISI-1
condition (p = .001, OR = 2.425) but less pronounced in the ISI-7 condition (p
= .046, OR = 1.603). Viewed differently, the difference between the ISI
conditions was smaller at RI-7 (p = .003, OR = 1.310) but larger at RI-28 (p <
.001, OR = 1.984). Thus, retention between the two RIs was better for words

learned at ISI-7.
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The other two-way interactions (ISI*test and RI*test) were not
statistically significant in this model, but there was a significant three-way
interaction between all predictor variables. For productive scores, the drop
from RI-7 to RI-28 was consistent for words from ISI-1 (p = .017, OR =
2.012) and ISI-7 (p = .030, OR = 1.764). However, for receptive scores, only
the drop for ISI-1 words was significant (p <.001, OR = 2.924). For ISI-7, the
drop was not significant (p = .124, OR = 1.457). The advantage to ISI-7 words
at the longer RI was therefore more pronounced in receptive scores than in

productive scores.

DISCUSSION

The present study aimed to investigate the optimal scheduling of
vocabulary learning with digital flashcards under conditions applicable to a
classroom. Using Quizlet, secondary school students aged 11-18 learned 16
novel foreign words at either ISI-1 or ISI-7 (within-subjects), and were tested
at either RI-7 or RI-28 (between subjects), on both productive and receptive
measures.

Results showed a small but statistically significant difference between
ISI conditions, according to which ISI-7 led to better retention at both RI-7
and RI-28. This contrasts with previous research in several important ways.
Firstly, previous classroom research on L2 vocabulary using other types of
tasks did not find a lag effect (Kiipper-Tetzel et al., 2014; Rogers & Cheung,
2020a, 2020b; Serrano & Huang, 2018, 2021). Secondly, previous SLA
studies have only found an advantage to a longer ISI at the longer RI (Bahrick,

1979; Bird, 2010; Li & DeKeyser, 2019), whereas our results showed the lag
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effect to be consistent at the shorter and longer Rls for productive measures.
Finally, a grammar-learning experiment using Quizlet with the same intervals
(Serfaty & Serrano, 2022) found no global advantage to either condition.
Instead, ISI-7 was beneficial under easier conditions, in terms of linguistic and
learner-related difficulty, and ISI-1 was better for more difficult conditions.
Grammar and vocabulary learning therefore appear to be differently affected
by lag when controlling for task type and other methodological factors. To
interpret this difference, it would be reasonable to assume that single items of
vocabulary are simpler to remember than the complex rules of long sentences.
This assumption is supported by the much shorter training times in the present
study. Therefore, the more difficult ISI-7 would add desirable difficulty to the
comparatively simple vocabulary learning task as compared to the complex
grammar task. It is noteworthy that both experiments only used productive
recall practice, which is more difficult than receptive recall practice.
Following our rationale, it is possible that the added difficulty from ISI-7
would have a larger benefit on receptive practice.

The present study also compared productive and receptive vocabulary
knowledge. Despite the fact that the training involved productive recall
practice, significantly higher scores were obtained on the receptive test, in line
with claims that receptive vocabulary knowledge develops earlier and is easier
to attain than productive knowledge (Laufer & Goldstein, 2004;
Gonzélez-Ferndndez & Schmitt, 2020). The advantage to ISI-7 for productive
knowledge 1is theoretically interesting but the difference in scores (18% vs
27% at RI-28) was small. However, in the receptive test, the difference in

scores (28% vs 47% at RI-28) would be quite meaningful in an educational

112



context. Chen and Truscott (2010) also found bigger effects on receptive tests
than on productive tests for different quantities of input.

A speculative interpretation could be that for many items, receptive
knowledge was retained between sessions, whereas productive knowledge was
not. This is similar to a finding from a study by Barclay and Pellicer-Sanchez
(2021) in which form-recall knowledge decayed while easier form-recognition
knowledge was retained. Only retained knowledge can be reinforced through
relearning and so receptive knowledge may be more likely to be reinforced.
Conversely, productive knowledge of the same words would need to be
encoded anew. Some evidence for this is found in the training data, in that
words were generally not retrievable productively at the start of S3, but that
relearning was faster than learning. This implies that partial knowledge was
retained, i.e., receptive knowledge. When the feedback from Round 1 was
presented, this perhaps reminded participants of their retained receptive
knowledge with a strengthening effect. This would be the case from both ISIs,
but words from ISI-7 would be more effortful to retrieve, or better
consolidated, leading to more effortful retrieval or stronger reconsolidation of
ISI-7 words from the feedback. Therefore, as more words were retained
receptively than productively between sessions, the lag effect was stronger for
receptive knowledge.

The statistically significant advantage to ISI-7 in the productive test
implies that the lag effect could be similar for productive knowledge if it was
more developed or better retained between sessions. This could be achieved
through adding more sessions (Rawson et al., 2018). It is clear that two

sessions of Quizlet for L2 vocabulary, as an isolated activity, are not enough.
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Nakata et al. (2021) showed the importance of cumulatively reviewing
vocabulary over a long period of time and over multiple sessions in order to
avoid forgetting. Rawson et al. (2018) have advocated for more studies
involving several sessions that result in higher scores, pointing out that such
low scores would not be useful to real students needing to pass exams.

One finding from the training data requires explanation. Current
accounts of the lag effect (Koval, 2022; Smith & Scarf, 2017) emphasize that
successful retrieval is necessary for a longer lag to have a facilitative effect on
retention. However, words from ISI-7 were not typed correctly at the first
round of S3 and therefore it could not be claimed that successful retrieval
followed the longer lag. Despite this, a lag effect was detected.

One explanation is that through criterion learning, successful retrieval
was achieved for all words within all sessions, and that the retrieval of ISI-7
words in S3 was still more effortful than for ISI-1 words, even if that retrieval
came in Round 2 or Round 3. This conjecture is supported by the higher
retrieval success rate from ISI-1 items in Round 1 of S3. Though only one
item on average was recalled, this indicates that ISI-1 items were more
accessible in memory, having been learned only one day earlier. Consequently,
successful retrieval on Round 2 of S3 could still be more effortful for ISI-7
words, which would then promote better long-term memory.

Alternatively, it is probable that ISI-7 words required more retrieval
attempts in S3 than ISI-1 words. Some viewpoints hold that unsuccessful
retrievals are also beneficial, priming the learner to pay attention to feedback
(Kornell & Vaughn, 2016). For Quizlet in particular, if a word is typed

correctly, the user does not see it in feedback. Therefore, more incorrect
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responses elicit more visual feedback and more retrieval attempts, which could
have reinforced memory (Nakata, 2017, Webb, 2007). Barclay and
Pellicer-Sanchez (2021) found that more attempts to reach criterion in
productive flashcard learning resulted in better retention at their RI-28
form-recognition test. From another perspective, Bahrick and Hall (2005)
argued that unsuccessful attempts prompt the learner to identify bad
mnemonic strategies. If a word is easy to retrieve due to a short lag, a bad
strategy might not be detected, but an unsuccessful retrieval attempt may

prompt the learner to develop a better strategy.

LIMITATIONS AND FUTURE DIRECTIONS

The present study targeted L2 classroom learning with an aim of
providing pedagogical recommendations. In order to maintain ecological
validity, Quizlet was chosen as the tool under examination. However, Quizlet
could not provide precise insights into the learning process. A partial
replication of the present design using a research-focused tool, such as Gorilla,
could facilitate deeper insights into learning processes by tracking learners'
response times on successful retrievals and the number of trials required to
reach criterion per word. These indicators could confirm our speculation that
more effort was induced in retrieving words from the longer lag or that more
retrieval attempts led to better retention.

A further limitation of the present study is that the receptive test came
after the productive test, using the same items, and that participants only
engaged in productive practice during training. It would be interesting to

compare lag effects for both productive and receptive practice, using enough
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target words to test both productive and receptive knowledge without
repeating items. Additionally, a future study could conduct a productive and
receptive test without feedback at the beginning of S3 in order to compare

how much of each kind of knowledge was retained after different lags.

CONCLUSIONS AND PEDAGOGICAL IMPLICATIONS

The present paper has reported an experiment in which secondary
school students used Quizlet to study unknown words over two sessions, using
productive recall, with either one day or one week between sessions. The
longer interval promoted better retention of learned items, especially on
receptive measures. To our knowledge, this is the first study that has
confirmed the lag effect for L2 vocabulary learning in a secondary school
context and the first reported difference of lag effects for productive and
receptive measures. These findings have direct pedagogical implications.
Digital flashcards offer teachers a method of building a baseline of vocabulary
knowledge for individual learners. Although scores were quite low in the
present experiment, it would be expected, and recommended, that flashcards
are reviewed more than twice in order to preserve memory for longer.
Moreover, vocabulary sets should be used as a supplemental activity to
meaningful language practice, either beforehand to pre-learn key vocabulary,
or afterwards to prevent forgetting. Most importantly, our results suggest that
teachers should schedule these sessions at multi-day intervals, rather than
repeating the same set on consecutive days. This should help students to
remember what they study for longer and reduce the amount of sessions

required to build reliable and durable L2 vocabulary knowledge.
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Appendix A — Target Items

Target English Image Target English Image
Kelev Dog Lehem Bread
Hatul Cat Halav Milk 1
l
3
Namer Tiger Mayim Water j%
Keves Sheep Tapuz Orange
Arnav .
Rabbit Gezer Carrot
Tanin Crocodile Marak Soup
Nesher Eagle Basar Meat
. . Ice
Karish Shark Glida
Cream
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Appendix B — Quizlet Screenshots

Cue:

< Back

£ Write

REMAINING
INCORRECT

CORRECT

Feedback after an incorrect response:

< Back

& write

REMAINING
INCORRECT

CORRECT

7EOptions

TYPE THE ANSWER IN OTHER / UNKNOWN

=) Study this one!

DEFINITION
Dog
Mgy

YOU SAID

kedad

CORRECT ANSWER

kelev

Don't know

)

Override: | was correc
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Appendix C — Mean age and training time of experimental groups

Posttest Animals first Food first Total
RI
RI-7 n=24 n=24 48

Age: M =13.46(2.13)  Age: M=13.17 (1.86)

Time: M =25.95 (15.67)  Time: M =21.23 (7.98)

RI-28 n=26 n=22 48
Age: M=1323 (1.58)  Age: M= 13.95(1.96)

Time: M =22.75 (11.63) Time: M =25.05 (10.25)

Total 50 46 97
Comparison between RI-7 & RI-28 t sig
Age 0.650 518
Time on Task 0.337 137
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Appendix D — Google Classroom Screenshots

Assignments appeared in the participant’s classroom at the specified time.
Each assignment contained a Google Doc with the Quizlet link matching that

participant’s experimental condition.

Vocab Experiment

Instructions E] 5 Due Mar 10, 11:59 PM
Day 1A Due Mar 11, 11:59 PM
Day 2A Due Mar 17, 11:59 FM
Day 3 Due Mar 18, 11:59 PM

The Google Doc had space to record their times and provided the link to the
Quizlet set. They were required to add screenshots of the final page, which
showed their progress in each round. Google Classroom also tracks the time

that the doc was opened and submitted.

| know you don't know. Just guess and try to remember!

Time started: 9:04

Do this: https:/iquizlet.com/558211991/write

Time finished: 9:07

Total time: 3 minutes

Please add screenshots showing absolutely everything on
the final page.

AR
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Practice makes perfect, but how much is necessary?

The role of relearning in L2 grammar acquisition.

Abstract

This paper investigated how much practice is necessary to attain robust L2
grammar knowledge. Using digital flashcards, 119 participants learned an
artificial language and practiced translating sentences from English with
feedback. Participants performed one, two, three, or four relearning sessions
on consecutive days. The number of trials needed to complete each session
was recorded. At a 14-day posttest, groups with three or four relearning
sessions achieved similarly high scores on productive tests, with significantly
lower scores for the other groups. Receptive scores were high for all groups.
Accuracy tended to peak on the third day. An analysis by individual training
performance revealed that durable knowledge was attained after completing
two sessions with minimum trials, regardless of how many sessions were
performed. The findings provide a timeframe for processes described in Skill
Acquisition Theory (DeKeyser, 2020) and demonstrate the amount of

repeated output practice needed to proceduralize L2 grammar knowledge.

Keywords

flashcards; grammar; practice; relearning; skill acquisition theory

Introduction

With the recent global surge in online learning, self-paced second language

(L2) practice is more prevalent than ever. For vocabulary, digital flashcard
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apps like Quizlet are widely used, but less is known about using such apps
for practicing the formulation of grammatical sentences. Grammatical
accuracy often lags behind the development of vocabulary and fluency, and
form-focused activities help to bridge this gap (Lyster, 2004; DeKeyser,
2010; Swain, 1988). Serfaty and Serrano (2020) demonstrated that flashcard
apps could also be used for grammar practice, reporting gains of 82% that
were largely retained after 18 weeks. However, a follow-up study using a
similar methodology (Serfaty & Serrano, 2022) reported scores averaging
50% at the 7-day posttest and 25% after 28 days.

While these studies differed in several ways, one salient difference was
the quantity of practice. Note that flashcards involve criterion learning,
meaning that a session ends only after every item has been answered
correctly. A repetition of this session on a different day can be classed as a
relearning session (Bahrick, 1979; Rawson & Dunlosky, 2011), since the
material has already been learned once. The high scores from Serfaty and
Serrano (2020) came after three relearning sessions per structure, whereas the
low scores from Serfaty and Serrano (2022) came from only one relearning
session.

Cognitive psychologists have compared the retention of vocabulary
pairs (Bahrick, 1979; Pyc & Rawson, 2007, 2009, 2011; Rawson et al., 2018;
Vaughn et al., 2016; Vaughn et al., 2013) and key-term definitions (Rawson
& Dunlosky, 2011, 2012, 2013; Rawson et al., 2013) after different amounts
of retrieval practice to criterion. These studies found that for each additional
successful retrieval in the Ilearning phase, retention increased with

diminishing effects. Importantly, the effects of relearning on different days
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far exceeded the effects of overlearning within one session (Rawson et al.,
2018). These studies concerned only the learning of idiosyncratic chunks of
information, known as declarative knowledge. L2 grammar is a skill that
involves combining linguistic parts according to rules. These rules might first
be acquired as declarative knowledge, but according to Skill Acquisition
Theory (SAT) the repeated application of these rules leads to the
development of procedural knowledge, which is “knowledge that can only be
performed” (DeKeyser, 2017, p. 17). Declarative and procedural L2
knowledge have been shown to have different properties in terms of learning
rate and retention (Li & DeKeyser, 2019), which prevents conclusions from
the extant relearning literature from applying directly to L2 grammar
practice.

Studies of L2 grammar practice (e.g., DeKeyser, 1997; Ferman et al.,
2009; Suzuki, 2017) have investigated the rate of improvement during the
training phase and documented a subadditive pattern following the power law
of practice found in other domains of skill acquisition (Newell &
Rosenbloom, 1981). Accordingly, performance in accuracy and speed
improves steeply in the initial stages and then gradually curves off until no
further improvement is observable. It has been theorized that procedural
knowledge is durable when these performance metrics level off (Kim et al.,
2013). Consequently, for L2 grammar practice, there should be a point at
which long-term knowledge is attained, and this should be predictable from
training measures. However, to the best of the authors’ knowledge, no study
has yet investigated how much practice is necessary to achieve this or

whether training performance indeed predicts later knowledge. This therefore
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constitutes an important gap in the literature which needs to be filled not only
for theoretical but also for pedagogical purposes. Determining how much L2
grammar practice is enough would provide a very useful guide for teachers
and learners in efficiently allocating study time.

In the present paper, we compared groups that performed one, two,
three, or four relearning sessions after an initial training session. First, we
examined the groups’ knowledge after 14 days without exposure to the target
language. This timeframe will be deemed “long-term” in this paper,
considering that it is a significant period of time to remember the rules and
words of an artificial language, especially considering that participants were
not told that the final session would test their knowledge. Second, we
analyzed training performance to find out how many sessions are needed
before accuracy no longer improves. Finally, we explored whether accuracy
during training could predict accuracy in posttests, which would be
especially useful for learners who wish to know when they have completed
enough practice to attain long-lasting knowledge. In investigating these three
questions, we aim to deepen our understanding of the learning processes for
L2 grammar within the framework of SAT, as well as to provide
pedagogically relevant recommendations regarding the optimal allocation of

time for L2 grammar practice.

Literature Review

Digital Flashcards for Grammar

Digital flashcards are applications that prompt users to retrieve target

information (e.g., L2 vocabulary item) from a cue (e.g., first language [L1]
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translation). Non-target responses are met with feedback, showing the actual
target, and are recycled until all items have received a correct response.
Numerous studies have found flashcards to be a popular and effective
method of learning, especially for L2 vocabulary (see Nakata, 2020 for a
review).

Flashcards have also been used for L2 grammar learning (Serfaty &
Serrano, 2020, 2022), meaning the ability to produce a full sentence in the L2
accurately without any parts of the sentence provided. Learners are presented
with a meaning cue (e.g., a sentence in the L1) and type a full sentence in the
L2. Each flashcard exemplifies a grammatical pattern. As a simple example,
by producing [ eat rice, You eat rice, He eats rice, and She eats rice, it can be
induced that the -s is added for He and She, but not for / and You. A more
complex example could be the formulation of different sentences using the
third conditional structure (e.g., If I had seen him, I would have told him) to
learn the pattern “If + subj + had + PP + obj, subj + would + have + PP +
obj”. This approach to grammar learning differs from more form-focused
activities, such as conjugating a given verb or correcting an error, in that a
full L2 sentence must be generated from meaning without support. Thus,
although flashcards are designed with a target in mind, all elements of the
sentence must be learned and produced perfectly during training.

Flashcards facilitate highly controlled output practice, theorized to
serve several functions (Swain, 1995). The cues prompt learners to notice
any gaps in their knowledge and engage in hypothesis testing by typing their
attempted L2 sentence. This is then met with explicitly corrective feedback

that allows a comparison between interlanguage forms and target forms
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(Zalbidea, 2021). Repeatedly practicing the same target structure allows for

the proceduralization of accurate forms (Lyster & Sato, 2013).

Quantity of Practice from Paired-Associate Research

Cognitive psychologists have compared different quantities of
learning for translations and definitions of target words. One focus of
paired-associate research has been on overlearning, defined as the immediate
continuation of learning, within the same session, of already-learned items
(e.g., Rohrer et al., 2005). When additional correct retrievals are required
before an item drops from a session, a subadditive effect is found (e.g., Pyc
& Rawson, 2009; Vaughn et al., 2013). That is, posttest scores are higher,

with progressively diminishing gains towards asymptote (Fig. 1).

Figure 1
Hlustration of subadditive effects from overlearning
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Another focus has been on relearning, with more relearning sessions
facilitating higher gains (Bahrick, 1979; Bahrick et al., 1993). In studies

using incremental increases in the number of sessions (Rawson & Dunlosky,
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2011, 2012; Vaughn et al, 2016), the same subadditive effect from
overlearning is found for relearning. However, relearning seems to be far
more effective than overlearning (Rawson et al., 2018). Vaughn et al. (2016)
compared retained knowledge from conditions with varying levels of
overlearning in the initial session (1-7 correct retrievals) and varying
amounts of relearning sessions (1-4). The mean score for items learned four
times within a single session was 28%, but when the same number of

retrievals were distributed over four weeks, the mean score was 74%.

Skill Acquisition Theory

The studies mentioned in the previous section only examined
declarative knowledge. Procedural knowledge, on the other hand, is the
ability to perform a sequence, such as applying grammar rules in a sentence,
and is developed through repeated practice. Declarative knowledge is
acquired quickly but prone to decay, whereas procedural knowledge develops
more slowly and is much more durable (Kim et al., 2013; Li & DeKeyser,
2017; Ullman, 2020).

SAT, adapted to instructed L2 learning by DeKeyser (2017, 2020),
assumes that learners begin with declarative knowledge, which is
proceduralized through practice. This knowledge then undergoes
automatization, characterized by the gradual reduction in errors and response
times (RTs) in retrieving knowledge or performing a skill. Kim et al. (2013)’s
Skill Retention Theory (SRT) describes how the trajectory of progress in
accuracy and RTs for performing a skill may correspond to three stages of

learning from SAT, which they referred to as (1) declarative, (2) declarative +
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procedural, and (3) procedural, shown in Figure 2. We have chosen to label
the third stage as automatized knowledge because although declarative

knowledge is no longer needed, it is also not necessarily lost.

Figure 2

Theoretical improvement in accuracy and type of knowledge attained based on Skill
Retention Theory
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20

Automatized Knowledge

Trials

At Stage 1, knowledge is declarative, analogous to being able to
explain a grammar rule. Through application, early procedural knowledge is
developed relatively quickly, moving into Stage 2. This transition, known as
proceduralization, is reflected in a steep reduction in errors or RTs. During
Stage 2, the learner still relies on the initial declarative knowledge. Training
performance improves more gradually as procedural knowledge is slowly
automatized through practice. As procedural knowledge becomes more
dominant, declarative knowledge is relied upon to a lesser extent. Finally, the
learner reaches Stage 3, evidenced by a leveling off in training performance.
Here, declarative knowledge is no longer needed to produce a grammatical

sentence. Even if rules are forgotten, learners are able to use grammar
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structures appropriately. Kim et al. (2013) suggested that relearning is
beneficial during Stages 1 and 2, but not after Stage 3. Applying this idea to
L2 grammar learning, DeKeyser (2017) claimed that “intensive practice of
known structures is only useful if it takes learners from the proceduralization
stage (where declarative and procedural knowledge are used) to the
automatization stage (where knowledge is completely procedural already).”
(p. 96). However, to the best of our knowledge, no previous study has
examined how different degrees of relearning, or intensive practice, affect the
acquisition of L2 grammar knowledge in relation to the different stages

reached during the training phase.

The Present Study

The present study compared groups practicing an artificial language
with flashcards on two, three, four, or five consecutive days. The language
included three fixed vocabulary items as well as subject and object pronouns
to be constructed according to rules. All items were answered correctly
during every session. If the language was still known after 14 days of disuse,
we considered this to constitute robust knowledge. Our first question
pertained to the number of relearning sessions necessary to attain this level of
knowledge. SRT posits that knowledge is only durable after reaching Stage 3
and that no further learning past this stage is necessary. Based on previous
studies using grammar flashcards (Serfaty & Serrano, 2020, 2022), it seems
likely that the number of relearning sessions required to achieve robust
knowledge is somewhere between one and four. We therefore hypothesized

that a “threshold” for durable knowledge would be passed within one to four
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relearning sessions, with no further improvement from relearning past this
point.

Another aim of the present study was to establish how many relearning
sessions are needed before the learner no longer sees improvement in
accuracy during training, which SRT predicts to be indicative of robust
knowledge. Previous studies (DeKeyser, 1997, Ferman et al., 2009;
Pili-Moss et al., 2020; Suzuki, 2017) have shown a steep drop in errors after
the first session and a flattening of the curve at around the fourth session,
which might be an indication of what to expect from flashcard training.

Next, we examined individuals’ scores as a function of their final
attainment during training, rather than the number of relearning sessions they
performed, in order to explore whether it was possible to predict, during
training, when a learner has attained long-lasting knowledge. Groups based
on the number of relearning sessions provide a general idea as to the effects
of practice, but some structures and some individuals may require different
amounts of practice (Ferman et al., 2009). We hypothesized that participants
would achieve the highest posttest scores if their training performance
plateaued, which Kim et al. (2013) suggest is a sign of durable knowledge.
Our research questions (RQs) are as follows:

(RQ1) How many relearning sessions are needed to achieve durable
L2 grammar knowledge, as shown by a 14-day posttest?

(RQ2) After how many relearning sessions does accuracy no longer
improve during training?

(RQ3) Can an individual's accuracy during training predict when they

have acquired robust L2 grammar knowledge?
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Methods

Pilot

A pilot study was conducted to ensure that the artificial language was
not too easy or too difficult. Using Quizlet, 30 volunteers from 8 countries
aged 19-63, recruited through social media, studied the artificial language
through inductive learning. They saw a sentence in English, attempted to
type the translation in the artificial language, and studied the feedback in
order to learn the rules. Participants practiced the set on either two, three, or
four days. They each then performed cued-recall tests one, five, and 28 days
after training. Results revealed highly variable abilities to learn the rules of
the language, with times on task during the first session ranging from five
minutes to over an hour, corresponding somewhat to age. Subsequent posttest
scores, ranging from 0% to 100%, were heavily dependent on first-session
performance. As a result, it was decided to include a guided rule-learning
phase before the main task and to recruit only participants aged 18-30.
Further, scores of 100% at the 1-day posttest consistently predicted identical
scores at the 5-day and 30-day posttests, so it was decided to use a single
posttest with a long enough interval for forgetting to occur. Finally, since
Quizlet could not track trials and times, Gorilla (www.gorilla.sc) was chosen

instead.

Participants

Participants were recruited via Prolific (www.prolific.co) and paid

£10/hour. A filter was set to recruit only participants with fluency in English
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(because instructions and cues were in English), aged 18-30, with a high
school diploma or higher. The recruitment description heavily emphasized
that this study would be difficult, involve multiple days, and that missing any
day would result in no compensation. The intent was to attract only
committed participants. Prolific offers a multitude of simple and
well-compensated surveys that would be more suitable for any participant
with time constraints or who was unmotivated to engage in language
learning.

Participants came from 32 different countries with different L1s. Three
participants were later excluded based on their performance (see Data
Preparation). The final number of participants was 119, with 29 in the group
with one relearning session and 30 in the remaining groups. Participant
attributes, including age, gender, L1, and language learning background, had
no discernible impact on results (see Appendix S1 in the online supporting

materials for details).

Target Language

The target language was NamiChip, a miniature language developed
for this paper by the first author. An artificial language was chosen in order
to control for previous knowledge or practice outside of the treatment and
was designed to be easily learnable. The target rules related to the marking of
pronouns and nouns, with distinctions for case (subject/object), person (1st,
2nd, 3rd), and number (singular/plural) in an SVO structure. Since all
participants were proficient in English, which also codes pronouns by these

distinctions, this was expected to be conceptually simple. Vocabulary
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included personal pronouns, one noun (dog), two verbs (have and like), and
one number (two), as seen in Table 1. Pronouns were formed by adding the
correct suffix to the letter “K”, all subjects started with a small “s” (though
capitalization was not tested), and plurals were marked by doubling the final
letter. Words were combined in 24 different sentences, 12 for training and 12
for posttests (see Appendix S2), all designed to practice the same targets.
Novel sentences were used for testing to ensure that participants had learned

the rules governing the sentences, rather than memorizing whole chunks.

Table 1
All words in NamiChip

Subjects Objects
sKI I KI Me
sKU You KU You
sKII We KII Us
sKEE They KEE Them
sCHIP/sCHIPP Dog/Dogs CHIP/CHIPP Dog/Dogs

Additional words: NAMI = like ; TEN = have ; BI =two

Training Procedure

The study was developed and conducted through the online platform
Gorilla. Participants first agreed to the use of their data, to not take any notes,
to finish quickly while still checking for accuracy, and to set a reminder for
each subsequent session. Although participants could not be monitored, it

was hoped that these agreements would encourage them to follow the
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experiment faithfully. While this is no guarantee of what participants did, any
non-adherence to the experiment would be equally likely in all conditions
and in any case, a supervised classroom setting would present the same issue.
In the guided-learning phase, participants first learned the words and rules of
the language by answering questions. For example, one screen showed that
“CHIP” means dog and “CHIPP”” means dogs and asked participants to select
the rule for plurals from the options: (1) Add -s (2) Double the last letter (3)
Write the whole word twice (4) This language has no plurals. Another section
involved typing individual words from the language, similar to using
vocabulary flashcards. Incorrect answers prompted feedback and additional
chances until all the vocabulary and rules had been learned. Appendix S3
displays all screens from this phase.

In the second phase of the training session, participants saw an English
sentence and were asked to provide the translation in NamiChip (Fig. 3). If
incorrect, they saw the target sentence alongside their own response (Fig. 4),
and the flashcard was sent to the back of the cycle. If correct, they saw
positive feedback (Fig. 5) and the flashcard was removed. This phase
simulated commercial flashcard software, such as Quizlet, within Gorilla.
Subsequent relearning sessions simply repeated this second phase using the

same 12 sentences each time.
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Figure 3
Typing the translation of a cue

We like them

Figure 4
Negative feedback

sKi nami kii

We like them

sKii NAMI KEE

Not quite! Look at the answer and then click to continue.
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Figure 5
Positive Feedback

Dogs like us SCHIPP NAMI Kii

j ‘ -

Next please

Training Performance

The main goal of the training was for participants to acquire and retain
accurate production of the target language. In training, accuracy was
operationalized as the number of trials per session. Since all sessions had a
minimum of 12 trials, corresponding to 12 correctly typed items, any trials
above this number indicated incorrect responses. A reduction in trials is
therefore an improvement in accuracy.

As well as the number of trials per session, previous grammar studies
have recorded RTs (DeKeyser, 1997; Ferman et al., 2009; Pili-Moss et al.,
2020; Sato & McDonough, 2019; Suzuki, 2017; Suzuki & DeKeyser, 2017).
The present study did not analyze this metric because some confounding
variables were identified. For typed responses, especially of multi-word

items, speed would be influenced by a participant’s typing skills, their
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keyboard, and their connection speed, rather than being a pure measure of
internal processing speed. Any improvement in RTs could not be separated
from participants’ improved ability to type new words quickly. These factors
are likely to overshadow changes in processing speed, which is measured on
the scale of milliseconds. Additionally, no time pressure was imposed in the
training. Participants were encouraged to finish quickly but to check
responses before submitting, resulting in more time for more diligent
participants. Moreover, if an item was answered correctly on its second
attempt, the RT might be lower than if it had been answered correctly on the
first attempt because it had been recently practiced. This presents a dilemma
as to whether to analyze RTs for only correct responses or for all responses.
Due to these issues, and because the focus of the present study was accuracy
development, the number of trials per session was the only measure of

performance analyzed.

Instruments

Participants knew that there would be a final session, but they were not
informed that this would be a test. The first posttest took the same format as
the training, but without feedback. Participants saw English cues and were
asked to provide a translation in the target language. In the second test, the
same target sentences became cues and participants had to translate them into
English. Although both tests involved actively producing language (i.e., they
tested participants' recall and not just recognition of the target forms), the
first test required productive knowledge of the target language (translating

from the L1 to the L2) whereas the second test only required receptive
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knowledge of the target language (translating from the L2 to the L1). We will
therefore refer to these tests as productive and receptive tests respectively.
Vocabulary research has consistently found receptive recall to be higher than
productive recall (Laufer & Goldstein, 2004; Nakata, 2016; Nakata & Webb,
2016; Webb, 2009), and so while productive scores are the primary interest
of the present paper, the subsequent receptive test was expected to capture
weaker knowledge traces which might not be observable from the productive
test. To the best of the authors’ knowledge, no previous study has compared
productive and receptive grammar knowledge, operationalized as L1 to L2
versus L2 to L1 translation, after different amounts of practice. It was
therefore included as an initial exploration of this issue, despite not being a
main focus of the paper.

Upon completing both tests, participants entered a debriefing phase
where they were asked to rate the training for enjoyment, ease, and perceived
effectiveness on a 5-point Likert scale, followed by a space for them to write
about their feelings. This allowed us to gain some insight into the
participants’ experiences. We also included a space for them to specify any
rules of the language that they remembered. It was rationalized that even if
knowledge was proceduralised during training, posttest responses after a
14-day gap may involve some retrieval of declarative knowledge, or that
declarative knowledge could be reverse-engineered upon reflection. This

question was included in order to facilitate the interpretation of our data.
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Experimental Design

The training session (TS) and relearning sessions (RSs) took place on
consecutive days. A short interval of one day was chosen in order to
minimize participant attrition while still allowing enough time for the
consolidation of knowledge between sessions (Ferman et al., 2009). The
retention interval between training and testing was 14 days, the longest
possible interval before Prolific would automatically pay participants, who
might not then complete the posttest. The four conditions differed only in the

number of RSs performed (1, 2, 3, or 4). Figure 6 shows the experimental
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Note: TS = Training Session. RS = Relearning Session.

Data Preparation

Posttests were scored automatically in Gorilla. Incorrect responses
were manually checked for answers that were correct despite not exactly

matching the target response. For example, if there was an error in the
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number of spaces or, in one case, where the English response had the spelling
error “doggs”.

Two participants were excluded for not having attempted to translate
the cues. One additional participant was removed for having required
considerably more trials in the first two sessions (TS = 72, RS1 = 74) than
the participant with the next highest number of trials (TS = 53, RS1 = 36),
with no correct answers in the posttest.

Finally, the comments from participants were checked. It was observed
that the majority of participants were able to list the rules of the language
extensively. These observations support the validity of the data because
participants would not be reasonably expected to remember these rules
without having participated faithfully in the experiment. Moreover, the
comments about feelings revealed some emotional investment from both
high and low scoring participants. These comments can be found online in
Appendix S4. The 5-point Likert survey on perceptions was checked for any
ostentatious differences between groups, which could have affected results.
All groups rated enjoyment and effectiveness very positively at 4-5, while
ease was rated slightly lower at 3-4 for all groups. Descriptive results of this

survey are presented in Appendix A.

Analysis

All statistical analyses were performed using SPSS 27 (IBM, 2020).
To analyze posttest scores, Generalized Linear Mixed Models (GLMMs)
with binary outcomes were performed in order to locate statistical differences

between groups. This type of model does not require any assumptions to be

149


https://osf.io/v7pz3/?view_only=a5d82e9d626a4449a409a7d1b9709009

met. Participant and Item were included as random effects, with Group and
Test as the predictors. The effect size is the odds ratio (OR), which indicates
the added likelihood of a correct score from the condition with the higher
mean. For example, if OR = 2, a correct response is twice as likely.

The number of error trials was analyzed through a Growth Curve
Model using a poisson distribution. The data met assumptions for normality
of residuals, homogeneity of variances, and overdispersion. Random
intercepts were used for participants and random slopes were used for
progress over time. Session was set as a numerical predictor. Initially, Group
was also included to check for unexpected differences between groups, but
removed when no effect was found. The effect size is the incidence rate ratio
(IRR), which is the ratio of change in the average number of trials between
sessions. For example, if the /RR is 0.5, then the mean number of error trials
halved in the later session.

All significance tests were two-tailed and a p value of .05 or lower will
be interpreted as significant, with Bonferroni corrections within models. The
datasets can be found online along with Appendix S5, which contains every
model’s syntax as well as all the means, effects and associated 95%

confidence intervals.

Results

RQ1: How many learning sessions are needed to achieve durable L2

grammar knowledge?

Figure 7 displays the mean scores by group for productive and

receptive tests. The groups are labeled according to the number of RSs they
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performed. For the productive test, Groups 1-RS and 2-RS scored 55.46%
(35.16) and 57.67% (35.11), while Groups 3-RS and 4-RS obtained a much
higher 81.39% (25.77) and 82.78% (25.33). Receptive scores did not show
this variation between groups. From Group 1-RS to Group 4-RS, scores were
82.47% (24.33), 79.17% (22.08), 88.61% (16.74), and 83.33% (22.95)

respectively.

Figure 7
Productive and receptive scores
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The statistical model produced significant main effects for Group
(F13,2848] = 3.343, p = .018), Test (£]1,2848] = 80.409, p < .001) and their
interaction (F[3,2848] = 3.343, p < .001). Table 2 shows the estimated

marginal means (EMMs) and pairwise contrasts. For productive scores, there

were no statistically significant differences within the first two groups (1-RS
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vs 2-RS) or within the second two groups (3-RS vs 4-RS). It appears that
RS2 did not improve the odds of a correct posttest response, but those odds
were around 3.5 times higher after RS3. No further improvement in odds was
obtained from RS4. For receptive scores, there were no statistically

significant differences between groups, suggesting that RS1 was sufficient.

Table 2
Groups means and comparisons for productive and receptive scores

Productive Scores Pairwise Contrasts

Group EMM SE Group 2-RS Group 3-RS Group 4-RS

Group 555 063 p=1.000 p=.002 p=.001
1-RS ' ’ OR =1.050 OR=3.512 OR =3.860
Group p=.001 p=.002
ors 07 002 OR=3344  OR=3.676
Group p=1.000
3-RS 814 049 OR =1.099
Group

ARS .828 .047

Receptive Scores Pairwise Contrasts

Group EMM SE Group 2-RS Group 3-RS Group 4-RS

Group »=1.000 »=1.000 »=1.000
.Rs 825 042 op_ 1238 OR=1654  OR=1.063
Group p=.603 p=1.000
ors 92 044 OR=2.042  OR=1316
Group p=1.000
3rg 886 035 OR = 1.556
Group
TP 833 041
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RQ2: After how many relearning sessions does accuracy no longer

improve during training?

RQ2 asked how many RSs are needed before accuracy reaches

asymptotic performance. Note that only the TS and RS1 included all

participants. RS2 included Groups 2-RS, 3-RS, and 4-RS, RS3 included

Groups 3-RS and 4-RS, and RS4 included only Group 4-RS.

Table 3 shows the number of trials required to complete each session.

Figure 8 shows the learning curves of each group. Group 3-RS showed more

variance than other groups during the TS, but by RSI1 all groups exhibit

similar performance. The learning curve appears steeper from the TS to RS1

and then gradually flattens, in line with previous research.

Table 3

Trials by Session (minimum 12)

Session N Mean Std. Minimum Maximum
Trials Deviation
TS 119 19.00 8.11 12 53
RS1 119 15.73 3.77 12 36
RS2 90 14.47 3.78 12 37
RS3 60 13.53 1.83 12 20
RS4 30 13.53 2.30 12 22
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Figure 8
Trials by Session separated by group
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The Growth Curve Model (Table 4) analyzed the reduction in error
trials across sessions. The main effect of Session was significant (F[4,413] =
32.268, p < .001), showing a statistically significant decrease in trials from
TS to RS1, from RS1 to RS2, and from RS2 to RS3. The extent of this
decrease diminished as sessions progressed, from approximately -2, to -1, to
-0.5 trials. There was no significant difference in trials from RS3 to RS4. In
sum, the extent of improvement roughly halved with each new session, with

no further improvement at the final session.
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Table 4

Pairwise comparisons of error trials per session

Session EMM SE Contrast  Contrast IRR Sig
estimate

TS 5.100 0.444 RS1 -2.188 0.571 <.001
RS2 -3.223 0.368 <.001
RS3 -3.858 0.244 <.001
RS4 -3.902 0.235 <.001

RS1 2912 0.247 RS2 -1.034 0.645 <.001
RS3 -1.670 0.427 <.001
RS4 -1.714 0.411 <.001

RS2 1.877  0.195 RS3 -0.635 0.662 0.009
RS4 -0.679 0.638 0.072

RS3 1.242  0.187 RS4 -0.044 0.965 0.864

RS4 1.198  0.268

155



RQ3: Can an individual's accuracy during training predict when they

have acquired robust L2 grammar knowledge?

RQ3 asked whether an individual’s accuracy during training could
predict the acquisition of durable knowledge. To answer this question, we
examined the number of trials an individual needed to complete each session
and compared this with their posttest results.

The mean number of trials reached 14 at RS2 and remained at 14 (M >
13.5) for RS3 and RS4. Unexpectedly, this plateau was not at the true
minimum of 12 trials. Upon inspecting the data, it was found that 15 of the
85 participants who had finished their final session with 13 or 14 trials had
previously completed at least one session in 12 trials, meaning that even
participants that had demonstrated perfect accuracy in a previous session
were making one or two errors. We reasoned that typing mistakes could be
responsible for this discrepancy. If participants had been using commercial
software, they would have had the option to override these mistakes, but
under experimental conditions this was not possible. We therefore defined the
minimum number of trials for this experiment as 14 trials or fewer. For ease
of exposition, any session completed within 14 trials will be referred to as a
minimum-trials session (MTS).

The average number of trials by RS2 was already very close to 14 (M
= 14.47), but it was only after RS3 that posttest scores were high. We
therefore hypothesized that one MTS was not enough and that learners must
perform at least two MTSs in order to acquire robust knowledge. In order to
test this, we re-coded participants by the number of MTSs they achieved in

succession. Some participants (n = 18) completed one MTS but then needed
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more than 14 trials in a subsequent RS. This may have been due to guessing
correctly by chance in an earlier session or a lack of attention in a later
session. Since they could not be classified clearly, they were excluded from
this analysis. The remaining participants (n = 101) were grouped as follows:
MTS-0: n= 24; MTS-1: n=22; MTS-2: n=23; MTS-3: n=14; MTS-4: n =
14; MTS-5: n = 4. The breakdown of MTS groups in terms of membership of
the original RS groups can be seen in Table 5. Descriptive statistics of

posttest scores for MTS groups are displayed in Table 6 and Figure 9.

Table 5
MTS groups by original group membership

Group Group Group Group

MTS 1-RS 2-RS 3-RS 4-RS Total
0 14 6 2 2 24
I 6 10 6 0 2
2 9 5 8 I 23
3 0 3 6 5 14
4 0 0 5 9 14
5 0 0 0 4 4
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Table 6

Productive and receptive scores (%) by MTS groups

MTS Productive SD Receptive SD
Scores Scores
0 42.36 32.87 70.83 25.77
1 56.82 35.60 78.79 23.95
2 80.43 24.05 89.86 16.08
3 88.10 16.25 92.26 6.91
4 89.29 20.78 91.07 18.33
5 93.75 12.50 89.58 10.49
Figure 9

Productive and receptive scores by MTS groups
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Since MTS-5 had only four members, it was collapsed into MTS-4 for
the statistical analysis (n = 18; productive: M = 90.28, SD = 19.01; receptive:
M = 90.74;, SD = 16.64). There were significant main effects for MTS
(F11,2414] = 39.883, p <.001), Test (F[4,2414] = 8.325, p <.001) and their
interaction (F[4,2414] = 3.621, p < .001). For productive scores, statistically
significant differences were found between MTS-0 and all other groups, and
between MTS-1 and all other groups. It should be noted that these effect
sizes are substantially higher than for the analysis by number of RSs. For
instance, the OR for the difference between MTS-0 and MTS-4 is 12.635,
whereas the highest OR in the original analysis was 3.860. No other
differences in productive scores were statistically significant. For receptive
scores, differences between MTS-0 and other sessions approached

significance. Table 7 displays all pairwise contrasts.

Discussion

The present paper investigated the effects of relearning L2 grammar
through digital flashcards. Groups practiced formulating the same set of
sentences in an artificial language with English cues on two, three, four, or
five consecutive days, with all items recycled until answered correctly within
each session. The first day was the training session (TS) and subsequent days
were relearning sessions (RSs). Translation tests on novel sentences were
performed 14 days after the treatment, firstly from the English cue to the
target language (productive knowledge) and then from the target language to
English (receptive knowledge). We will now summarize the findings from

each RQ before discussing their implications.
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Table 7

Pairwise comparisons for productive and receptive scores by MTS groups

Productive Scores

Pairwise Contrasts

MTS EMM SE MTS-1 MTS-2 MTS-3 MTS-4
p=.296 p <.001 p <.001 p <.001
0 42 05 Hp_0559 OR=5594 OR=10.069 OR=12.635
p =011 p=.004 p=.001
1 568 058 OR=3.124 OR=5624  OR=17.057
p=.543 p=.354
2 804 .045 OR=1800  OR=2259
p=.717
3 881 047 OR = 1255
4 903 038
Receptive Scores Pairwise Contrasts
MTS EMM SE MTS-1 MTS-2 MTS-3 MTS-4
p=1.000 p =.041 p =.064 p =.054
0 708 051 Sp_1529 OR=3647 OR=4910 OR=4035
p =410 p =410 p =410
1 788 048 OR=2385 OR=3210 OR=2.638
p=1000  p=1000
2 899 .034 OR=1346  OR=1.106
p = 1.000
3 923 039 OR=1217
4 907 037

RQ1: How many learning sessions are needed to achieve durable L2

grammar knowledge?

Our first RQ asked how many RSs are needed to gain durable

grammar knowledge.

After RSI1

and RS2, productive scores were

comparable (55% and 57%), but after RS3 and RS4, they were considerably

160



higher (81% and 83%) with no significant differences within these pairs. It
should be noted that these means represent a wide range of scores for the first
two groups, whereas very few errors were made among the latter two groups.
Therefore, RS3 substantially raised the odds of participants learning and
retaining the target language, with no further improvement from RS4.

Different results were found for receptive scores, which were similarly
high for all groups, meaning that receptive knowledge was durable after only
one RS. This is similar to Pili-Moss et al. (2020), whose training data for
participants learning an artificial language showed that receptive knowledge
peaked after two sessions whereas productive knowledge improved until the
final fourth session. This pattern is also mirrored in vocabulary studies that
have tested both productive and receptive vocabulary knowledge
(Gonzélez-Fernandez & Schmitt, 2020; Laufer & Goldstein, 2004; Nakata,
2016; Nakata & Webb, 2016; Webb, 2009), in that receptive knowledge tends
to develop faster and is more durable (de Bot, 1996).

The findings support our speculation that the different results from
previous grammar flashcard studies were related to the number of sessions.
Participants in Serfaty and Serrano (2020) practiced target structures on three
days, followed by a 1-day posttest with mean scores over 80% and a third of
participants achieving 100%. The high accuracy in this posttest probably
reinforced their knowledge (Karpicke & Roediger, 2008), making a total of
three RSs. Tested again after 14 days, scores were still over 80%. Likewise,
participants in the present experiment scored above 80% after three RSs at a
14-day posttest. In comparison, participants in Serfaty and Serrano (2022)

practiced target structures with one RS, and posttest scores only reached 50%
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at a 7-day posttest. Similarly, in the present experiment, those who studied
with one RS scored around 50% at their posttest. Considering that these three
experiments differed in many aspects, including the use of an artificial or
natural language, the age and background of participants, experimental or
classroom settings, and the complexity of target structures, these similarities

in scores are salient.

RQ2: After how many relearning sessions does accuracy no longer

improve during training?

RQ2 asked how many RSs would be needed for improvements in
accuracy to plateau at the training stage. The number of trials dropped from
the TS until RS2. From RS2 to RS3, the difference was statistically
significant but less than a single trial. Therefore, on average, two RSs were
needed to reach the minimum number of trials.

The overall pattern is similar to previous studies of artificial language
learning that have reported a reduction in errors following a similar learning
curve (DeKeyser, 1997; Ferman et al., 2009; Pili-Moss et al., 2020; Suzuki,
2017). These studies differed to each other and to the present study in terms
of training, target material, testing and time on task, yet all of these studies
have reported a plateau in error rates at around the third or fourth session. In
contrast, participants from Sato and McDonough (2019) did not reach
asymptotic accuracy after a fifth session of interactive task practice within an
authentic L2 classroom. This could place doubt onto the applicability of
artificial language studies to authentic L2 learning. However, in the latter

study target forms were not prompted systematically and no feedback was
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provided by the instructor during the tasks. Had these conditions been met,

results may have been similar to the artificial language studies.

RQ3: Can an individual's accuracy during training predict when a

learner has acquired robust L2 grammar knowledge?

RQ3 asked whether an individual’s accuracy during training could be
used to predict long-term L2 grammar knowledge. After observing that high
productive posttest scores came after RS3, one session after trials reached
their minimum, a new hypothesis was formed that learners must complete
two minimum-trials sessions (MTS) in order to gain robust knowledge. A
new analysis revealed that high scores (80% for productive and 89% for
receptive) were achieved if a minimum of two MTSs were performed,
regardless of how many sessions were performed overall, and with no further
improvement from additional MTSs.

From these results, it is clear that individuals require different amounts
of practice. An MTS indicates that participants are practicing known items
and for many of our participants this occurred for the first time during RS2.
However, some participants achieved an MTS in their first session while
some still could not perform an MTS by their fifth session. Consequently,
anyone attempting to gain robust knowledge would be advised to practice
until they have achieved a certain number of MTSs, rather than for any

predetermined number of sessions.
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Theoretical Implications

The results obtained in this study can be interpreted through Skill
Retention Theory (SRT; Kim et al., 2013). According to this framework, in
Stage 1 learners only have declarative knowledge, in Stage 2 procedural
knowledge is developed through practice, but still dependent on declarative
knowledge, and in Stage 3 further practice results in procedural knowledge
that can be used independently of declarative knowledge. Since declarative
knowledge is prone to decay, only independent procedural knowledge can be
durable. The results of the present study indicate that many participants
reached Kim et al. (2013)’s Stage 3 after RS3, and that reaching this stage in
training did predict later retention. Importantly, no further gains were evident
after continuing to learn past this stage, confirming claims that learning past
Stage 3 is not useful (DeKeyser, 2017; Kim et al., 2013).

However, comments from participants made after the posttest revealed
considerable declarative knowledge, and so it is not certain whether
procedural knowledge had become independent of declarative knowledge, as
SRT would predict. Interestingly, many of the lower-scoring participants also
exhibited a lot of declarative knowledge of rules after the posttests. One
interpretation could be that declarative knowledge, however well-retained, is
not sufficient for accurately producing the L2, even in a non-timed and
non-communicative task. However, all participants scored highly in the
receptive test, implying that declarative knowledge could be useful for
comprehension. Another interpretation could be that declarative knowledge
was not necessarily retrievable before the posttest, but upon seeing the L2

forms as cues in the receptive test, participants were reminded of previous
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knowledge and were therefore able to translate the sentences and recount the
rules in the debriefing phase. Three participants wrote comments to this
effect, which can be seen in Appendix B.

In sum, the present study has confirmed that a learner's level of
knowledge is predictable at the training stage and that a threshold of learning
must be crossed to gain durable knowledge. Crucially, these results have
shown that this threshold is reached after performing two practice sessions

without errors.

Limitations and Future Directions

Future research could test our interpretation of results by replicating
the experiment with a longer delay before testing. If participants have truly
achieved durable knowledge after two MTSs, then this knowledge should
still be accessible after a longer retention interval. Moreover, if learners
failing to reach this threshold have less durable knowledge, scores after a
longer delay would be expected to drop below 50%. Similarly, this design
could be replicated with longer intersession intervals. If the declarative
knowledge of rules is somewhat forgotten between sessions, more trials
could be expected in the first RS and possibly later. This could affect the
number of sessions required to reach Stage 3. On the other hand, longer
intersession intervals may promote better retention of the declarative
knowledge of rules (Bird, 2010), resulting in better posttest scores from
fewer sessions.

Another variable to investigate could be the mode of output. As noted,

our MTS was not a truly error-free session because some typing mistakes
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caused interference. A study with oral output, rather than typing, would
eliminate this methodological issue while also testing whether the results
from this study generalize to oral output practice. This change would also
enable an exploration of automatization by measuring reaction times and
utterance speed.

Finally, the data imply that participants were adhering to instructions
well, and their comments expressed both commitment and enjoyment of the
process, but a replication of this experiment under supervised conditions
would be desirable to confirm the internal validity of the findings. Still more
interesting would be to conduct the experiment in a less-controlled authentic
L2 classroom, with a wider range of abilities, motivations, and exposure to
the target language, in order to investigate whether the findings are

generalizable to authentic learning conditions.

Conclusions and Pedagogical Recommendations

The present paper investigated the effects of relearning on grammar
flashcard training. Tested after 14 days, it was found that productive
knowledge was much higher after three RSs (four sessions in total).
Participants that reached the highest levels of productive knowledge were
those who completed at least two sessions with minimum trials, and this
turned out to be a much better predictor of individual success than the
number of RSs. To our knowledge, this is the first study to compare retention
of L2 grammar after different amounts of practice.

Though we cannot be certain about the type of knowledge gained from

such practice, it is evident that digital flashcard practice leads to high
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accuracy, especially for relatively simple and regular structures, which could
be useful to prepare students for communicative language practice. In doing
so, it is more likely that learners will automatize accurate target forms while
focusing on communication goals. To this end, teachers could assign
flashcard sets to students on different days and monitor their progress. When
one student has completed a set twice without any errors, on different days,
the teacher could assign them a new set without interrupting the training
schedule of their classmates. These sets could be part of classroom learning
or assigned as homework. Using insights from this study and future research,
an eTutor could be designed to automatically assign or reassign activities to
students based on their performance.

It remains to be seen whether the number of error-less sessions needed
to acquire durable knowledge would be the same for different types of L2
structures, L2 vocabulary, or even for other subject domains. It is however
clear that sessions dedicated to relearning should be factored into curricula. If
knowledge and skills are only practiced once or twice, many students may go
through their education achieving high scores in tests without remembering
what they have learned. It may be advisable for teachers and curriculum
writers to reduce the amount of content being taught in order to allow enough
practice of the most fundamental content for students to attain useful,

long-lasting knowledge.
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Appendix A

Perceived enjoyment, ease, and effectiveness of the treatment by group (1-5)

Grou

p N Enjoyment Ease Effectiveness
1-RS 29 4.62 (0.82) 3.41(1.21) 4.00 (1.20)
2-RS 30 4.70 (0.54) 3.03 (1.00) 4.47 (0.68)
3-RS 30 4.77 (0.43) 3.30 (1.18) 4.53 (0.86)
4-RS 30 4.80 (0.41) 3.80(1.03) 4.70 (0.54)

M Enjoyable
M Easy

B Effective

Likert Rating (max 5)

1-RS 2-RS 3RS 4RS

Groups

Error Bars: 95% Cl
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Appendix B

Comments after the posttest indicating that declarative knowledge was regained

during the receptive test

Productive  Receptive

ID G C t
roup Score Score ommen
609911 “My head went blank and
e00dd4 I forgot most of the
- Y ()
843e39 RS 0% 17% words, until they
cb88ac appeared on screen.”
“Without seeing the
conlang, I struggled to
remember much. I could
remember pluralization
617580 was formed with double
Aeaddd final letters. I knew
I-RS 0% 42% subjects were marked
8148de .
45659 differently but couldn't
recall how. Once I had a
refresher translating from
the conlang to English I
recalled most of it,
though...I think.”
“I feel like I did okay, " I
601166 remembered more after
3e49ce translating from the made
2-RS 179 509
f209ba o /o up language to English.
7£758f Seeing the words

reminded me.”
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Chapter 6: Conclusion

I will now present a short summary of the four studies featured in this
thesis, followed by a discussion of the implications of this work, as a whole,
on theory, research methods, and pedagogy. The final section will detail some
suggested experiments to further expand our understanding of issues raised by
this work, namely the transferability of practice, the differential retention
characteristics of productive and receptive knowledge, and the possible
interaction between the distribution and quantity of relearning sessions. This
section includes supplementary and anecdotal data that was not included in the

publications.

6.1 Summary of studies

Study 1 (Serfaty & Serrano, 2020) examined accuracy development
and retention through output practice using digital flashcards. The participants
were from an undereducated and resource-poor background and required
English in order to enter further education or find employment in the city.
They had no access to formal English education and studied together with
error-filled textbooks and intermittent short-term volunteers in an outdoor
setting. Before the treatment, the 31 participants aged 9-17 completed a pretest
of to-be-trained items. As a simple illustration of the type of progress that was

made, some answers from that test are provided in Table 1.
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TABLE 1
A selection of pretest answers from Study 1

Target response Sample Pretest Answers
He is playing He Playing He playing He playing
volleyball verybul volleyball. volleyball.

There are girls Thereisagirl  In my house has My house have a

in my house. stay in my One gril. girl
house.
Are the girls dose the girl is Girls eating what gir eating
eating? eating?

Is there a girlin  where are the in the shop have = What have a girl
the shop? girl in shop one girl? in the shop?

When speaking to peers in English, these types of errors might not
impede communication and there is in fact an argument that a dialect of
Cambodian English is emerging (Moore & Bounchan, 2010). However, it is
clear that this level of accuracy, as compared to standard recognized forms of
English, is not sufficient to meet any of these participants’ education or
employment goals, and that communication with foreigners would be far
easier if their language conformed more closely to the English spoken by
people outside of Cambodia.

In light of these goals, eight types of simple sentences were practiced
using the Cram.com app, with five exemplars per structure. Participants saw
the sentence in their L1 Khmer and typed the English translation. The
flashcard software showed them feedback and repeated any incorrect

responses in the next cycle. Each structure was repeated the following day and
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on one additional day. The number of structures per day increased so that they
were practicing four structures simultaneously by the end of the training. After
two weeks, participants completed a posttest of trained items (2 per structure)
and equivalent but untrained items (2 per structure). A third of participants
scored 100% in both tests, with the rest also scoring highly. A second test after
14 days revealed no statistically significant changes in results. A final 18-week
posttest was performed, with half the students completing a review session the
week before. With the review, gains were equal to the immediate posttest, and
without the review there were only a couple of additional errors. A control
group in the same setting obtained 0% gains from pretest to posttest without
the flashcard training. The important findings were that learned knowledge
transferred to untrained items and that gains were durable after a substantial
delay. Moreover, the intervention was successful without any associated
linguistic instruction or guidance.

Study 2 (Serfaty & Serrano, 2022) aimed to shed light on the possible
distribution effects for this type of grammar practice. It also extended the
research into how flashcards can be used by including high-proficiency
participants, very advanced grammar features, and by using L2 scenarios as
cues instead of L1 translations. Two structures were studied by 117 secondary
school students, aged 10-18, in an English-medium international school. The
structures were complex to meet the needs of the students who were following
a British curriculum. Each structure was studied via Quizlet on two days: one
structure with a I-week interval and the other with a 1-day interval.
Participants were tested on their retention of these structures after either one

week or one month. Globally, no difference in condition was found. However,
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for individual students, one condition was better than the other. For students
with lower English proficiency and who required more time to learn and
relearn these structures, the shorter interval was better, whereas the reverse
was true for higher proficiency and faster students. The important finding of
this paper was that results met the predictions of the Desirable Difficulty
Framework as specified by Suzuki et al. (2019) in that the more difficult
condition was only desirable when other factors of difficulty were low.

Study 3 (Serfaty & Serrano, in review) extended the above findings by
repeating the former experiment with vocabulary items. Of the 96 students
analyzed in this study, 77 took part in both experiments. The aim was to
elucidate the differences in lag effects between grammar and vocabulary
practice when controlling for the setting, participants, and exact methodology.
The two categories of vocabulary were Hebrew words in order to control for
prior knowledge and other exposure to the targets. The experiment was part of
a wider project involving memory and aptitude tests. Results showed that the
I-week interval was always slightly better than the 1-day interval for
vocabulary learning, with a very small effect. From a psycholinguistic
perspective, this is an interesting contrast with the grammar experiment.
However, the difference in productive scores between the two conditions was
small. A more meaningful difference was seen in the receptive test, according
to which the longer interval facilitated better retention at the 4-week delayed
posttest. It was speculated that receptive knowledge was better retained
between sessions and was therefore reinforced during the relearning session.
In contrast, productive knowledge may have been lost between sessions and

thus was encoded at the relearning session as if it was the first encounter. The
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important findings of this paper were that a longer intersession lag led to
higher scores in a classroom setting, that receptive and productive knowledge
were differently affected by lag, and that lag effects were different for
vocabulary and grammar.

Study 4 (Serfaty & Serrano, resubmitted) addressed the question of
how much grammar practice is actually necessary. Study 1 (Serfaty & Serrano,
2020) included three practice sessions plus an immediate posttest with ceiling
scores, which acted as a fourth practice session. Knowledge was well retained
from this schedule. However, in Study 2 (Serfaty & Serrano, 2022), scores
were very low after only two sessions. There were many methodological
differences between these studies, such as the difficulty of the structures, the
likelihood of using these structures, and while the first study included
extremely motivated learners attending the sessions through independent
choice, the second study was conducted in a privileged classroom among
already-proficient English users who may have been less intrinsically
motivated to learn. Thus, the issue of quantity was not the only factor that
could explain the difference in outcomes.

Using an online design, adult participants from across the globe
completed two, three, four, or five sessions of learning an artificial language in
the style of commercial digital flashcards. The main difficulty in the language
was in encoding subject and object pronouns. Training data showed a familiar
trend for the error rate, according to which accuracy improved sharply in the
initial stages, followed by a more gradual improvement until finally
performance was stable. Analyzed by the number of sessions completed, a

threshold of high retention was found after the fourth session. After this point,
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no further improvement was detected. However, when re-analysed according
to how many sessions the participants performed with the minimum number of
trials, without considering the total number of sessions, results were predicted
with larger effects. Any participant with two minimum trial sessions (MTSs)
received high scores, similar to those found in Study 1 (Serfaty & Serrano,
2020), with no further improvement after more than two MTSs. Participants
with only one MTS achieved intermediate scores while those that never
performed an MTS achieved lower scores, similar to those found in Study 2
(Serfaty & Serrano, 2022). The important implication of this finding is that
high retention could be predicted at the training stage. Different tasks may
require a different number of sessions, but if a learner knows the indicators of
long-term knowledge, they could be sure to get enough practice. If this
hypothesis is correct, schools could employ individualized learning schedules
rather than fixed schedules. Instead of having some students pass and some
students fail, all students could pass eventually. The only difference would be

that the more able students could cover more material in a shorter time.

6.2 Implications of the current work

6.2.1 IMPLICATIONS FOR THEORY

6.2.1.1 Grammar and vocabulary

Some points are worth highlighting in terms of implications for
theories of L2 learning and practice. The first is a confirmation that lag effects
are different for grammar and vocabulary learning, as has been speculated in

the literature (Li & DeKeyser, 2019; Ullman & Lovelett, 2018). The current
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work reported a consistent lag effect for vocabulary (Study 3: Serfaty &
Serrano, in review) but not for grammar (Study 2: Serfaty & Serrano, 2022).
Having used the same number of items, intervals, and participants for both
experiments, it was possible to combine these results into a single chart.
Figure 1 visualizes the differences in lag effects found for grammar and

vocabulary learning.

FIGURE 1

Scores on vocabulary tests (productive and receptive) and a grammar test, after two
sessions of learning through Quizlet with an intersession interval (ISI) of either one
day or seven days, with a maximum score of 8 per test.
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One explanation mentioned in Study 3 (Serfaty & Serrano, in review)
is that vocabulary is simpler than grammar and so the longer lag added
desirable difficulty (Bjork, 1994) to vocabulary learning more consistently
than it did for grammar. However, another explanation could be found in Skill
Acquisition Theory (SAT).

According to models of skill acquisition (DeKeyser, 2020; Kim et al.,
2013), declarative knowledge is usually learned first, followed by a period of
proceduralization in which the learner gradually depends less on declarative
knowledge and more on procedural knowledge, before finally the learner is
able to rely fully on procedural knowledge and produce language without

2

conscious effort. For instance, the word “work” would be rapidly stored in
declarative memory as well as the rule of adding -ed for the past tense. As the
learner practices this -ed rule repeatedly, procedural memory would encode
the sequence and eventually take over from declarative memory, allowing the
speaker to use the regular past tense without consciously retrieving the
grammar rule.

Regarding the present data, the vocabulary experiment (Study 3:
Serfaty & Serrano, in review) may have only tested declarative knowledge,
whereas the grammar experiment (Study 2: Serfaty & Serrano, 2022)
potentially involved procedural knowledge. Repeated productive practice of
the same L2 target structure, as occurred in the initial training sessions, may
have facilitated L2 proceduralization. This assumption is supported by data
from Study 4 (Serfaty & Serrano, resubmitted), showing the learning curve

associated with proceduralization for accuracy improvement from an

experiment using the same method of learning. Decreasing response times
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have also been used as evidence of this process in studies involving a similar
training after two sessions (Li & DeKeyser, 2019; Suzuki, 2017; Suzuki &
DeKeyser, 2017), or even within a single session (Lambert et al., 2017;
Suzuki, 2021). Although the measure of time on task used in Study 2 was not
as refined as response time data, there was a clear decrease in time on task in
the third session, which involved previously studied structures.

Assuming that the grammar knowledge was proceduralized to some
extent, our findings would be in line with claims that these types of knowledge
are differently influenced by lags. Most pertinently, Li and DeKeyser (2019)
separated their target skill of learning Mandarin tones into declarative
knowledge (vocabulary matching) and procedural knowledge (pronunciation
of novel items) and found a longer lag advantage for the former at RI-28, but
an advantage to the shorter lag for the latter at both RIs. Similar grammar
studies that sought to examine the proceduralization of grammar knowledge
(Suzuki, 2017; Suzuki & DeKeyser, 2017) also found no advantage to a longer
lag. In contrast, for studies examining only the receptive knowledge of
grammar rules (Bird, 2010; Rogers, 2015), which according to the D/P model
are stored in declarative memory (Ullman & Lovelett, 2018), the lag effect
was found.

Vocabulary retrieval is also subject to a reduction in reaction times and
errors through extensive practice, resulting in automatized declarative
knowledge (Segalowitz & Segalowitz, 1993; Segalowitz et al., 1998). Skill
Retention Theory (Kim et al., 2013) predicts that after knowledge reaches
asymptotic performance in accuracy and speed, it is automatized and durable.

One might then expect the same level of automatization, and therefore
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durability, for both grammar and vocabulary, assuming the same number of
sessions and using the same method of learning.

However, there is reason to doubt this assumption. Once a vocabulary
item has been retrieved within one session, the item cannot be processed again
as it is already accessible in working memory (Callan & Schweighofer, 2010).
In order to extensively practice vocabulary items, the learner would need to
have enough time between each retrieval attempt for the item to be forgotten
to some extent. This would require many sessions over a long period of time.
In comparison, grammar flashcards allow the learner to retrieve the same
target in different iterations. The complexity and variety of each item allows
for repeated effortful practice within one session. For example, in Study 2
(Serfaty & Serrano, 2022) participants studied each target in eight different
iterations, while in Study 4 (Serfaty & Serrano, resubmitted), there were 12
iterations of the structure per session. The specific sentences might be
different, but the target skill is in the application of rules. These rules cannot
be retrieved verbatim and thus grammar learning requires cognitive effort on
every trial. Therefore, grammar structures can be extensively practiced within
one session whereas vocabulary items cannot.

In Study 4 (Serfaty & Serrano, resubmitted), participants on average
achieved the desired threshold of learning after retrieving the target structure
on four different days with 12 items per day. Therefore, these participants
applied the target rules with 100% accuracy 48 different times (12 items x 4
sessions). This is remarkably similar to findings from the application of a
coding language in which procedural knowledge was identified after around

50 applications (Anderson et al., 1997). This can be taken as a preliminary
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indicator of the number of successful attempts needed to achieve durable
knowledge. If the same quantity applies to vocabulary retrieval, then a learner
would need to retrieve each item around 50 times as well. As previously
stated, a true retrieval would require some time to pass before the item is not
accessible from working memory. Therefore, in order to achieve automatised
vocabulary knowledge, the learner would need to retrieve each item on 50
different days. The true number may be lower than this, but the point stands
that vocabulary knowledge might require many more sessions than grammar
to achieve the same durability.

This distinction between the depth of learning possible for grammar
and vocabulary within a limited number of days could affect the type of
knowledge obtained. After several sessions, vocabulary would still be stored
as non-automatised declarative knowledge whereas grammar might be stored
as semi-automatized procedural knowledge. It has been claimed that
automatized procedural knowledge is not subject to a lag effect, since it is
strengthened through repeated application, whereas declarative knowledge is
aided by longer lags that induce effortful retrieval (Kim et al., 2013; Li &

DeKeyser, 2019; Ullman & Lovelett, 2018).

6.2.1.2 Productive and Receptive knowledge

Another important finding from this thesis refers to the differential
practice effects on productive and receptive knowledge. Productive knowledge
was defined as the ability to generate the L2 from memory with a specific
meaning in mind, while receptive knowledge is the ability to comprehend or
recognize the L2, which can be shown by expressing this meaning in the L1

(Gonzélez-Fernandez & Schmitt, 2020; Laufer & Goldstein, 2004; McLean &
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Hogg, 2013; Nakata, 2020; Webb, 2005). Articles situated within the SAT
framework have often asserted that practice is skill specific, as in the
following example from Kachinske (2021): “/...] practice should be skill
specific; once knowledge has been proceduralized in one skill, for instance
comprehension, it becomes more difficult for that knowledge to be generalised
in another skill, for example production. In other words, in order to develop
receptive knowledge, learners need practice comprehending input, and in
order to develop productive knowledge, learners need to practice producing
language (p31).” These claims are based on studies in which receptive
practice was not as effective for the productive skill, but these studies have
always shown that productive training also leads to high receptive scores,
sometimes higher than from the receptive training (DeKeyser, 1997; de Jong,
2005; Webb, 2009). It is only in productive tests where a meaningful
difference between directions of training is found. Cross-sectional studies
involving both productive and receptive testing show that receptive knowledge
usually develops before productive knowledge (Gonzalez-Fernandez &
Schmitt, 2020; Laufer & Goldstein, 2004; Rodgers, 2011).

This issue of skill-specificity was indirectly addressed in the studies
that measured both types of knowledge for grammar (Study 4: Serfaty &
Serrano, resubmitted) and vocabulary (Study 3: Serfaty & Serrano, in review)
after purely productive practice. It was found, in line with previous research,
that receptive scores were higher in both studies. Receptive knowledge was
also better maintained at the delayed posttest (Study 3: Serfaty & Serrano, in
review). Posttests from Study 4 (Serfaty & Serrano, resubmitted) showed that

receptive knowledge had already peaked after two sessions but that productive
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knowledge peaked after four sessions. Therefore, all of the data suggest that
practice is not skill specific, but that the weaker form of knowledge (receptive)
develops before the stronger form of knowledge (productive). Moreover,
Barclay and Pellicer-Sanchez (2021) showed that recall ability decayed faster
than recognition ability, just as productive knowledge decayed faster than
receptive knowledge in Study 3 (Serfaty & Serrano, in review), suggesting
that more difficult kinds of knowledge are acquired more slowly and decay
faster. In light of this body of evidence, the issue of skill-specificity should be
re-interpreted in terms of desirable difficulty. If practice is easy (receptive or
recognition), then only weak knowledge will develop, but if practice is

desirably difficult (productive or recall), then stronger knowledge can develop.

6.2.1.3 Learner-related difficulty

Finally, the studies included in this thesis have shown that
learner-related difficulty is the most important factor in determining the
appropriate difficulty and quantity of practice. Drawing on Bjork’s Desirable
Difficulty Framework (1994) and the sources of difficulty in L2 practice
proposed by Housen & Simoens (2016), Suzuki et al. (2019) theorized that the
optimal practice conditions depended on a combination of linguistic difficulty,
learner-related difficulty, and practice conditions. The two structures used in
Study 2 (Serfaty & Serrano, 2022) may not have been different enough for a
statistically significant interaction to be detected. The first structure was the
future perfect progressive (e.g., I will have been reading this article for twenty
minutes by the time I take a break) and the interrogative third conditional (e.g.,
What would you have done if you hadn't started reading this article?). The

first was considered less complex because it involves fewer transformations,
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more repeated chunks, and is conceptually less abstract. However, both
structures involve two clauses with many opportunities for errors, and neither
were expressible specifically in the participants’ L1 (roughly translated: / read
this article for twenty minutes then take a break; What do if don't read this
article?). The two age groups (10-12 and 13-18) also may not have been
different enough to produce an interaction with spacing, since all participants
were in secondary school. However, lag interacted significantly with the
participants’ prior knowledge, measured by an English proficiency test, and by
their ability to complete the task, measured by their total time on training.

Similarly in Study 4 (Serfaty & Serrano, resubmitted), learner-related
difficulties during training proved to be a much better predictor of posttest
scores than the number of sessions. While the mean number of sessions
needed to cross the threshold of lasting knowledge was four, final outcomes
were better predicted when participants were grouped by the number of
sessions completed with a minimum number of trials.

Taken together, these studies underscore that results mostly depend on
the participants, not the training conditions, and rather than trying to specify
ideal amounts of time between sessions or amounts of sessions, the goal of
research should be to accurately measure when knowledge has become

durable for the individual learner.

6.2.2 IMPLICATIONS FOR RESEARCH METHODS

The research undertaken in this thesis has spotlighted digital flashcards
as a promising component for future methodologies investigating L2 practice

through quantitative variables. Firstly, from an analytics point of view, the
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treatment of digital flashcards has enabled the detection of statistically
significant differences between conditions, with a range of effect sizes, in
areas where differences have not been found before, namely in lag effects for
grammar learning (Study 2: Serfaty & Serrano, 2022) and for vocabulary
learning in a classroom (Study 3: Serfaty & Serrano, in review). This could be
attributed to the simple and systematic nature of the learning, preventing many
extraneous variables from distorting the effects under investigation. Secondly,
digital flashcards allowed for research to be conducted among atypical
samples for the field of applied linguistics (Shepperd, 2022). In one case,
research was conducted in a remote rural community in an environment
lacking in technology, teachers, or physical infrastructure for learning (Study
1: Serfaty & Serrano, 2020), and in another case research was conducted
simultaneously with 119 participants from 27 different countries (Study 4:
Serfaty & Serrano, resubmitted). Thirdly, no human instruction is needed for
these studies, which reduces the cost of research and the amount of time spent
on data collection for researchers. For these reasons, digital flashcards have
proved to be a valuable tool for this type of research.

In particular, flashcard training with an unsupervised online
experimental design on Gorilla (Study 4: Serfaty & Serrano, resubmitted)
produced the learning curve of accuracy associated with proceduralization.
Response times, though not included in the publication due to confounds as a
result of the chosen experimental design, also followed the expected learning

curve, as shown in Figure 2.

FIGURE 2
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Response times for items answered correctly on their first attempt for each training
session of Study 4
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This supports the validity of online platforms for studying the
proceduralization of L2 grammar, removing significant practical barriers to
performing longitudinal studies in L2 acquisition. Participants could engage in
practice in a place and at a time of their convenience, just as they would with a
language learning app. By recruiting through an online platform, such as
Prolific, the researcher could filter participants by attributes of interest and
immediately replace any participants lost through attrition. Therefore, when
funding and time are limited, online research could provide valuable data.

As a recommendation for future studies, the validity of such
experiments could be further improved by imposing time limits on the
responses and the presentation of feedback. While this would reduce
ecological validity, it would help to ensure that participants complete their
responses as quickly as possible and are not spending variable amounts of time
analyzing and rehearsing the feedback. Any response not completed within

this time limit could be considered incorrect and the resulting data would not
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contain any anomalies due to participants being interrupted or distracted
during the training. For reference, the mean response time in the initial
training session for incorrect responses was 17 seconds and for correct
responses was 15 seconds. Therefore, a limit of 20 seconds would be

conservative.

6.2.3 IMPLICATIONS FOR PEDAGOGY

Since the studies included in the present thesis used a tool for L2
practice that is ecologically valid and increasingly used in L2 classes, a

number of direct pedagogical implications can be drawn.

6.2.3.1 Plugging a gap in undeveloped educational contexts

Firstly, flashcards are effective for L2 grammar learning and can be
used in low-resource environments without any need for explicit instruction
(Study 1: Serfaty & Serrano, 2020; Study 2: Serfaty & Serrano, 2022; Study 3:
Serfaty & Serrano, in review). In cases where human instructors are not able
to provide optimal teaching, such as in developing countries with
underdeveloped educational systems, automated learning apps could be a good
solution for acquiring and practicing accurate L2 grammar knowledge. In
these settings, the ability to communicate effectively in a dominant L2, often
English, can lead to life-changing employment opportunities that would
otherwise not be available (Haidar, 2019; Hamid, 2016; Moor & Bounchan,
2010). This can be especially challenging with little exposure to the L2 and
from a typologically distant L1 (Mufioz & Cadierno, 2021). In Study 1
(Serfaty & Serrano, 2020), the experimental group made high gains in two

weeks of more than 80%, compared to 0% gains in a control group over the
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same length of instruction and the same non-experimental exposure to the L2,
and these gains were still present after 18 weeks. The difference was that the
experimental group received accurate input, sufficient amounts of retrieval
attempts, and consistent feedback, with no time limits.

The benefits of controlling input and output through technology might
not be evident to many scholars. Much of the extant L2 classroom research has
taken place under privileged circumstances in which the expertise of the
teacher is taken for granted. In contrast, many classrooms around the world are
completely non-interactive and rely exclusively on rote learning (Kim, 2005;
Venkataramanan, 2016; Visal et al., 2022), while the teachers might have little
to no knowledge of the subject matter. In Cambodia, as our example, the
educational system promotes rote learning and conducts monthly exams for all
grade levels (MoEYS, 2022). Low test scores will result in students repeating
that grade level. Until recently, it was common practice for students to pay the
teacher for answer keys in order to pass these exams, a problem that persists in
rural public schools (Maeda, 2021). The teacher’s role is therefore to read or
write the target information for students to copy and be tested on, before
immediately moving onto the next part of the textbook.

A positive intervention in a wealthy country is useful, but a positive
intervention in a developing country can transform a student’s educational
achievement, cognitive abilities, and future prospects. It is far easier to install
an internet connection than it is to train a teacher, who has themselves been
raised in an underdeveloped educational system and may not be able to apply
21st century pedagogy (Visal et al., 2022). Many basic cognitive skills might

not ever be taught, but software can be designed to elicit analytic thinking and
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control the accuracy of the subject matter being learned. While an effort is
being made to enhance teacher training (Pearson, 2022), educational software

represents a promising short-term solution for these students.

6.2.3.2 Individualized learning schedules

On a more general scale, this thesis has shown the importance of
individualized learning. In a traditional classroom, there will always be slower
students that fall behind quite quickly and can then never catch up. Study 2
(Serfaty & Serrano, 2022) showed that learners required very different
amounts of time to complete an identical task, from a few minutes to an hour.
Study 4 (Serfaty & Serrano, resubmitted), demonstrated that adults, presented
with an identical task, required between 12 and 53 trials, without including
anomalies. Some participants could complete an error-free session
immediately while others still could not do so on their fifth session. Using
individualized tasks in classrooms would ensure that every student gets the
amount of time and practice they need on every point and allow students to

learn at their own pace.

6.2.3.3 Gamification of learning

Finally, practicing grammar through digital flashcards is perceived
positively by learners. A survey of participants from Study 4 (Serfaty &
Serrano, resubmitted) asked about their level of enjoyment, perceived ease,
and perceived effectiveness of the method, as shown in Figure 3. Whether
participants repeated practice once, twice, three, or four times, the method was
perceived as enjoyable, effective, and suitably challenging when rated on a

5-point scale.
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FIGURE 3

Perceptions of enjoyment, ease and effectiveness of learning a language through
digital flashcards among participants from Study 4
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Comments from the participants also revealed a significant amount of
emotional investment in the study, on both ends of the spectrum. All
comments can be found in Appendix S4 in Chapter 5. A selection of
comments are presented in Table 2, chosen to exhibit the range of emotions
expressed.

Anecdotal evidence supports this, as a school in Cambodia is currently
using this method with all secondary school students on a weekly basis. The
target sentences utilize the vocabulary and subject matter of the unit they are
studying and the reading materials associated with their topic are designed to

include these target structures. For example, in Grade 7, the first topic is
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TABLE 2

A selection of comments made after the posttest from Study 4

Productive Answer to “How do you feel?” after the posttests.
Test Score
100% Pretty good! This was fun, I'm almost sad to let it go now. I
hope I did okay.
100% I feel great! I hope I got most of those right...
92% Proud of myself
83% a little bit stressed, it was hard to remember after some time
42% gutted I didn't remember some of the words for the first part
33% i feel ashamed for forgetting how "have" was translated

healthy food and one of the target structures is the present simple. The

flashcards contain sentences such as “Eggs have a lot of protein” and “Cake

has a lot of sugar”. The flashcards are therefore designed to target not only

language but to reinforce content knowledge. The activity is one of many

options presented for independent online learning, yet all students choose to

engage in it. Unit tests have proven the students’ overwhelming success in

learning the target structures, though the transferability of this knowledge to

communicative language use has not yet been explicitly tested.
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Many educators and scholars might assume that this type of task would
be boring or arduous for young learners. This could be because the closest
thing to digital flashcards that they have experienced is simple paper and pen
translations or paper flashcard drills. Flashcards apps are in fact more akin to a
game. Learners see immediate feedback tailored to what they wrote and see
constant statistics of their progress. It was observed during the data collection
process for the classroom studies (Study 2: Serfaty & Serrano, 2022; Study 3:
Serfaty & Serrano, in review) that students like to announce how many items
were correct in each round and compare this figure with friends. There were
many excited exclamations at finally achieving a correct response as well as
groans of mock despair after making an error.

Additionally, although the particular mode of form-recall used in this
thesis was chosen for methodological control, Quizlet can be used as an
exciting team game in which the correct answer could appear on any of the
team members’ screens. Similar websites like Kahoot!, Quizizz, and
Baamboozle offer more gamification features, award points, and incorporate
humor. For example, both Quizizz and Baamboozle use memes to show

success or failure.

6.3 Future directions for research into L2 practice

Some of the future directions specified within the published papers
have already been addressed within this thesis, such as the use of digital
flashcards among learners with different proficiencies and backgrounds, and
the optimisation of learning through distribution and frequency. There are

some gaps mentioned that have not yet been filled. Study 1 (Serfaty &
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Serrano, 2020) mentioned some possible research into how digital flashcard
learning could affect more open and spontaneous language production. Study
3 (Serfaty & Serrano, in review) raised questions of how receptive and
productive knowledge might be differently retained between sessions and how
this might affect the differential lag effects of these two kinds of knowledge.
Study 4 (Serfaty & Serrano, resubmitted) also mentioned further study in how
productive and receptive knowledge might be acquired at different rates and
be differentially retained. Additionally, it was recommended that a replication
of the study is needed with a longer retention interval, since two weeks is not
long enough to be useful if the goal is long-term L2 learning. Two “minimum
trial sessions” (MTSs) was good for two weeks, but perhaps more practice
would be needed to achieve retention after 18 weeks or 52 weeks. That paper
also speculated as to how results might differ with a longer interval between
study sessions, which would induce more forgetting between sessions. More
forgetting could affect how quickly learners cross the threshold of learning
necessary to achieve durable knowledge. In sum, the experiments have
highlighted directions for future research which can be summed up as (1)
transfer of gains from digital flashcard learning to creative language use, (2)
productive and receptive retention properties, and (3) interactions between
session distribution, testing intervals, and the number of relearning sessions
necessary to achieve mastery. The remainder of this section will outline some

possible experimental designs to address these three areas.
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6.3.2 TRANSFER

Practicing grammar in a controlled manner would only be useful if it
facilitates accuracy in more open-ended and spontaneous language activities,
for example in a spoken task or in open writing. There is reason to think that
such knowledge can transfer to more creative linguistic output. After the
posttest of Study 2 (Serfaty & Serrano, 2022), participants were asked to write
their own sentence, as part of a short conversation or a paragraph, using the
target structures, in order to preliminarily explore whether participants could
apply the learned rules to their own original meaning. It was observed that any
student with high scores in the posttest was also able to create a perfectly
grammatical and original sentence using the target structure. Some examples
of these sentences are presented in Table 3. It is notable that in these examples,
the language around the target structure contains errors, but the target structure
itself is flawless, with the exception of capitalization.

This is a starting point in that it shows the transferability of knowledge
to non-cued usage. However, this task immediately followed a test that
focused on producing these structures and these structures were specifically
requested. It does not show whether the structures would appear in more
open-ended language production when not specifically prompted and after a
reasonable delay. In order to test whether digital flashcard training would

affect free language use, the following experimental design is proposed:
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TABLE 3
A selection of sentences written by participants of Study 2 after the posttest

Structure A

“I will start learning abroad in 2027. I will have get my master degree in 2033
I will have been studying abroad for 6 years by the time I get my master
degree.” - Participant from Grade 6

“I will have been drawing for 30 minutes by the time i get to color it.” -
Participant from Grade 8

"You: Hello! What have you been?

Them: I've been playing the piano lately. I will continue to play piano in 2020. I
will attend the piano competition in 2025.

You: That's a very long time.

Them: yeah, I will have been playing the piano for 5 years by the time I attend
the piano competition." - Participant from Grade 10

“I had a dream about my mom will have getting me a car on my birthday,
but she said that I'm too young. I will have been studying in college for 2
years by the time my mom agrees to buy me a car.” - Participant from
Grade 11

Structure B

"I was sick, so I didn't go anywhere ." said Jamie.

"where would you have gone if you hadn't been sick?" asked Carl.

"I would have gone to Disney land if I hadn't been sick." said Jamie.” -
Participant from Grade 6

“A: You didn't review for the test, so you failed it.
B: Would you have failed if you had reviewed for the test?” - Participant from
Grade 7

“You: Hey!

Them: Hello, I'm kind of sad that you didn't pick me up yesterday.

You: Oh my gosh! I'm so sorry. I was busy with my work, so I forgot to pick you
up.

Them: Would you have picked me up if you hadn't been busy with your work?
You: Of course! I hope you can forgive me.

Them: It's okay, I forgive you.” - Participant from Grade 10

“Person 1: I woke up very depressed today, so I didn't went to eat.
Person 2: Where would you have gone if you hadn't woken up depressed?
Person 1: Not sure, It depends.” - Participant from Grade 11
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Participants are asked to write an essay that elicits a specific structure.
For example, to write about a past event to elicit the past tense, or a
hypothetical future to elicit the conditional. Following this task, the
participants engage in digital flashcard training. This would ideally be over
many sessions to replicate the type of mastery found in Study 4 (Serfaty &
Serrano, resubmitted). After a sufficient delay, because we are interested in
durable improvements, the participants are given the essay task again, perhaps
with a slightly different topic. The two essays can then be analyzed for the
presence and accuracy of the target structure. An improvement score could be
derived and compared to a control group that did not engage in digital
flashcard training, but were exposed to the items from the flashcards through
traditional pedagogy.

A similar design could target comprehension skills. Rather than writing
an essay, the participants could be asked comprehension questions from a
reading passage or audio extract containing the target. A different passage or
extract would be used for the posttest, counterbalanced. The treatment would
be the same as the one outlined above. Another experiment could target
speaking skills through a task that elicits a specific structure. This might be
easier to achieve with more basic structures among participants with a more
limited language range, since it is difficult to elicit specific structures in
communicative tasks. As an example, the structure might be the interrogative
present simple for beginner learners, and the task could be to interview
someone about their daily habits (What do you do after school? What time do

you eat dinner?). As before, accuracy before and after digital flashcard
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training would be used to derive a score to be compared with a control group.

The research questions might be as follows:
1) Does flashcard training lead to higher presence and higher accuracy of
target structures in open-ended language production?
2) Is this effect stronger from flashcard training than from traditional

teacher-led pedagogy?

6.3.3 PRODUCTIVE AND RECEPTIVE RETENTION PROPERTIES

Study 4 (Serfaty & Serrano, resubmitted) showed that receptive
knowledge was acquired and retained after only two sessions. Study 3 (Serfaty
& Serrano, in review) found a stronger lag effect for receptive knowledge and
speculated that receptive knowledge was better retained between sessions. To
test these claims explicitly, an experiment could include a test at the start of
each training session. This would require the use of research-focused software
such as Gorilla, in order to manipulate the procedure and record the responses.
Whether for vocabulary or for grammar, the same experimental design could
apply:

Participants study flashcards during the first session and a different
category in a different session, in order to create two different intersession
intervals (ISIs). In the relearning session, involving both categories, they begin
with a productive test, followed by a receptive test, followed by training for
any items not remembered correctly in the productive test. Only these

incorrect items would need to be part of the training because in the previous
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design, a correct response at the beginning of the session causes an item to
drop-out.

The first metric of interest would be the accuracy on both tests, which
would show definitively whether some words were remembered receptively
but not productively, as hypothesized. This metric would then be compared
between the two ISI conditions, to check whether receptive knowledge was
equally well-retained from the different intervals.

The second metric could be response times. It would be expected that
productive tests induced longer response times on correct answers after a
longer lag, but the key insight would come from words answered incorrectly
in the productive test but correctly in the receptive test. If these words induce
longer response times from the 7-day ISI compared to the 1-day ISI, this
would confirm the hypothesis that successful receptive retrieval is more
effortful after a longer lag, even when productive knowledge has decayed.
This would explain why the lag effect was stronger in receptive knowledge in
Study 3 (Serfaty & Serrano, in review).

A third metric could be a comparison of the incorrect responses on the
productive test to the target responses. By assigning point values to correct
letters (1 point) and correct letters in their correct positions (2 points),
assuming that all items are of equal length, a similarity score could be
computed. If ISI-1 items have a higher similarity score than ISI-7 items, this
would confirm that ISI-1 words were closer to being remembered, even if they
were not fully retrievable.

The final stage of this experiment would be a posttest. Statistical

models could use each of these metrics as a predictor variable with posttest
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scores as response variables. A comparison of the effects would indicate
which of these metrics is best for predicting lag effects and retention, which
would go on to inform theoretical accounts of L2 learning and memory.
The research questions could be as follows:
1) Is receptive knowledge better retained than productive knowledge after
ISI-1 and ISI-7?
2) Is successful receptive retrieval more effortful after a longer ISI?
3) Are unsuccessfully retained items closer to being remembered after a
shorter ISI?
4) Which of these factors best predicts retention of receptive and

productive knowledge at posttest?

6.3.4 INTERACTION BETWEEN SESSION DISTRIBUTION AND

QUANTITY FOR ATTAINING MASTERY

Much of the work in Skill Acquisition Theory has concentrated on the
process of acquiring a skill, but not on the rate of acquisition or on how
retention depends on the mastery achieved during training. Kim et al. (2013)’s
Skill Retention Theory states that retention is longer after a skill has been
automatized. Study 4 (Serfaty & Serrano, resubmitted) focused on how long
this process takes, using ISIs of one day. A replication is needed using
different ISIs and different retention intervals (RIs). The experimental design

could otherwise remain identical. A possible design is proposed in Table 4.
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TABLE 4
Conditions in the proposed experimental design for researching the interaction
between ISI, RI, and the number of minimum-trial sessions required to attain mastery

Groups Number of sessions ISI RI
1-4 2,3,4,5 1 14
5-8 2,3,4,5 7 14

9-12 2,3,4,5 1 28
13-16 2,3,4,5 7 28

By comparing results between these 16 groups, the following research
questions could be addressed:
(1) Is the rate of improvement in accuracy different when studying at ISI-1
or ISI-7?
(2) Is the number of minimum-trial sessions needed to achieve durable
knowledge different for ISI-1 and ISI-7
(a) when tested at RI-14?
(b) when tested at RI-28?
(3) Which combination of ISI and number of sessions leads to mastery in

the fewest trials?

On the one hand, ISI-7 could lead to more forgetting, thus slowing
down progress and requiring more sessions before asymptotic accuracy is
achieved. On the other hand, ISI-7 might lead to better retention of declarative

knowledge (the rules) due to the lag effect. The insights gained from such a
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large-scale study would enable a theory of mastery and retention to be
developed within the SAT framework. Such a theory would have
wide-reaching implications for language learning and education in general. Of
course, the same design could be replicated for vocabulary learning, fluency

practice, or even in other domains of education and training.

6.4 Closing Remarks

This thesis has presented four studies of L2 practice using digital
flashcards. The studies have collectively addressed issues regarding retention
of learned knowledge, optimisation of practice, and differences between types
of L2 knowledge. Thanks to the use of digital flashcards as the tool, these
studies are easily replicable under different conditions of interest and also
allow the findings to be applied by real language learners. A road map of
possible follow-up research has been described. It is hoped that findings from
this research have a positive impact for all L2 learners, but especially for those

that depend on language learning in order to secure a bright future.
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