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#### Abstract

Gradient jet tomography in high-energy heavy-ion collisions utilizes the asymmetric transverse momentum broadening of a propagating parton in an inhomogeneous medium. Such broadening is studied within a path-integral description of the evolution of the Wigner distribution for a propagating parton in medium. Going beyond the eikonal approximation of multiple scattering, the evolution operator in the transverse direction can be expressed as the functional integration over all classical trajectories of a massive particle with the light-cone momentum $\omega$ as its mass. With a dipole approximation of the Wilson line correlation function, evolution with the light-cone time $t$ is determined by the jet transport coefficient $\hat{q}$ that can vary with space and time. In a uniform medium with a constant $\hat{q}_{0}$, the analytical solution to the Wigner distribution becomes a typical drifted Gaussian in both transverse momentum and coordinate with the diffusion width $\sqrt{\hat{q}_{0} t}$ and $\sqrt{\hat{q}_{0} t^{3} / 3 \omega^{2}}$, respectively. In the case of a simple Gaussian-like transverse inhomogeneity with a spatial width $\sigma$ on top of a uniform medium, the final asymmetrical momentum distribution can be calculated semianalytically. The transverse asymmetry defined for jet gradient tomography that characterizes the asymmetrical distribution is found to linearly correlate with the initial transverse position of the propagating parton within the domain of the inhomogeneity. It decreases with the parton energy $\omega$, increases with the propagation time initially and saturates when the diffusion distance is much larger than the size of the inhomogeneity or $t^{3} \gg 3 \omega^{2} \sigma^{2} / \hat{q}_{0}$. The transverse momentum broadening due to the inhomogeneity also saturates at late times in contrast to the continued increase with time if the drifted diffusion in space is ignored.
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## I. INTRODUCTION

A jet is essentially a collection of collimated showers of particles stemming from the fragmentation of energetic partons in high-energy hadron and nuclear collisions. In high-energy heavy-ion collisions, jets also interact with quark-gluon plasma (QGP), a deconfined and strongly coupled state of matter formed in the collisions [1-4], as they travel through the hot and dense matter. The final jet observables therefore should carry the information of jetmedium interactions and are naturally a useful probe of the fundamental properties of QGP.

[^0]When jets propagate through the strongly coupled QGP, the energetic partons undergo multiple scattering with the constituents of the QGP and lose their energy, giving rise to the strong attenuation of the high-transversemomentum tails of single inclusive hadron spectra as well as the single inclusive jet spectra. These phenomena are usually referred to as jet quenching [5,6], which has been observed in experiments at the Relativistic Heavy-ion Collider (RHIC) via suppression of large-transverse-momentum $\left(p_{T}\right)$ hadrons [7,8] and later confirmed at the Large Hadron Collider (LHC) via the dijet and $\gamma / Z$-jet asymmetry $[9,10]$ and the suppression of high$p_{T}$ particles [11] and jets [12,13]. These experimental data have provided important information about the properties of the QGP through jet tomographic studies.

Central to the jet tomography is the energy loss and transverse momentum broadening of a propagating parton inside QGP. Following the first attempt to calculate the parton energy loss in QGP [14], several approaches have been established, including BDMPS-Z [15-20],

GLV [21,22], ASW [23-27], AMY [28-30], and Highertwist [31,32]. In these approaches, the parton energy loss is dictated by the jet transport coefficient $\hat{q}$, which is defined as the averaged transverse momentum broadening squared per unit length [16]. It has been extracted from comparisons between model calculations and experimental data on single inclusive hadron spectra at both the RHIC and LHC [33-35].

The initial jet production positions in high-energy nucleus-nucleus collisions in these model calculations are assumed to follow the number of binary nucleon-nucleon collisions with the Woods-Saxon nuclear distribution [36]. The final hadron spectra are averaged over the initial jet production positions and propagation direction. For noncentral nucleus-nucleus collisions, the parton propagation length and energy loss will depend on the azimuthal angle of the initial parton propagation direction relative to the reaction plane. This will lead to the azimuthal anisotropy of the final hadron and jet spectra [37-39] which in turn can provide information about the path-length dependence of the parton energy loss and the geometrical properties of the QGP [40-46]. One can further use both longitudinal [47,48] and transverse jet tomography [49] to localize the initial jet production positions and study the space-time profile of the jet transport coefficient in more detail.

The longitudinal jet tomography utilizes the path-length dependence of the parton energy loss and suppression of the final hadron and jet spectra, while the transverse jet tomography relies on the asymmetrical transverse momentum broadening of the propagating parton due to the inhomogeneity of the jet transport coefficient in the transverse plane. The latter is also referred to as the gradient jet tomography. It has been applied to localize the initial transverse production positions of $Z / \gamma$ jets to enhance the effect of the diffusion wake induced by $Z / \gamma$ jets in the final $Z / \gamma$-hadron and jet-hadron correlations [50].

The principle of gradient jet tomography [49] is based on the asymmetrical transverse momentum broadening for an energetic parton propagating in a medium that is inhomogeneous in the transverse direction as characterized by the finite transverse gradient in the jet transport coefficient $\hat{q}$. One can study the asymmetrical transverse momentum broadening via solving a drift-diffusion Boltzmann equation which describes the diffusion of a jet parton in both transverse momentum and coordinate. The finite transverse gradient of the jet transport coefficient in a nonuniform medium leads to a drift in both the final transverse momentum and coordinate distribution of the jet parton which depends on the propagation length and the initial transverse position in the region of the medium with a finite gradient of the jet transport coefficient [49]. One can therefore use the transverse momentum asymmetry of the final jet particles to localize the initial transverse position of the jet production. This principle of gradient
tomography has been verified [49] by full event-by-event simulations of $\gamma$-jet propagation within the linear Boltzmann transport model [51-54]. It has also been applied to the study of diffusion wakes induced by $\gamma / Z$ jets in high-energy heavy-ion collisions [50].

In this study we formulate the transverse diffusion of a propagating parton in the path-integral approach [19,20,24,25] for the evolution of parton distributions which are defined via a Wigner function $[55,56]$. We illustrate the principle of the gradient tomography within the path-integral approach in a static medium which is uniform in the direction of the parton propagation but inhomogeneous in the transverse direction. Within a picture of multiple soft scatterings off independent scattering centers without color flow, the evolution of the Wigner function can be described by the Green function in QCD in a medium that is nonuniform in the transverse plane. One can express the final parton transverse momentum spectrum in terms of the Green function and calculate the transverse momentum asymmetry and study its path length and transverse gradient dependence. Both our approach with path integrals and the drift-diffusion Boltzmann equation assume the dominance of multiple soft scattering in the medium. However, the path-integral approach takes into account the quantum corrections due to fluctuations of the propagation path as compared to the semiclassical Boltzmann transport approach. Asymmetrical transverse momentum broadening due to multiple scatterings with the Gyulassy-Wang static potential model [14] in an inhomogeneous medium has also been studied recently in Refs. [57,58], taking into account the first transverse gradient correction. This first gradient correction is shown to satisfy a Boltzmann diffusion equation with a spatially dependent jet transport coefficient $\hat{q}$ [59]. The second-order gradient correction, however, gives rise to a novel term in the transport equation due to nonlocal interactions. In our path-integral approach here, we consider multiple scatterings with the dipole (or harmonic) approximation of the interaction but without gradient expansion in the formulation. We will consider, however, the linear gradient correction for an example of numerical calculations at the end.

The remainder of this paper is organized as follows. In Sec. II, we briefly review the Wilson line and the Green function or evolution operator for a parton traveling through a background medium within the multiple soft scattering picture. We introduce the Wigner function to describe the phase-space distribution of the parton projectile and employ the dipole approximation to relate the Wilson line correlations to the jet transport coefficient. We derive the final phase-space distribution of the propagating parton within the path-integral approach. In Sec. III, we derive the final phase-space distribution of a propagating parton in a uniform medium which is shown to satisfy the drift-diffusion Boltzmann equation. In Sec. IV, we calculate the final transverse momentum spectrum, transverse momentum broadening, and the transverse momentum
asymmetry of a jet parton propagating in a medium with a simple form of a transversely inhomogeneous jet transport coefficient. We examine their dependence on the initial transverse position, propagation length, and the energy. In Sec. V, we summarize the result.

## II. PROPAGATION OF PARTONS IN MEDIUM

We consider a quark, starting from $x^{+}=-\infty$, that propagates through a slab of medium that extends from $x_{0}^{+}$to $x_{f}^{+}$and continues to $x^{+}=\infty$, as illustrated in Fig. 1 . In the following, we denote the average transverse coordinates of the parton as $\boldsymbol{X}$ and $\boldsymbol{Y}$, while $\boldsymbol{x}$ and $\boldsymbol{y}$ are the fluctuations of the transverse coordinates with the corresponding conjugate transverse momenta $\boldsymbol{p}_{0}$ and $\boldsymbol{p}$.

To describe the propagation of an energetic parton in a QGP medium within the path-integral approach, we consider multiple soft interactions between a propagating quark and the background field $A\left(\boldsymbol{x}, x^{+}\right)$of the QGP medium. ${ }^{1}$ Here we adopt the light-cone variables for space-time coordinates,

$$
\begin{equation*}
x^{ \pm} \equiv \frac{1}{\sqrt{2}}(t \pm z) \tag{1}
\end{equation*}
$$

and similarly for other four-vectors. Here $t$ is the time component and $z$ is the longitudinal component (along the initial parton propagation direction) of the space-time four-vector. The transverse component is denoted by $\boldsymbol{x}$. Similarly, the light-cone momentum is $p^{+}$and the transverse momentum is $\boldsymbol{p}$.

Assuming that the initial and final momentum of the quark are $p$ and $p^{\prime}$, respectively, and $p^{+}$is the large component of the momentum, these multiple soft interactions, as illustrated in Fig. 2, can be resummed under the eikonal approximation to give the $S$ matrix [24,25,60-62],

$$
\begin{align*}
S\left(p^{\prime}, p\right) \approx & 2 \pi \delta\left(p^{\prime+}-p^{+}\right) 2 p^{+} \\
& \times \int \mathrm{d} \boldsymbol{x} e^{-i\left(\boldsymbol{p}^{\prime}-\boldsymbol{p}\right) \cdot \boldsymbol{x}} W_{\|}\left(\boldsymbol{x}, x_{0}^{+}, x_{f}^{+}\right), \tag{2}
\end{align*}
$$

where the Wilson line in a covariant gauge is defined as


FIG. 1. Propagation of a quark through a slab of dense medium that extends from $x_{0}^{+}$to $x_{f}^{+}$on the light cone with the corresponding average transverse coordinate $\boldsymbol{X}, \boldsymbol{Y}$ and the fluctuations of the transverse coordinates $\boldsymbol{x}$ and $\boldsymbol{y}$.


FIG. 2. Illustration of the eikonal propagation of a quark with initial momentum $p$ and final momentum $p^{\prime}$ in the medium, where the X 's donate the medium field.

$$
\begin{equation*}
W_{\|}\left(\boldsymbol{x}, x_{0}^{+}, x_{f}^{+}\right)=\mathcal{P} \exp \left[i g \int_{x_{0}^{+}}^{x_{f}^{+}} \mathrm{d} \xi^{+} A^{-}\left(\boldsymbol{x}, \xi^{+}\right)\right] \tag{3}
\end{equation*}
$$

and $\mathcal{P}$ denotes the path ordering of the field $A^{-}\left(\boldsymbol{x}, x^{+}\right) .{ }^{2}$
In the above eikonal approximation, the subleading term $p_{\perp}^{2}$ in poles of the propagator is ignored. To relax the eikonal approximation, we can keep the $p_{\perp}^{2}$ terms. This is equivalent to considering the Brownian motion of the propagating quark in the transverse plane. In this case, assuming that the initial and final coordinates are $\left(x_{0}^{+}, \boldsymbol{x}_{0}\right)$ and $\left(x_{f}^{+}, \boldsymbol{x}_{f}\right)$, respectively, the $S$ matrix can be expressed in the path-integral form [24,25,60-62],

$$
\begin{equation*}
S\left(p^{\prime}, p\right) \approx 2 \pi \delta\left(p^{\prime+}-p^{+}\right) 2 p^{+} \int \mathrm{d} \boldsymbol{x}_{0} \mathrm{~d} \boldsymbol{x}_{f} e^{i \boldsymbol{p} \cdot \boldsymbol{x}_{0}} e^{-i p^{\prime} \cdot \boldsymbol{x}_{f}} U_{\|}\left(\boldsymbol{x}_{f}, x_{f}^{+} ; \boldsymbol{x}_{0}, x_{0}^{+}\right) \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
U_{\|}\left(\boldsymbol{x}_{f}, x_{f}^{+} ; \boldsymbol{x}_{0}, x_{0}^{+}\right)=\int_{\boldsymbol{r}\left(x_{0}^{+}\right)=\boldsymbol{x}_{0}}^{\boldsymbol{r}\left(x_{f}^{+}\right)=\boldsymbol{x}_{f}} \operatorname{Dr}\left(x^{+}\right) \exp \left[i \frac{p^{+}}{2} \int_{x_{0}^{+}}^{x_{f}^{+}} \mathrm{d} x^{+}\left(\frac{d \boldsymbol{r}}{d x^{+}}\right)^{2}\right] W_{\|}\left(\boldsymbol{r}, x_{0}^{+}, x_{f}^{+}\right) \tag{5}
\end{equation*}
$$

[^1]is the Green function or evolution operator [24] that replaces the Wilson line in Eq. (2) and describes the quark's propagation in the transverse plane of the medium. In the adjoint representation, a similar expression for the propagation of a fast gluon with multiple soft scatterings was also derived in Ref. [60].

We use the gauge-invariant Wigner function [55,56],

$$
\begin{align*}
\mathcal{W}\left(\boldsymbol{X}, \boldsymbol{p} ; x_{0}^{+}, x^{+}\right)= & \int \mathrm{d}^{2} \boldsymbol{x} e^{-i \boldsymbol{p} \cdot \boldsymbol{x}} \Psi\left(\boldsymbol{X}+\frac{\boldsymbol{x}}{2}, x_{0}^{+}, x^{+}\right) \\
& \times \Psi^{*}\left(\boldsymbol{X}-\frac{\boldsymbol{x}}{2}, x_{0}^{+}, x^{+}\right) \tag{6}
\end{align*}
$$

$$
\begin{equation*}
\Psi\left(\boldsymbol{x}, x^{+}\right)=\psi\left(\boldsymbol{x}, x^{+}\right) W_{\|}\left(\boldsymbol{x}, x_{0}^{+}, x^{+}\right) \tag{7}
\end{equation*}
$$

to describe the transverse phase-space distribution of a propagating quark at a given time $x^{+}$. The quark wave function $\Psi\left(\boldsymbol{x}, x_{0}^{+}, x^{+}\right)$with the insertion of the Wilson line $W_{\|}\left(\boldsymbol{x}, x_{0}^{+}, x^{+}\right)$is gauge invariant.

Using the evolution operator we can express the evolution of the gauge-invariant Wigner function at a later time $x_{f}^{+}$from its initial distribution at $x_{0}^{+}$with momentum $\boldsymbol{p}_{0}$ as

$$
\begin{align*}
& \mathcal{W}\left(\boldsymbol{Y}, \boldsymbol{p} ; x_{0}^{+}, x_{f}^{+}\right)= \int \mathrm{d}^{2} \boldsymbol{X} \mathrm{~d}^{2} \boldsymbol{y} \mathrm{~d}^{2} \boldsymbol{x} \frac{\mathrm{~d}^{2} \boldsymbol{p}_{0}}{(2 \pi)^{2}} e^{-i \boldsymbol{p} \cdot \boldsymbol{y}+i \boldsymbol{p}_{0} \cdot \boldsymbol{x}} \mathcal{W}\left(\boldsymbol{X}, \boldsymbol{p}_{0} ; x_{0}^{+}, x_{0}^{+}\right) \\
& \times \|\left\langle U_{\|}\left(\boldsymbol{Y}+\frac{\boldsymbol{y}}{2}, x_{f}^{+} ; \boldsymbol{X}+\frac{\boldsymbol{x}}{2}, x_{0}^{+}\right) U_{\|}^{\dagger}\left(\boldsymbol{Y}-\frac{\boldsymbol{y}}{2}, x_{f}^{+} ; \boldsymbol{X}-\frac{\boldsymbol{x}}{2}, x_{0}^{+}\right)\right\rangle,  \tag{8}\\
&\left\langle\left\langle U_{\|}\left(\boldsymbol{Y}+\frac{\boldsymbol{y}}{2}, x_{f}^{+} ; \boldsymbol{X}+\frac{\boldsymbol{x}}{2}, x_{0}^{+}\right) U_{\|}^{\dagger}\right.\right.\left.\left(\boldsymbol{Y}-\frac{\boldsymbol{y}}{2}, x_{f}^{+} ; \boldsymbol{X}-\frac{\boldsymbol{x}}{2}, x_{0}^{+}\right)\right\rangle \\
&=\int_{\boldsymbol{r}_{\mathbf{1}}\left(x_{0}^{+}\right)=\boldsymbol{X}+\frac{x}{2}}^{\boldsymbol{r}_{\mathbf{1}}\left(x_{f}^{+}\right)=\boldsymbol{Y}+\frac{y}{2}} \mathcal{D} \boldsymbol{r}_{\boldsymbol{1}} \int_{\boldsymbol{r}_{\mathbf{2}}\left(x_{0}^{+}\right)=\boldsymbol{X}-\frac{x}{2}}^{r_{2}\left(x_{f}^{+}\right)=\boldsymbol{Y}-\frac{y}{2}}  \tag{9}\\
& \mathcal{D} \boldsymbol{r}_{\mathbf{2}} \exp \left\{i \frac{p^{+}}{2} \int_{x_{0}^{+}}^{x_{f}^{+}} \mathrm{d} t\left(\dot{\boldsymbol{r}}_{1}^{2}-\dot{\boldsymbol{r}}_{2}^{2}\right)\right\} \frac{1}{N_{c}}\left\langle\left\langle\operatorname{tr}\left\{W_{\|}\left(\boldsymbol{r}_{\mathbf{1}}, x_{0}^{+}, x_{f}^{+}\right) W_{\|}^{\dagger}\left(\boldsymbol{r}_{\mathbf{2}}, x_{0}^{+}, x_{f}^{+}\right)\right\}\right\rangle\right\rangle,
\end{align*}
$$

where $\langle\langle\cdots\rangle\rangle$ denotes the average over the proper ensemble of the medium field configurations and $\dot{\boldsymbol{r}} \equiv d \boldsymbol{r} / d x^{+}$. Note that the trace and the $1 / N_{c}$ factor correspond to the average over the initial color indices in the fundamental representation.

In an arbitrary gauge (either covariant or light-cone gauge), the gauge-invariant quark wave function should be defined as

$$
\begin{equation*}
\Psi\left(\boldsymbol{x}, x_{0}^{+}, x^{+}\right) \equiv \psi\left(\boldsymbol{x}, x^{+}\right) W_{\|}\left(\boldsymbol{x}, x_{0}^{+}, x^{+}\right) W_{\perp}\left(\boldsymbol{x}, x^{+}\right) \tag{10}
\end{equation*}
$$

where the transverse Wilson line is defined as

$$
\begin{equation*}
W_{\perp}\left(\boldsymbol{x}, x^{+}\right) \equiv \mathcal{P} \exp \left[i g \int_{\boldsymbol{x}}^{\infty} \mathrm{d} \boldsymbol{\xi} \cdot \boldsymbol{A}_{\perp}\left(\boldsymbol{\xi}, x^{+}\right)\right] . \tag{11}
\end{equation*}
$$

The corresponding evolution operator for the quark propagation is

$$
\begin{equation*}
U\left(\boldsymbol{x}_{f}, x_{f}^{+} ; \boldsymbol{x}_{0}, x_{0}^{+}\right)=\int_{\boldsymbol{r}\left(x_{0}^{+}\right)=x_{0}}^{\boldsymbol{r}\left(x_{f}^{+}\right)=\boldsymbol{x}_{f}} \mathcal{D} \boldsymbol{r}\left(x^{+}\right) \exp \left[i \frac{p^{+}}{2} \int \mathrm{~d} x^{+}\left(\frac{d \boldsymbol{r}}{d x^{+}}\right)^{2}\right] W\left(\boldsymbol{r}, x_{0}^{+}, x_{f}^{+}\right) \tag{12}
\end{equation*}
$$

where $W\left(\boldsymbol{r}, x_{0}^{+}, x^{+}\right) \equiv W_{\|}\left(\boldsymbol{r}, x_{0}^{+}, x^{+}\right) W_{\perp}\left(\boldsymbol{r}, x^{+}\right)$. The evolution of the Wigner function should be the same as in the covariant gauge by replacing $W_{\|}\left(\boldsymbol{r}, x_{0}^{+}, x^{+}\right)$with $W\left(\boldsymbol{r}, x_{0}^{+}, x^{+}\right)$in the evolution operator.

Under the dipole approximation, the expectation value of the correlation of two Wilson lines can be related to the jet transport coefficient $\hat{q}$ [61-63],

$$
\begin{equation*}
\frac{1}{N_{c}}\left\langle\left\langle\operatorname{tr}\left\{W\left(\boldsymbol{r}_{1}, x_{0}^{+}, x_{f}^{+}\right) W^{\dagger}\left(\boldsymbol{r}_{2}, x_{0}^{+}, x_{f}^{+}\right)\right\}\right\rangle\right\rangle \approx \exp \left\{-\int_{x_{0}^{+}}^{x_{f}^{+}} \mathrm{d} x^{+} \frac{1}{4 \sqrt{2}} \hat{q}(\boldsymbol{R}) \boldsymbol{r}^{2}\right\} \equiv \exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{1}{4} \hat{q}(\boldsymbol{R}) \boldsymbol{r}^{2}\right\} \tag{13}
\end{equation*}
$$

where $\boldsymbol{R}=\left(\boldsymbol{r}_{1}+\boldsymbol{r}_{2}\right) / 2$ and $\boldsymbol{r}=\boldsymbol{r}_{1}-\boldsymbol{r}_{2}$. In this expression we are implicitly assuming that the transverse separation $\boldsymbol{r} \sim 1 / \boldsymbol{p}$ is much smaller than the scale of variations in $\hat{q}(\boldsymbol{R})$. For convenience, we have redefined the light-cone variables $t=x^{+} / \sqrt{2}$ and $\omega=p^{+} / \sqrt{2}$ which become the normal time and energy on the light cone. In a static and homogeneous medium, the correlation will only depend on the relative position of the dipole and the jet transport coefficient will be a constant. Such an approximation is often referred to as the "harmonic approximation." In past studies, the time $\left(x^{+}\right.$or $\left.t\right)$
dependence of $\hat{q}$ was considered. In this study, however, we generalize the dipole approximation to the case in which the jet transport coefficient also has a spatial dependence in the transverse plane. The Wigner distribution of the propagating parton at time $t_{f}$ is now

$$
\begin{align*}
\mathcal{W}\left(\boldsymbol{Y}, \boldsymbol{p} ; t_{0}, t_{f}\right)= & \int \mathrm{d}^{2} \boldsymbol{X} \mathrm{~d}^{2} \boldsymbol{y} \mathrm{~d}^{2} \boldsymbol{x} \frac{\mathrm{~d}^{2} \boldsymbol{p}_{0}}{(2 \pi)^{2}} e^{-i \boldsymbol{p} \cdot \boldsymbol{y}+i \boldsymbol{p}_{0} \cdot \boldsymbol{x}} \mathcal{W}\left(\boldsymbol{X}, \boldsymbol{p}_{0} ; t_{0}, t_{0}\right) \\
& \times \int_{\boldsymbol{R}\left(t_{0}\right)=\boldsymbol{X}}^{\boldsymbol{R}\left(t_{f}\right)=\boldsymbol{Y}} \mathcal{D} \boldsymbol{R} \int_{\boldsymbol{r}\left(t_{0}\right)=\boldsymbol{x}}^{\boldsymbol{r}\left(t_{f}\right)=\boldsymbol{y}} \mathcal{D} \boldsymbol{r} \exp \left\{i \omega \int_{t_{0}}^{t_{f}} \mathrm{~d} t \dot{\boldsymbol{R}} \cdot \dot{\boldsymbol{r}}\right\} \exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{1}{4} \hat{q}(\boldsymbol{R}) \boldsymbol{r}^{2}\right\} . \tag{14}
\end{align*}
$$

To evaluate the path integral, we discretize the time into $N$ equal steps $(N \rightarrow \infty)$ and denote $\epsilon=\left(t_{f}-t_{0}\right) / N, t_{f}=t_{N}$, and $\boldsymbol{R}\left(t_{k}\right)=\boldsymbol{R}_{k}$. The second line in Eq. (14) can be expressed as

$$
\begin{equation*}
K=\frac{1}{A^{4 N}}\left(\prod_{k=1}^{N-1} \int \mathrm{~d}^{2} \boldsymbol{R}_{k}\right) \exp \left\{i \omega\left(\dot{\boldsymbol{R}}_{N} \boldsymbol{r}_{N}-\dot{\boldsymbol{R}}_{0} \boldsymbol{r}_{0}\right)\right\}\left(\prod_{k=1}^{N-1} \int \mathrm{~d}^{2} \boldsymbol{r}_{k} \exp \left\{-\epsilon \frac{\hat{q}\left(\boldsymbol{R}_{k}\right)}{4}\left(\boldsymbol{r}_{k}^{2}+\frac{4 i \omega}{\hat{q}\left(\boldsymbol{R}_{k}\right)} \ddot{\boldsymbol{R}}_{k} \boldsymbol{r}_{k}\right)\right\}\right) \tag{15}
\end{equation*}
$$

where $A=\sqrt{2 \pi i \epsilon / \omega}$. More details on the evaluation of the functional measure can be found in Appendix A. Completing the squares and performing a Gaussian functional integral to integrate over the relative distance $\boldsymbol{r}$, and switching back to the continuous form, Eq. (14) can be rewritten as

$$
\begin{align*}
\mathcal{W}\left(\boldsymbol{Y}, \boldsymbol{p} ; t_{0}, t_{f}\right)= & \int \mathrm{d}^{2} \boldsymbol{X} \mathrm{~d}^{2} \boldsymbol{y} \mathrm{~d}^{2} \boldsymbol{x} \frac{d^{2} \boldsymbol{p}_{0}}{(2 \pi)^{2}} e^{-i \boldsymbol{p} \cdot \boldsymbol{y}+i \boldsymbol{p}_{0} \cdot \boldsymbol{x}} \mathcal{W}\left(\boldsymbol{X}, \boldsymbol{p}_{0} ; t_{0}, t_{0}\right) \\
& \times \mathcal{Z} \int_{\boldsymbol{R}\left(t_{0}\right)=\boldsymbol{X}}^{\boldsymbol{R}\left(t_{f}\right)=\boldsymbol{Y}} \mathcal{D} \boldsymbol{R} \exp \left\{i \omega\left(\dot{\boldsymbol{R}}\left(t_{f}\right) \boldsymbol{y}-\dot{\boldsymbol{R}}\left(t_{0}\right) \boldsymbol{x}\right)\right\} \exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\omega^{2} \ddot{\boldsymbol{R}}^{2}}{\hat{q}(\boldsymbol{R})}\right\}, \tag{16}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{Z}=\frac{2^{3 N} \omega^{N}}{4 \pi \epsilon^{2 N-1}} \frac{1}{\operatorname{det}\{\hat{q}(\boldsymbol{R})\}} \tag{17}
\end{equation*}
$$

is a divergent normalization constant and

$$
\begin{equation*}
\frac{1}{\operatorname{det}\{\hat{q}(\boldsymbol{R})\}}=\prod_{k=1}^{N-1} \frac{1}{\hat{q}\left(\boldsymbol{R}_{k}\right)} \tag{18}
\end{equation*}
$$

Note that in the above expression, the initial and final transverse momenta are given by the classical momenta of a particle with mass $\omega$ which follows a trajectory $\boldsymbol{R}(t)$.

To proceed, we introduce a two-dimensional auxiliary variable $\boldsymbol{\xi}=\left(\xi^{a}, \xi^{b}\right)$ by defining

$$
J \equiv \frac{\left(\partial \xi_{1}^{a} \cdots \partial \xi_{N-1}^{a}\right)}{\left(\partial R_{1}^{a} \cdots \partial R_{N-1}^{a}\right)}=\left(\frac{-2 \omega}{\epsilon^{2}}\right)^{N-1} \times \operatorname{det}\left(\begin{array}{cccccc}
1 & -\frac{1}{2} & 0 & 0 & \ldots & 0  \tag{21}\\
-\frac{1}{2} & 1 & -\frac{1}{2} & 0 & \ldots & 0 \\
0 & -\frac{1}{2} & 1 & -\frac{1}{2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots
\end{array}\right)=N\left(\frac{\omega}{\epsilon^{2}}\right)^{N-1}
$$

Replacing the variable $\boldsymbol{R}$ with $\boldsymbol{\xi}$ and using the Jacobian of the transformation,
where $\mathcal{A}$ is a normalization constant and $\delta(\boldsymbol{\xi}-\omega \ddot{\boldsymbol{R}})$ is a functional delta function. We note that $\boldsymbol{\xi}$ as so defined can be interpreted as a random force acting on the hard particle with effective mass $\omega$.

Again, after discretizing the space-time, we can write down the expression for $\boldsymbol{\xi}$ at $t_{k}$ as

$$
\begin{equation*}
\boldsymbol{\xi}_{k}=\omega \ddot{\boldsymbol{R}}_{k}=\omega \frac{\boldsymbol{R}_{k+1}-2 \boldsymbol{R}_{k}+\boldsymbol{R}_{k-1}}{\epsilon^{2}} \tag{20}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{\xi}=\omega \ddot{\boldsymbol{R}} \quad \text { or } \quad 1=\mathcal{A} \int \mathcal{D} \boldsymbol{\xi} \delta(\boldsymbol{\xi}-\omega \ddot{\boldsymbol{R}}) \tag{19}
\end{equation*}
$$

we can rewrite Eq. (15) in terms of a functional integral with respect to $\boldsymbol{\xi}$,

$$
\begin{equation*}
K=\frac{1}{4 \pi^{2}}\left(\frac{\omega}{t_{f}-t_{0}}\right)^{2} \int \widehat{\mathcal{D}} \boldsymbol{\xi} \exp \left\{i \omega\left(\dot{\boldsymbol{R}}\left(t_{f}\right) \boldsymbol{y}-\dot{\boldsymbol{R}}\left(t_{0}\right) \boldsymbol{x}\right)\right\} \exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\boldsymbol{\xi}(t)^{2}}{\hat{q}(\boldsymbol{R})}\right\}, \tag{22}
\end{equation*}
$$

and the Wigner function in Eq. (16) as

$$
\begin{align*}
& \mathcal{W}\left(\boldsymbol{Y}, \boldsymbol{p} ; t_{0}, t_{f}\right)=\left(\frac{\omega}{t_{f}-t_{0}}\right)^{2} \int \mathrm{~d}^{2} \boldsymbol{X} \mathrm{~d}^{2} \boldsymbol{p}_{0} \mathcal{W}\left(\boldsymbol{X}, \boldsymbol{p}_{0} ; t_{0}, t_{0}\right) \\
& \times \int \widehat{\mathcal{D}} \boldsymbol{\xi} \delta^{2}\left(\omega \dot{\boldsymbol{R}}\left(t_{0}, \boldsymbol{\xi}\right)-\boldsymbol{p}_{0}\right) \delta^{2}\left(\omega \dot{\boldsymbol{R}}\left(t_{f}, \boldsymbol{\xi}\right)-\boldsymbol{p}\right) \exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \boldsymbol{\xi}(t)^{2}\right.  \tag{23}\\
& \hat{q}(\boldsymbol{R})
\end{align*},
$$

where we have defined

$$
\begin{equation*}
\hat{\mathcal{D}} \boldsymbol{\xi}=\frac{1}{\operatorname{det}\{\hat{q}(\boldsymbol{R})\}} \prod_{k=1}^{N-1}\left(\frac{\epsilon}{\pi}\right) d^{2} \boldsymbol{\xi}_{k} \tag{24}
\end{equation*}
$$

such that

$$
\begin{equation*}
\int \widehat{\mathcal{D}} \boldsymbol{\xi} \exp \left\{-\int \mathrm{d} t \frac{\boldsymbol{\xi}(t)^{2}}{\hat{q}(\boldsymbol{R})}\right\}=1 \tag{25}
\end{equation*}
$$

See Appendix B for more details on this. With such a normalization condition above, we can interpret the functional integrand

$$
\begin{equation*}
\frac{1}{\operatorname{det}\{\hat{q}(\boldsymbol{R})\}} \exp \left\{-\int \mathrm{d} t \frac{\boldsymbol{\xi}(t)^{2}}{\hat{q}(\boldsymbol{R})}\right\} \tag{26}
\end{equation*}
$$

as a Gaussian probability distribution of the random force $\boldsymbol{\xi}$, driving the Brownian-motion-like transverse momentum broadening of the propagating parton in the QGP medium.

With this probability distribution, averaging for any function $f(\boldsymbol{\xi})$ over the random variable $\boldsymbol{\xi}$ can now be computed as a functional integral,

$$
\begin{equation*}
\langle f(\boldsymbol{\xi})\rangle=\int \widehat{\mathcal{D}} \boldsymbol{\xi} f(\boldsymbol{\xi}) \exp \left\{-\int \mathrm{d} t \frac{\boldsymbol{\xi}(t)^{2}}{\hat{q}(\boldsymbol{R})}\right\} . \tag{27}
\end{equation*}
$$

For parton propagation in a uniform medium with a constant jet transport coefficient $\hat{q}(\boldsymbol{R})=\hat{q}_{0}$, the two-point correlation function is (see Appendix C for details)

$$
\begin{align*}
\left\langle\xi^{i}(t) \xi^{j}\left(t^{\prime}\right)\right\rangle_{0} & =\int \widehat{\mathcal{D}} \xi\left\{\xi^{i}(t) \xi^{j}\left(t^{\prime}\right)\right\} \exp \left\{-\int \mathrm{d} t \frac{\xi^{2}}{\hat{q}_{0}}\right\} \\
& =\frac{\hat{q}_{0}}{2} \delta^{i j} \delta\left(t-t^{\prime}\right) . \tag{28}
\end{align*}
$$

As we noted before, $\boldsymbol{\xi}$ can be considered as a random force acting on a particle with an effective mass $\omega$ on a
classical trajectory. The boundary conditions for the trajectory are

$$
\begin{equation*}
\boldsymbol{R}\left(t_{0}, \boldsymbol{\xi}\right)=\boldsymbol{X}, \quad \boldsymbol{R}\left(t_{f}, \boldsymbol{\xi}\right)=\boldsymbol{Y} \tag{29}
\end{equation*}
$$

at the initial time $t_{0}$ and the final time $t_{f}$, respectively, during which the random force $\boldsymbol{\xi}$ gives rise to a displacement
$\boldsymbol{Y}-\boldsymbol{X}=\left(t_{f}-t_{0}\right) \dot{\boldsymbol{R}}\left(t_{0}, \boldsymbol{\xi}\right)+\int_{t_{0}}^{t_{f}} \mathrm{~d} t^{\prime} \int_{t_{0}}^{t^{\prime}} \mathrm{d} t^{\prime \prime} \frac{\boldsymbol{\xi}\left(t^{\prime \prime}\right)}{\omega}$.
The initial velocity of the particle is therefore

$$
\begin{align*}
\dot{\boldsymbol{R}}\left(t_{0}, \boldsymbol{\xi}\right) & =\frac{\boldsymbol{p}_{0}}{\omega} \\
& =\frac{1}{t_{f}-t_{0}}\left(\boldsymbol{Y}-\boldsymbol{X}-\int_{t_{0}}^{t_{f}} \mathrm{~d} t^{\prime} \int_{t_{0}}^{t^{\prime}} \mathrm{d} t^{\prime \prime} \frac{\boldsymbol{\xi}\left(t^{\prime \prime}\right)}{\omega}\right) . \tag{31}
\end{align*}
$$

The velocity of the particle at any given time $t$ should be

$$
\begin{equation*}
\dot{\boldsymbol{R}}(t, \boldsymbol{\xi})=\dot{\boldsymbol{R}}\left(t_{0}, \boldsymbol{\xi}\right)+\int_{t_{0}}^{t} \mathrm{~d} t^{\prime \prime} \frac{\boldsymbol{\xi}\left(t^{\prime \prime}\right)}{\omega}, \tag{32}
\end{equation*}
$$

and the position of this particle is given by

$$
\begin{equation*}
\boldsymbol{R}(t, \boldsymbol{\xi})=\boldsymbol{X}+\left(t-t_{0}\right) \frac{\boldsymbol{p}_{0}}{\omega}+\frac{1}{\omega} \int_{t_{0}}^{t} \mathrm{~d} t^{\prime}\left(t-t^{\prime}\right) \boldsymbol{\xi}\left(t^{\prime}\right) \tag{33}
\end{equation*}
$$

In arriving at the last equation for the position $\boldsymbol{R}(t, \boldsymbol{\xi})$, the following identity is used for an arbitrary smooth function $f(t)$ :

$$
\begin{equation*}
\int_{t_{0}}^{t} \mathrm{~d} t^{\prime} \int_{t_{0}}^{t^{\prime}} \mathrm{d} t^{\prime \prime} f\left(t^{\prime \prime}\right)=\int_{t_{0}}^{t} \mathrm{~d} t^{\prime}\left(t-t^{\prime}\right) f\left(t^{\prime}\right) \tag{34}
\end{equation*}
$$

Substituting the particle velocities in Eqs. (31) and (32) into the delta function in the Wigner function in Eq. (23), we arrive at

$$
\begin{align*}
\mathcal{W}\left(\boldsymbol{Y}, \boldsymbol{p} ; t_{0}, t_{f}\right)= & \left(\frac{\omega}{t_{f}-t_{0}}\right)^{2} \int \mathrm{~d}^{2} \boldsymbol{X} \mathrm{~d}^{2} \boldsymbol{p}_{0} \mathcal{W}\left(\boldsymbol{X}, \boldsymbol{p}_{0} ; t_{0}, t_{0}\right) \int \frac{\mathrm{d}^{2} \boldsymbol{x}}{(2 \pi)^{2}} \frac{\mathrm{~d}^{2} \boldsymbol{y}}{(2 \pi)^{2}} \exp \left\{i \frac{\omega(\boldsymbol{Y}-\boldsymbol{X})}{t_{f}-t_{0}} \cdot(\boldsymbol{y}-\boldsymbol{x})+i \boldsymbol{p}_{0} \cdot \boldsymbol{x}-i \boldsymbol{p} \cdot \boldsymbol{y}\right\} \\
& \times \int \widehat{\mathcal{D}} \boldsymbol{\xi} \exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\boldsymbol{\xi}(t)^{2}}{\hat{q}(\boldsymbol{R})}\right\} \exp \left\{i(\boldsymbol{x}-\boldsymbol{y}) \cdot \int_{t_{0}}^{t_{f}} \mathrm{~d} t^{\prime} \int_{t_{0}}^{t^{\prime}} \frac{\mathrm{d} t^{\prime \prime} \boldsymbol{\xi}\left(t^{\prime \prime}\right)}{t_{f}-t_{0}}+i \boldsymbol{y} \cdot \int_{t_{0}}^{t_{f}} \mathrm{~d} t \boldsymbol{\xi}(t)\right\} . \tag{35}
\end{align*}
$$

Performing the integration over $\boldsymbol{p}$ or $\boldsymbol{Y}$, we can get the transverse position or transverse momentum distribution of the propagating parton at time $t_{f}$, respectively,

$$
\begin{gather*}
\frac{d^{2} N}{d^{2} \boldsymbol{Y}}=\left(\frac{\omega}{t_{f}-t_{0}}\right)^{2} \int \mathrm{~d}^{2} \boldsymbol{X} \mathrm{~d}^{2} \boldsymbol{p}_{0} \frac{\mathrm{~d}^{2} \boldsymbol{x}}{(2 \pi)^{2}} \mathcal{W}\left(\boldsymbol{X}, \boldsymbol{p}_{0} ; t_{0}, t_{0}\right) e^{-i \boldsymbol{x} \cdot\left(\frac{\left(\hat{(x-\boldsymbol{x})}\left(\boldsymbol{t}_{f}-\boldsymbol{p}_{0}\right)\right.}{}\right)} \int \widehat{\mathcal{D}} \boldsymbol{\xi} \exp \left\{i \boldsymbol{x} \cdot \int_{t_{0}}^{t_{f}} \mathrm{~d} t^{\prime} \int_{t_{0}}^{t^{\prime}} \mathrm{d} t^{\prime \prime} \frac{\boldsymbol{\xi}\left(t^{\prime \prime}\right)}{t_{f}-t_{0}}-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\boldsymbol{\xi}(t)^{2}}{\hat{q}(\boldsymbol{R})}\right\},  \tag{36}\\
\frac{d^{2} N}{d^{2} \boldsymbol{p}}=\int \mathrm{d}^{2} \boldsymbol{X} \mathrm{~d}^{2} \boldsymbol{p}_{0} \frac{\mathrm{~d}^{2} \boldsymbol{x}}{(2 \pi)^{2}} \mathcal{W}\left(\boldsymbol{X}, \boldsymbol{p}_{0} ; t_{0}, t_{0}\right) e^{-i \boldsymbol{x} \cdot\left(\boldsymbol{p}-\boldsymbol{p}_{0}\right)} \int \widehat{\mathcal{D}} \boldsymbol{\xi} \exp \left\{i \boldsymbol{x} \cdot \int_{t_{0}}^{t_{f}} \mathrm{~d} \boldsymbol{\xi}(t)-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\boldsymbol{\xi}(t)^{2}}{\hat{q}(\boldsymbol{R})}\right\} . \tag{37}
\end{gather*}
$$

## III. SPECTRA IN UNIFORM MEDIUM

The general expression for the final phase-space distribution of a propagating parton in terms of path integrals is valid for a dynamic and inhomogeneous medium in the transverse plane. In the special case of a static and uniform QGP medium in which the jet transport coefficient is a constant $\hat{q}(\boldsymbol{R})=\hat{q}_{0}$, one can complete the path integral in Eqs. (35)-(37). The distributions can be greatly simplified as (more details on the derivation are given in Appendix D)

$$
\begin{align*}
\mathcal{W}_{0}\left(\boldsymbol{Y}, \boldsymbol{p} ; t_{0}, t_{f}\right)= & \frac{12 \omega^{2}}{\pi^{2} \hat{q}_{0}^{2}\left(t_{f}-t_{0}\right)^{4}} \int \mathrm{~d}^{2} \boldsymbol{X} \mathrm{~d}^{2} \boldsymbol{p}_{0} \mathcal{W}\left(\boldsymbol{X}, \boldsymbol{p}_{0} ; t_{0}, t_{0}\right) \\
& \times \exp \left\{\frac{-12 \omega^{2}}{\hat{q}_{0}\left(t_{f}-t_{0}\right)^{3}}\left((\boldsymbol{Y}-\boldsymbol{X})-\frac{t_{f}-t_{0}}{2 \omega}\left(\boldsymbol{p}+\boldsymbol{p}_{0}\right)\right)^{2}-\frac{\left(\boldsymbol{p}-\boldsymbol{p}_{0}\right)^{2}}{\hat{q}_{0}\left(t_{f}-t_{0}\right)}\right\}  \tag{38}\\
\frac{d^{2} N_{0}}{d^{2} \boldsymbol{p}}= & \frac{1}{\pi \hat{q}_{0}\left(t_{f}-t_{0}\right)} \int \mathrm{d}^{2} \boldsymbol{X} \mathrm{~d}^{2} \boldsymbol{p}_{0} \mathcal{W}\left(\boldsymbol{X}, \boldsymbol{p}_{0} ; t_{0}, t_{0}\right) \exp \left\{-\frac{\left(\boldsymbol{p}-\boldsymbol{p}_{0}\right)^{2}}{\hat{q}_{0}\left(t_{f}-t_{0}\right)}\right\}  \tag{39}\\
\frac{d^{2} N_{0}}{d^{2} \boldsymbol{Y}}= & \frac{3 \omega^{2}}{\pi \hat{q}_{0}\left(t_{f}-t_{0}\right)^{3}} \int \mathrm{~d}^{2} \boldsymbol{X} \mathrm{~d}^{2} \boldsymbol{p}_{0} \mathcal{W}\left(\boldsymbol{X}, \boldsymbol{p}_{0} ; t_{0}, t_{0}\right) \exp \left\{-\frac{3\left(\omega \frac{\boldsymbol{Y}-\boldsymbol{X}}{t_{f}-t_{0}}-\boldsymbol{p}_{0}\right)^{2}}{\hat{q}_{0}\left(t_{f}-t_{0}\right)}\right\} \tag{40}
\end{align*}
$$

for any given initial Wigner distribution $\mathcal{W}\left(\boldsymbol{X}, \boldsymbol{p}_{0} ; t_{0}, t_{0}\right)$.
For an initial point-like classical particle with specific initial momentum and position $\mathcal{W}\left(\boldsymbol{X}, \boldsymbol{p}_{0} ; t_{0}, t_{0}\right)=$ $(2 \pi)^{2} \delta^{2}(\boldsymbol{X}) \delta^{2}\left(\boldsymbol{p}_{0}\right)$, the final Wigner function at a later time $t_{f}$ becomes

$$
\begin{align*}
\mathcal{W}_{0}\left(\boldsymbol{Y}, \boldsymbol{p} ; t_{0}, t_{f}\right) & =3 \frac{(4 \omega)^{2}}{\hat{q}_{0}^{2}\left(t_{f}-t_{0}\right)^{4}} \exp \left\{\frac{-12 \omega^{2}}{\hat{q}_{0}\left(t_{f}-t_{0}\right)^{3}}\left(\boldsymbol{Y}-\frac{t_{f}-t_{0}}{2 \omega} \boldsymbol{p}\right)^{2}-\frac{\boldsymbol{p}^{2}}{\hat{q}_{0}\left(t_{f}-t_{0}\right)}\right\} \\
& =3 \frac{(4 \omega)^{2}}{\hat{q}_{0}^{2}\left(t_{f}-t_{0}\right)^{4}} \exp \left\{-\left(\boldsymbol{p}-\frac{3 \omega}{2\left(t_{f}-t_{0}\right)} \boldsymbol{Y}\right)^{2} \frac{4}{\hat{q}_{0}\left(t_{f}-t_{0}\right)}-\boldsymbol{Y}^{2} \frac{3 \omega^{2}}{\hat{q}_{0}\left(t_{f}-t_{0}\right)^{3}}\right\} \tag{41}
\end{align*}
$$

One can verify that the final Wigner distribution functions in Eqs. (38) and (41) satisfy the drift-diffusion equation,

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\frac{\boldsymbol{p}}{\omega} \cdot \boldsymbol{\nabla}_{\boldsymbol{Y}}\right) \mathcal{W}_{0}\left(\boldsymbol{Y}, \boldsymbol{p} ; t_{0}, t\right)=\frac{\hat{q}_{0}}{4} \boldsymbol{\nabla}_{\boldsymbol{p}}^{2} \mathcal{W}_{0}\left(\boldsymbol{Y}, \boldsymbol{p} ; t_{0}, t\right) \tag{42}
\end{equation*}
$$

which is just the Boltzmann equation under the special approximation of small-angle scattering whose solution for
an initial classical point-like particle in a uniform medium as shown in Eq. (41) was first obtained in Ref. [49]. Indeed, as shown in Fig. 3, apart from the usual diffusion in both transverse momentum and coordinate, the Wigner distribution develops a drift $\frac{t_{f}-t_{0}}{2 \omega} \boldsymbol{p}$ in the transverse coordinate for a given value of the transverse momentum $\boldsymbol{p}$ and a drift $\frac{3 \omega}{2\left(t_{f}-t_{0}\right)} \boldsymbol{Y}$ in the transverse momentum for a given value of


FIG. 3. Scaled Wigner distribution for an initial classical parton in a uniform medium with a constant jet transport coefficient $\hat{q}_{0}$ given by Eq. (41) as a function of the transverse momentum and coordinate, both scaled by their respective widths $\sqrt{\hat{q}_{0}\left(t_{f}-t_{0}\right)}$ and $\sqrt{\hat{q}_{0}\left(t_{f}-t_{0}\right)^{3}} / \omega$.
the transverse coordinate $\boldsymbol{Y}$. The Gaussian diffusion width in the transverse momentum $\sqrt{\hat{q}_{0}\left(t_{f}-t_{0}\right)}$ is the typical momentum broadening during the given time interval. The diffusion width in the transverse position is given by the average transverse velocity $\sqrt{\hat{q}_{0}\left(t_{f}-t_{0}\right)} / \omega$ times the time interval or $\sqrt{\hat{q}_{0}\left(t_{f}-t_{0}\right)^{3}} / \omega$.

Integrating over the transverse coordinate $\mathbf{Y}$ or the transverse momentum $\mathbf{p}$, the Wigner distribution in Eq. (41) gives the diffusion distributions in the transverse momentum and transverse coordinate, respectively,

$$
\begin{gather*}
\frac{d^{2} N}{d^{2} \boldsymbol{p}}=\frac{(2 \pi)^{2}}{\pi \hat{q}_{0}\left(t_{f}-t_{0}\right)} \exp \left\{-\frac{\boldsymbol{p}^{2}}{\hat{q}_{0}\left(t_{f}-t_{0}\right)}\right\}  \tag{43}\\
\frac{d^{2} N}{d^{2} \boldsymbol{Y}}=\frac{(2 \pi)^{2} 3 \omega^{2}}{\pi \hat{q}_{0}\left(t_{f}-t_{0}\right)^{3}} \exp \left\{-\frac{3(\omega \boldsymbol{Y})^{2}}{\hat{q}_{0}\left(t_{f}-t_{0}\right)^{3}}\right\} \tag{44}
\end{gather*}
$$

which satisfy the usual Fokker-Planck diffusion equation. We note that the diffusion distribution in the transverse momentum has been obtained within the framework of the higher-twist formalism under the maximal two-gluon correlation approximation [63] and by a direct summation of multiple scatterings [64].

## IV. TRANSVERSE MOMENTUM ASYMMETRY IN NONUNIFORM MEDIUM

To investigate the momentum diffusion in a nonuniform medium within the path-integral approach, we consider a
simple transverse distribution of the jet transport coefficient,

$$
\begin{equation*}
\hat{q}(\boldsymbol{R})=\frac{\hat{q}_{0}}{1-f(\boldsymbol{R})} \tag{45}
\end{equation*}
$$

with $f(\boldsymbol{R}) \ll 1$ for all values of $\boldsymbol{R}$. This corresponds to a static medium that is uniform in the direction of the parton propagation but varies in the transverse direction. We should emphasize that this simple setup allows us to complete the path integral analytically but it is far from the realistic case in high-energy heavy-ion collisions where the medium is nonuniform in both the transverse and longitudinal directions of parton propagation.

For convenience we denote the functional integral part in Eq. (37) for the final momentum spectrum as
$F\left(\boldsymbol{x}, \boldsymbol{X}, \boldsymbol{p}_{0}\right)=\int \widehat{\mathcal{D}} \boldsymbol{\xi} \exp \left\{\int_{t_{0}}^{t_{f}} \mathrm{~d} t\left[i \boldsymbol{x} \cdot \boldsymbol{\xi}(t)-\frac{\boldsymbol{\xi}(t)^{2}}{\hat{q}(\boldsymbol{R})}\right]\right\}$.

With the variable transformation $\boldsymbol{\xi}^{\prime}=\boldsymbol{\xi}-i \frac{\hat{q}_{0}}{2} \boldsymbol{x}$ and to the leading order in $f$, it can be approximately rewritten as (see Appendix E for more details)

$$
\begin{align*}
F\left(\boldsymbol{x}, \boldsymbol{X}, \boldsymbol{p}_{0}\right) \approx & \exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}\right\} \\
& \times\left[1-\boldsymbol{x}^{2} \int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4}\left\langle f\left(\boldsymbol{R}\left(t, \boldsymbol{\xi}^{\prime}(t)\right)\right)\right\rangle_{0}\right] \tag{47}
\end{align*}
$$

where the average $\langle\cdots\rangle_{0}$ is defined as

$$
\begin{equation*}
\langle\cdots\rangle_{0} \equiv \int \widehat{\mathcal{D}} \boldsymbol{\xi}^{\prime}(\cdots) \exp \left\{-\int \mathrm{d} t \frac{\left(\boldsymbol{\xi}^{\prime}(t)\right)^{2}}{\hat{q}_{0}}\right\} \tag{48}
\end{equation*}
$$

The classical trajectory of the particle presented in Eq. (33) can be rewritten as

$$
\begin{equation*}
\boldsymbol{R}\left(t, \boldsymbol{\xi}^{\prime}\right) \equiv \boldsymbol{R}_{0}(t)+\Delta \boldsymbol{R}\left(t, \boldsymbol{\xi}^{\prime}\right) \tag{49}
\end{equation*}
$$

with

$$
\begin{align*}
\boldsymbol{R}_{0}(t) & \equiv \boldsymbol{X}+\left(t-t_{0}\right) \frac{\boldsymbol{p}_{0}}{\omega}+i \boldsymbol{x} \frac{\hat{q}_{0}}{4 \omega}\left(t-t_{0}\right)^{2} \\
\Delta \boldsymbol{R}\left(t, \boldsymbol{\xi}^{\prime}\right) & \equiv \frac{1}{\omega} \int_{t_{0}}^{t} \mathrm{~d} t^{\prime}\left(t-t^{\prime}\right) \boldsymbol{\xi}^{\prime}\left(t^{\prime}\right) \tag{50}
\end{align*}
$$

Since only $\Delta \boldsymbol{R}\left(t, \boldsymbol{\xi}^{\prime}\right)$ contains the effect of the noise $\boldsymbol{\xi}^{\prime}$, we can treat it as a perturbation and expand $f(\boldsymbol{R})$ perturbatively,

$$
\begin{align*}
f\left(\boldsymbol{R}\left(t, \boldsymbol{\xi}^{\prime}\right)\right)= & \sum_{n=0}^{\infty} \frac{1}{n!} \sum_{i_{1}, \ldots, i_{n}=1}^{2} \Delta R^{i_{1}}\left(t, \boldsymbol{\xi}^{\prime}\right) \cdots \Delta R^{i_{n}}\left(t, \boldsymbol{\xi}^{\prime}\right) \\
& \times\left(\nabla_{i_{1}} \nabla_{i_{2}} \cdots \nabla_{i_{n}} f\left(\boldsymbol{R}\left(t, \boldsymbol{\xi}^{\prime}\right)\right)\right)_{\boldsymbol{R}\left(t, \xi^{\prime}\right)=\boldsymbol{R}_{0}(t)} \tag{51}
\end{align*}
$$

where $\nabla_{i}=\frac{\partial}{\partial R_{i}}$. Using the correlators

$$
\begin{gather*}
\left\langle\Delta R^{i}\left(t, \boldsymbol{\xi}^{\prime}\right)\right\rangle_{0}=0  \tag{52}\\
\left\langle\Delta R^{i}\left(t, \boldsymbol{\xi}^{\prime}\right) \Delta R^{j}\left(t, \boldsymbol{\xi}^{\prime}\right)\right\rangle_{0}=\frac{1}{\omega^{2}} \frac{\hat{q}_{0}}{2} \delta^{i j} \frac{\left(t-t_{0}\right)^{3}}{3}  \tag{53}\\
\left\langle\Delta R^{i_{1}}\left(t, \boldsymbol{\xi}^{\prime}\right) \Delta R^{i_{2}}\left(t, \boldsymbol{\xi}^{\prime}\right) \cdots \Delta R^{i_{2 n-1}}\left(t, \boldsymbol{\xi}^{\prime}\right)\right\rangle_{0}=0, \tag{54}
\end{gather*}
$$

$$
\begin{align*}
& \left\langle\Delta R^{i_{1}} \Delta R^{i_{2}} \cdots \Delta R^{i_{2 n}}\left(t, \boldsymbol{\xi}^{\prime}\right)\right\rangle_{0} \\
& =\left\langle\Delta R^{i_{1}} \Delta R^{i_{2}}\left(t, \boldsymbol{\xi}^{\prime}\right)\right\rangle_{0} \cdots\left\langle\Delta R^{i_{2 n-1}} \Delta R^{i_{2 n}}\left(t, \boldsymbol{\xi}^{\prime}\right)\right\rangle_{0} \\
& \quad+\text { all other permutations, } \tag{55}
\end{align*}
$$

where the total number of permutations is $(2 n-1)$ !!, we can substitute the expansion of $f(\boldsymbol{R})$ in Eq. (51) into Eq. (47) and obtain

$$
\begin{align*}
F\left(\boldsymbol{x}, \boldsymbol{X}, \boldsymbol{p}_{0}\right) & =\exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}\right\}\left[1-\boldsymbol{x}^{2} \int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4} \sum_{n=0}^{\infty} \frac{2^{n}(2 n-1)!!}{(2 n)!}\left(\frac{\hat{q}_{0}\left(t-t_{0}\right)^{3}}{12 \omega^{2}}\right)^{n}\left(\left(\boldsymbol{\nabla}_{\boldsymbol{R}}^{2}\right)^{n} f\left(\boldsymbol{R}\left(t, \boldsymbol{\xi}^{\prime}\right)\right)\right)_{\boldsymbol{R}\left(t, \boldsymbol{\xi}^{\prime}\right)=\boldsymbol{R}_{0}(t)}\right] \\
& =\exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}\right\}\left[1-\boldsymbol{x}^{2} \int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4} \Phi\left(\boldsymbol{R}_{0}(t)\right)\right], \tag{56}
\end{align*}
$$

where

$$
\begin{align*}
\Phi(\boldsymbol{R}(t))= & \sum_{n=0}^{\infty} \frac{\left(D\left(t-t_{0}\right)^{3} \nabla_{\boldsymbol{R}}^{2}\right)^{n}}{n!} f(\boldsymbol{R}(t)), \\
= & \int \mathrm{d}^{2} \tilde{\boldsymbol{R}} \frac{f(\tilde{\boldsymbol{R}})}{4 \pi D\left(t-t_{0}\right)^{3}} \exp \left[-\frac{(\boldsymbol{R}(t)-\tilde{\boldsymbol{R}})^{2}}{4 D\left(t-t_{0}\right)^{3}}\right],  \tag{57}\\
& \Phi\left(\boldsymbol{R}_{0}(t)\right)=\left.\Phi(\boldsymbol{R}(t))\right|_{\boldsymbol{R}(t)=\boldsymbol{R}_{0}(t)}, \tag{58}
\end{align*}
$$

and $D \equiv \hat{q}_{0} / 12 \omega^{2}$.
With the above approximation of the path integral, we can obtain the transverse momentum distribution,

$$
\begin{equation*}
\frac{d^{2} N}{d^{2} \boldsymbol{p}} \approx \frac{d^{2} N_{0}}{d^{2} \boldsymbol{p}}+\frac{d^{2} N_{1}}{d^{2} \boldsymbol{p}}, \tag{59}
\end{equation*}
$$

with $d^{2} N_{0} / d^{2} \boldsymbol{p}$ given by the solution for a parton propagating in a uniform medium in Eq. (39), and

$$
\begin{equation*}
\frac{d^{2} N_{1}}{d^{2} \boldsymbol{p}}=-\int \mathrm{d}^{2} \boldsymbol{X} \mathrm{~d}^{2} \boldsymbol{p}_{0} \frac{\mathrm{~d}^{2} \boldsymbol{x}}{(2 \pi)^{2}} \mathcal{W}\left(\boldsymbol{X}, \boldsymbol{p}_{0} ; t_{0}, t_{0}\right) e^{-i \boldsymbol{x} \cdot\left(\boldsymbol{p}-\boldsymbol{p}_{0}\right)} \exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}\right\}\left[\boldsymbol{x}^{2} \int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4} \Phi\left(\boldsymbol{R}_{0}(t)\right)\right] \tag{60}
\end{equation*}
$$

is the correction linear in $f(\boldsymbol{R})$ due to the inhomogeneity of the medium. This linear correction can be rewritten as

$$
\begin{equation*}
\frac{d^{2} N_{1}}{d^{2} \boldsymbol{p}}=-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4} \int \mathrm{~d}^{2} \boldsymbol{X} \mathrm{~d}^{2} \boldsymbol{p}_{0} \mathcal{W}\left(\boldsymbol{X}, \boldsymbol{p}_{0} ; t_{0}, t_{0}\right) G\left(\boldsymbol{p}, \boldsymbol{p}_{0} ; \boldsymbol{X}, t_{f}, t, t_{0}\right), \tag{61}
\end{equation*}
$$

where the evolution function is defined as

$$
\begin{equation*}
G\left(\boldsymbol{p}, \boldsymbol{p}_{0} ; \boldsymbol{X}, t_{f}, t, t_{0}\right)=\int \frac{\mathrm{d}^{2} \boldsymbol{x}}{(2 \pi)^{2}} e^{-\boldsymbol{x} \cdot\left(\boldsymbol{p}-\boldsymbol{p}_{0}\right)} \exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}\right\}\left[\boldsymbol{x}^{2} \Phi\left(\boldsymbol{R}_{0}(t)\right)\right] . \tag{62}
\end{equation*}
$$

For a Gaussian form of $f(\boldsymbol{R})$,

$$
\begin{equation*}
f(\boldsymbol{R})=\delta \exp \left\{\frac{-\boldsymbol{R}^{2}}{\sigma^{2}}\right\} \tag{63}
\end{equation*}
$$

the jet transport coefficient in Eq. (45) describes a medium that has an increased density within a radius of $\sigma$ in a uniform medium. One can complete the integration in Eq. (57) and obtain

$$
\begin{equation*}
\Phi(\boldsymbol{R}(t))=\frac{\sigma^{2} \delta}{\Sigma(t)} \exp \left\{\frac{-\boldsymbol{R}(t)^{2}}{\Sigma(t)}\right\} \tag{64}
\end{equation*}
$$

where

$$
\begin{equation*}
\Sigma(t) \equiv \sigma^{2}+4 D\left(t-t_{0}\right)^{3}=\sigma^{2}+\frac{\hat{q}_{0}\left(t-t_{0}\right)^{3}}{3 \omega^{2}} \tag{65}
\end{equation*}
$$

The evolution function in Eq. (62) becomes

$$
\begin{align*}
G\left(\boldsymbol{p}, \boldsymbol{p}_{0} ; \boldsymbol{X}, t_{f}, t, t_{0}\right)= & \int \frac{\mathrm{d}^{2} \boldsymbol{x}}{(2 \pi)^{2}} e^{-i \boldsymbol{x} \cdot\left(\boldsymbol{p}-\boldsymbol{p}_{0}\right)} \exp \left\{-\frac{\hat{q}_{0}\left(t_{f}-t_{0}\right)}{4} \boldsymbol{x}^{2}\right\}\left[\boldsymbol{x}^{2} \frac{\sigma^{2} \delta}{\Sigma(t)} \exp \left\{\frac{-\left[\boldsymbol{X}+\left(t-t_{0}\right) \frac{\boldsymbol{p}_{0}}{\omega}+i \boldsymbol{x} \frac{\hat{q}_{0}}{4 \omega}\left(t-t_{0}\right)^{2}\right]^{2}}{\Sigma(t)}\right\}\right] \\
= & \frac{1}{(2 \pi)^{2}} \frac{-16 \pi \sigma^{2} \delta}{\Sigma(t) \Delta^{3}(t)} \exp \left\{\frac{-\left(\boldsymbol{X}+\left(t-t_{0}\right) \frac{\boldsymbol{p}_{0}}{\omega}\right)^{2}}{\Sigma(t)}\right\} \exp \left\{-\frac{\left[\boldsymbol{p}-\boldsymbol{p}_{0}+\lambda(t)\left(\boldsymbol{X}+\left(t-t_{0}\right) \frac{\boldsymbol{p}_{0}}{\omega}\right)\right]^{2}}{\Delta(t)}\right\} \\
& \times\left\{\left[\boldsymbol{p}-\boldsymbol{p}_{0}+\lambda(t)\left(\boldsymbol{X}+\left(t-t_{0}\right) \frac{\boldsymbol{p}_{0}}{\omega}\right)\right]-\Delta(t)\right\} \tag{66}
\end{align*}
$$

where

$$
\begin{gather*}
\Delta(t) \equiv \hat{q}_{0}\left(t_{f}-t_{0}\right)\left(1-\frac{3}{4} \frac{t-t_{0}}{t_{f}-t_{0}} \frac{4 D\left(t-t_{0}\right)^{3}}{\Sigma(t)}\right) \\
=\hat{q}_{0}\left(t_{f}-t_{0}\right)\left(1-\frac{3}{4} \frac{t-t_{0}}{t_{f}-t_{0}} \frac{\hat{q}_{0}\left(t-t_{0}\right)^{3}}{3 \omega^{2} \Sigma(t)}\right)  \tag{67}\\
\lambda(t) \equiv \frac{\hat{q}_{0}\left(t-t_{0}\right)^{2}}{2 \omega \Sigma(t)} \tag{68}
\end{gather*}
$$

For a parton with initial transverse momentum $\boldsymbol{p}_{0}$ produced at $\mathbf{x} \equiv(x, y)$, the corresponding initial Wigner function is

$$
\begin{equation*}
\mathcal{W}\left(\boldsymbol{X}, \boldsymbol{p} ; t_{0}, t_{0}\right)=(2 \pi)^{2} \delta^{2}\left(\mathbf{p}-\mathbf{p}_{0}\right) \delta^{2}(\mathbf{X}-\mathbf{x}) \tag{69}
\end{equation*}
$$

The final transverse momentum distribution at time $t_{f}$ in Eq. (59) is now

$$
\begin{gather*}
\frac{d^{2} N_{0}}{d^{2} \boldsymbol{p}}=\frac{4 \pi}{\hat{q}_{0}\left(t_{f}-t_{0}\right)} \exp \left\{-\frac{\left(\boldsymbol{p}-\boldsymbol{p}_{0}\right)^{2}}{\hat{q}_{0}\left(t_{f}-t_{0}\right)}\right\}  \tag{70}\\
\frac{d^{2} N_{1}}{d^{2} \boldsymbol{p}}=\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{4 \pi \hat{q}_{0} \sigma^{2} \delta}{\Sigma(t) \Delta(t)} \exp \left\{-\frac{\left(\mathbf{x}+\left(t-t_{0}\right) \frac{\boldsymbol{p}_{0}}{\omega}\right)^{2}}{\Sigma(t)}-\frac{\left[\boldsymbol{p}-\boldsymbol{p}_{0}+\lambda(t)\left(\mathbf{x}+\left(t-t_{0}\right) \frac{\boldsymbol{p}_{0}}{\omega}\right)\right]^{2}}{\Delta(t)}\right\} \\
\times \frac{1}{\Delta^{2}(t)}\left\{\left[\boldsymbol{p}-\boldsymbol{p}_{0}+\lambda(t)\left(\mathbf{x}+\left(t-t_{0}\right) \frac{\boldsymbol{p}_{0}}{\omega}\right)\right]^{2}-\Delta(t)\right\} \tag{71}
\end{gather*}
$$

For a parton with initial transverse momentum $\mathbf{p}_{0}=0$, the above final distributions become

$$
\begin{align*}
& \frac{d^{2} N_{0}}{d^{2} \boldsymbol{p}}=\frac{4 \pi}{\hat{q}_{0}\left(t_{f}-t_{0}\right)} \exp \left\{-\frac{\boldsymbol{p}^{2}}{\hat{q}_{0}\left(t_{f}-t_{0}\right)}\right\}  \tag{72}\\
\frac{d^{2} N_{1}}{d^{2} \boldsymbol{p}}= & \int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{4 \pi \hat{q}_{0} \sigma^{2} \delta}{\Sigma(t) \Delta^{3}(t)} \exp \left\{-\frac{\mathbf{x}^{2}}{\Sigma(t)}-\frac{[\boldsymbol{p}+\lambda(t) \mathbf{x}]^{2}}{\Delta(t)}\right\} \\
& \times\left\{[\boldsymbol{p}+\lambda(t) \mathbf{x}]^{2}-\Delta(t)\right\} \tag{73}
\end{align*}
$$

Since $d^{2} N_{0} / d^{2} \mathbf{p}$ is the solution to the diffusion equation in a uniform medium, it is symmetric in the transverse plane independent of the initial position $\mathbf{x}$. The first-order correction $d^{2} N_{1} / d^{2} \mathbf{p}$ due to the inhomogeneity of the jet transport coefficient $\hat{q}(\mathbf{x})$ as given by Eqs. (45) and (63) is asymmetric in the transverse plane for finite values of the parton's initial position $\mathbf{x}$.

To illustrate the asymmetrical transverse momentum broadening, we show in Fig. 4(a) the first-order correction $d^{2} N_{1} / d^{2} \mathbf{p}$ and in Fig. 4(b) the final transverse momentum


FIG. 4. (a) First-order correction and (b) final transverse momentum distribution for the initial positions $x=-4.0 \mathrm{fm}$ (red dashed), 0.0 fm (black solid), and 4.0 fm (blue dot-dashed), $\omega=5 \mathrm{GeV}, t_{f}-t_{0}=10 \mathrm{fm} / c, \hat{q}_{0}=2 \mathrm{GeV}^{2} / \mathrm{fm}, \delta=0.1$, and $\sigma=5 \mathrm{fm}$ in the simple model for an inhomogeneous jet transport coefficient. The dotted line is the distribution in a uniform medium with a constant jet transport coefficient $\hat{q}_{0}$.
distribution as a function of $\mathbf{p} \cdot \hat{\mathbf{x}}$ for $\mathbf{p} \cdot(\hat{\mathbf{z}} \times \hat{\mathbf{x}})=0$ and different values of the initial position $|\mathbf{x}|$, where $\hat{\mathbf{z}}$ is a unit vector along the initial parton propagation direction. We set $t_{f}-t_{0}=10 \mathrm{fm} / \mathrm{c}, \sigma=5 \mathrm{fm}, \delta=0.1, \hat{q}_{0}=2 \mathrm{GeV}^{2} / \mathrm{fm}$, $\omega=5 \mathrm{GeV}$, and $\mathbf{p}_{0}=0$.

In general, the first-order correction in the case we consider here makes the final momentum distribution broader, leading to the increased transverse momentum broadening as compared to that in a uniform medium without a region of inhomogeneity. The distribution is asymmetric for finite values of the initial transverse position of the propagating parton.

One can show that the first-order correction in Eq. (73) does not contribute to the zeroth and first moments of the final transverse momentum distribution, $\int \mathrm{d}^{2} \mathbf{p} d^{2} N_{1} / d^{2} \mathbf{p}=$ $\int \mathrm{d}^{2} \mathbf{p} \mathbf{p} d^{2} N_{1} / d^{2} \mathbf{p}=0$. However, it increases the total transverse momentum broadening,

$$
\begin{align*}
\left\langle\mathbf{p}^{2}\right\rangle & =\left(t_{f}-t_{0}\right) \hat{q}_{0}+\left\langle\Delta \mathbf{p}^{2}\left(\mathbf{x}, t_{f}\right)\right\rangle, \\
\left\langle\Delta \mathbf{p}^{2}\left(\mathbf{x}, t_{f}\right)\right\rangle & =\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0} \sigma^{2} \delta}{\Sigma(t)} \exp \left[-\frac{\mathbf{x}^{2}}{\Sigma(t)}\right], \tag{74}
\end{align*}
$$

due to the extra density of the medium with inhomogeneity in the region $|x|<\sigma$ on top of a uniform medium. The extra momentum broadening $\left\langle\Delta \mathbf{p}^{2}\left(\mathbf{x}, t_{f}\right)\right\rangle$ due to this region of inhomogeneity grows linearly with time initially when $t_{f}-t_{0} \ll\left(3 \omega^{2} \sigma^{2} / \hat{q}_{0}\right)^{1 / 3}$ and saturates at a finite value asymptotically. At $\mathbf{x}=0$, this finite extra broadening is $\left\langle\Delta \mathbf{p}^{2}\left(\mathbf{0}, t_{f}\right)\right\rangle \approx 1.2 \hat{q}_{0} \delta\left(3 \omega^{2} \sigma^{2} / \hat{q}_{0}\right)^{1 / 3}$ when $t_{f}-t_{0} \gg$ $\left(3 \omega^{2} \sigma^{2} / \hat{q}_{0}\right)^{1 / 3}$. Compared to the extra momentum broadening in this region of transverse inhomogeneity in a scenario of eikonal propagation without the spatial drifted diffusion in the transverse direction,

$$
\begin{align*}
\left\langle\mathbf{p}^{2}\left(\mathbf{x}, t_{f}\right)\right\rangle_{0} & =\left(t_{f}-t_{0}\right) \hat{q}_{0}+\left\langle\Delta \mathbf{p}^{2}\left(\mathbf{x}, t_{f}\right)\right\rangle_{0} \\
\left\langle\Delta \mathbf{p}^{2}\left(\mathbf{x}, t_{f}\right)\right\rangle_{0} & \approx\left(t_{f}-t_{0}\right) \hat{q}_{0} \delta \exp \left[-\frac{\mathbf{x}^{2}}{\sigma^{2}}\right] \tag{75}
\end{align*}
$$

the drifted diffusion in the transverse coordinate due to the transverse gradient reduces the extra momentum broadening in the region of inhomogeneity. In Fig. 5 we show the reduction of the scaled momentum broadening $\left(\left\langle\mathbf{p}^{2}\right\rangle_{0}-\right.$ $\left.\left\langle\mathbf{p}^{2}\right\rangle\right) /\left(t_{f}-t_{0}\right) \hat{q}_{0} \delta=\left(\left\langle\Delta \mathbf{p}^{2}\right\rangle_{0}-\left\langle\Delta \mathbf{p}^{2}\right\rangle\right) /\left(t_{f}-t_{0}\right) \hat{q}_{0} \delta$ as a function of the scaled transverse position $\mathbf{x} / \sigma$ and the scaled propagation time $\left(t_{f}-t_{0}\right) /\left(3 \omega^{2} \sigma^{2} / \hat{q}_{0}\right)^{1 / 3}$. One can see that the reduction becomes significant for a propagation time when the transverse drift distance becomes comparable to the size of the inhomogeneity. Since the inhomo-geneity-induced broadening in both scenarios dies out exponentially at large $|\mathbf{x}|>\sigma$ [see Eqs. (74) and (75)], their difference in Fig. 5 also goes to zero exponentially at large $|\mathbf{x}|$.

The first nonvanishing odd moment of the distribution due to the gradient-induced asymmetrical transverse momentum distribution is


FIG. 5. Reduction of scaled momentum broadening $\left(\left\langle\Delta \mathbf{p}^{2}\right\rangle_{0}-\right.$ $\left.\left\langle\Delta \mathbf{p}^{2}\right\rangle\right) /\left(t_{f}-t_{0}\right) \hat{q}_{0} \delta$ as a function of the scaled transverse position $\mathbf{x} / \sigma$ and propagation time $\left(t_{f}-t_{0}\right) /\left(3 \omega^{2} \sigma^{2} / \hat{q}_{0}\right)^{1 / 3}$.

$$
\begin{align*}
\left\langle\mathbf{p}^{3}\right\rangle= & -2 \mathbf{x} \int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0} \sigma^{2} \delta}{\Sigma(t)} \lambda(t) \exp \left\{-\frac{\mathbf{x}^{2}}{\Sigma(t)}\right\} \\
= & -\hat{q}_{0} \omega \sigma^{2} \delta \frac{\mathbf{x}}{\mathbf{x}^{2}}\left[\exp \left\{-\frac{\mathbf{x}^{2}}{\sigma^{2}+\hat{q}_{0}\left(t_{f}-t_{0}\right)^{3} / 3 \omega^{2}}\right\}\right. \\
& \left.-\exp \left\{-\frac{\mathbf{x}^{2}}{\sigma^{2}}\right\}\right], \tag{76}
\end{align*}
$$

which grows initially with the cube of time and saturates at a finite value asymptotically when $\left(t_{f}-t_{0}\right)^{3} \gg$ $3 \omega^{2} \sigma^{2} / \hat{q}_{0}$ because of the finite size of the spatial inhomogeneity.

We can define the transverse asymmetry as proposed in Ref. [49],

$$
\begin{align*}
A_{N} & =\frac{\int \mathrm{d}^{2} \boldsymbol{Y} \mathrm{~d}^{2} \boldsymbol{p} \mathcal{W}\left(\boldsymbol{Y}, \boldsymbol{p}, t_{0}, t_{f}\right) \operatorname{sign}(\hat{\boldsymbol{p}} \cdot \hat{\mathbf{x}})}{\int \mathrm{d}^{2} \boldsymbol{Y} \mathrm{~d}^{2} \boldsymbol{p} \mathcal{W}\left(\boldsymbol{Y}, \boldsymbol{p}, t_{0}, t_{f}\right)} \\
& =\int \frac{\mathrm{d}^{2} \boldsymbol{p}}{(2 \pi)^{2}} \frac{d^{2} N}{d^{2} \boldsymbol{p}} \operatorname{sign}(\hat{\boldsymbol{p}} \cdot \hat{\mathbf{x}}), \tag{77}
\end{align*}
$$

to characterize the asymmetrical momentum broadening due to the transverse gradient of the medium. Note that the Wigner function is normalized as $\int \mathrm{d}^{2} \boldsymbol{Y} d^{2} \boldsymbol{p} \mathcal{W}\left(\boldsymbol{Y}, \boldsymbol{p}, t_{0}, t_{f}\right) /$ $(2 \pi)^{2}=1$. Since the asymmetry is only caused by the firstorder correction in Eq. (73), one can complete the integration over the transverse momentum and obtain the transverse asymmetry as
$A_{N}=\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0} \sigma^{2} \delta}{\Sigma(t) \Delta(t)} \frac{\lambda(t) x}{\sqrt{\pi \Delta(t)}} \exp \left\{-\frac{\mathbf{x}^{2}}{\Sigma(t)}-\frac{\lambda(t)^{2} \mathbf{x}^{2}}{\Delta(t)}\right\}$.

The integration over time can be done numerically. In Fig. 6(a) we show the transverse asymmetry $A_{N}$ as a function of the initial transverse position $x$ for different values of the parton's energy $\omega$. We note that within the size of the transverse inhomogeneity $|x|<\sigma$, the transverse asymmetry is approximately linear in $x$ driven by the transverse gradient. Conversely, one therefore can use the transverse asymmetry to infer the initial transverse position of the propagating parton. This is the principle underpinning the gradient jet tomography as proposed in Ref. [49]. Combined with the longitudinal jet tomography, which uses the longitudinal momentum of the final jet or parton energy loss to constrain the propagation length, the two-dimensional jet tomography can be used to localize the initial jet production position. Outside the range of the medium inhomogeneity $|x|>\sigma$, the transverse asymmetry decreases and vanishes when the transverse gradient decreases.

Similar to the second and third moments of the momentum distribution, the transverse asymmetry $A_{N}$ also increases with the propagation time during the diffusion across the domain of the inhomogeneity. Since


FIG. 6. (a) Transverse momentum asymmetry and (b) third moment of the transverse momentum distribution as a function of the initial transverse position $x$ for $t_{f}-t_{0}=10 \mathrm{fm} / c$, $\hat{q}_{0}=2 \mathrm{GeV}^{2} / \mathrm{fm}, \delta=0.1$, and $\sigma=5 \mathrm{fm}$ in the simple model.
$\sqrt{\hat{q}_{0}\left(t_{f}-t_{0}\right)} / \omega$ is the average diffusion velocity, $\sqrt{\hat{q}_{0}\left(t_{f}-t_{0}\right)^{3}} / \omega$ is the diffusion distance during the propagation time. When this distance is much larger than the size of the inhomogeneity $\sigma$ or $\left(t_{f}-t_{0}\right)^{3} \gg \omega^{2} \sigma^{2} / \hat{q}_{0}$, the transverse asymmetry as well as the increased momentum broadening $\left\langle\Delta \mathbf{p}^{2}\right\rangle$ and the third moment $\left\langle\mathbf{p}^{3}\right\rangle$ will saturate to the asymptotic values. Since the average diffusion distance is inversely proportional to the parton's energy $\omega$, the transverse asymmetry $A_{N}$, as well as the third moment and the extra momentum broadening, decrease with $\omega$.

In Fig. 6(b), we also plot the third moment $\left\langle\mathbf{p}^{3}\right\rangle$ as a function of the initial transverse position $x$. It has the same behavior as the transverse asymmetry. As seen in Fig. 4(a), the first-order correction to the distribution changes sign at large transverse momentum. The third moment has a much larger weight at large transverse momentum and is therefore dominated by the first-order correction in this large-momentum region. Therefore, the asymmetry as characterized by the third moment has the opposite sign as the transverse asymmetry $A_{N}$, which is dominated by the distribution at small momentum. However, their dependence on the initial transverse position $x$, the propagation time $t_{f}-t_{0}$, and energy $\omega$ is the same.

## V. SUMMARY

To demonstrate the principle of the gradient tomography in jet quenching, we have derived the evolution of the Wigner distribution function in transverse momentum and coordinate for a fast parton traveling inside a strong interaction medium within the path-integral approach. Within the dipole approximation for soft multiple scatterings in the medium encoded in the correlation of Wilson operators, the evolution can be expressed generally in terms of a Green function or the evolution operator, which is determined by the space-time profile of the jet transport coefficient $\hat{q}$.

In a uniform medium with a constant jet transport coefficient $\hat{q}_{0}$, one can complete the path integral and obtain the evolution operator and the corresponding Wigner distribution analytically which is also a solution to a drift-diffusion Boltzmann transport equation. We also considered a special case of an inhomogeneous medium by assuming a form of a spatially dependent jet transport coefficient that adds a Gaussian-like region of enhanced medium density with a finite size. The path integral can also be completed in this case, and we obtained the evolution operator analytically. We have considered an initial condition for a classical point-like particle and calculated the final transverse momentum distribution and its dependence on the initial transverse coordinate. The distribution is asymmetric when the initial position of the parton is not at the center of the Gaussian-like region because of the transverse gradient. The Gaussian-like inhomogeneity was found to increase the momentum broadening $\left\langle\mathbf{p}^{2}\right\rangle$ and lead to a nonvanishing value of the odd moment $\left\langle\mathbf{p}^{3}\right\rangle$ due to the asymmetrical distribution. We also calculated the transverse asymmetry $A_{N}$ as proposed in the study of the gradient tomography [49]. We found that both $A_{N}$ and $\left\langle\mathbf{p}^{3}\right\rangle$ are linearly correlated with the initial transverse position within the region of the inhomogeneity, validating the principle of the gradient jet tomography. This analytical solution also allowed us to understand both the propagation time (length) and energy dependence of the transverse asymmetry.

We would like to point out that the two setups-a static and uniform medium and a static medium with only transverse inhomogeneity-were considered in our study because they enabled us to complete the path integral analytically. A similar setup for the medium was also considered in recent analytical work on the jet broadening in an inhomogeneous medium in Refs. [57,58]. In addition, we should also note that the inhomogeneity of the jet transport coefficient in Eq. (64) is assumed to be small, which enables us to use the perturbative expansion and complete the path integral in the calculation of the Wigner function. This leads to small numerical values of the transverse momentum asymmetry. In real heavy-ion collisions, the QGP medium is inhomogeneous in both the transverse and longitudinal directions of the parton propagation with large gradients. It also evolves with time. The asymmetry from the semiclassical Boltzmann transport is very large and can be used for the purpose of gradient tomography, as shown in Ref. [49]. The recent study using deep-learning-assisted jet tomography to select events
with specified regions of the initial jet production in Ref. [65] explicitly showed that the asymmetrical momentum (or azimuthal angle) distribution is closely related to the inhomogeneity as well as the radial flow of the medium.

Although the study of asymmetrical transverse momentum broadening in a more realistic scenario within the pathintegral approach is our final goal, it is beyond the scope of this paper. Going beyond the simple form of the spatially dependent jet transport coefficient and considering the realistic case of parton propagation in heavy-ion collisions, numerical evaluation of the path integral for more realistic cases of the medium is needed. However, our study in this paper using simplified geometries of the QGP medium demonstrates the principle of gradient jet tomography within the path-integral formulation.

Since the path-integral approach differs from the classical transport approach in which one can also introduce space and time dependences of the jet transport coefficient in the driftdiffusion Boltzmann equation (as was done in Ref. [49]), it will also be interesting to examine the difference between the two approaches. These studies will help to establish the gradient jet tomography as a powerful tool to explore properties of QGP using jet quenching.
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## APPENDIX A: FUNCTIONAL MEASURE

Let us consider the calculation of the propagator in onedimensional space. We divide the computation into many steps; inserting the closure relation many times, we write the propagator as the products of the propagators with a small time interval,

$$
\begin{align*}
\left\langle x_{f}\right| e^{-i H\left(t_{f}-t_{0}\right)}\left|x_{0}\right\rangle= & \lim _{\epsilon \rightarrow 0}\left\langle x_{f}\right| e^{-i H \epsilon} e^{-i H \epsilon} \ldots e^{-i H \epsilon}\left|x_{0}\right\rangle \\
= & \prod_{i=1}^{N-1} \int \mathrm{~d} x_{i}\left\langle x_{f}\right| e^{-i H \epsilon}\left|x_{N-1}\right\rangle \\
& \times\left\langle x_{N-1}\right| e^{-i H \epsilon}\left|x_{N-2}\right\rangle \\
& \cdots\left\langle x_{2}\right| e^{-i H \epsilon}\left|x_{1}\right\rangle\left\langle x_{1}\right| e^{-i H \epsilon}\left|x_{0}\right\rangle . \tag{A1}
\end{align*}
$$

We also insert the identity operator which runs over all momentum states in the propagator,

$$
\begin{align*}
\left\langle x_{i+1}\right| e^{-i H \epsilon}\left|x_{i}\right\rangle & =\int \mathrm{d} p_{i}\left\langle x_{i+1} \mid p_{i}\right\rangle\left\langle p_{i}\right| e^{-i H \epsilon}\left|x_{i}\right\rangle \\
& =\int \mathrm{d} p_{i} \frac{e^{i p_{i} x_{i+1}}}{\sqrt{2 \pi}}\left\langle p_{i}\right| e^{-i H \epsilon}\left|x_{i}\right\rangle \tag{A2}
\end{align*}
$$

If we suppose that $H$ takes the form $H(x, p)=\frac{p^{2}}{2 m}+V(x)$, in the limit $\epsilon=\frac{t_{f}-t_{0}}{N} \rightarrow 0$ we have
$\exp \left[i\left(\frac{p^{2}}{2 m}+V(x)\right) \epsilon\right] \approx \exp \left[i \frac{p^{2}}{2 m} \epsilon\right] \exp [i V(x) \epsilon]$,
or

$$
\begin{equation*}
\left\langle p_{i}\right| H\left|x_{i}\right\rangle=\left\langle p_{i} \mid x_{i}\right\rangle H\left(x_{i}, p_{i}\right) \tag{A4}
\end{equation*}
$$

The propagator in Eq. (A2) can be written as

$$
\begin{align*}
\left\langle x_{i+1}\right| e^{-i H \epsilon}\left|x_{i}\right\rangle & =\int \frac{\mathrm{d} p_{i}}{2 \pi} e^{i p_{i}\left(x_{i+1}-x_{i}\right)-i H\left(x_{i}, p_{i}\right) \epsilon} \\
& =\int \frac{\mathrm{d} p_{i}}{2 \pi} \exp \left\{i \epsilon\left(p_{i} \dot{x}_{i}-\frac{p_{i}^{2}}{2 m}-V\left(x_{i}\right)\right)\right\} \\
& =\sqrt{\frac{m}{2 \pi i \epsilon}} \exp \left\{i \epsilon\left(\frac{m}{2} \dot{x}_{i}^{2}-V\left(x_{i}\right)\right)\right\} \\
& \equiv \sqrt{\frac{m}{2 \pi i \epsilon}} \exp \left\{i \epsilon L\left(x_{i}, \dot{x}_{i}\right)\right\} . \tag{A5}
\end{align*}
$$

Using the above equation for each time interval in Eq. (A1), one can get the path integral in the form $\int \mathcal{D} x e^{i S}$, with the functional measure defined as

$$
\begin{equation*}
\mathcal{D} x=\sqrt{\frac{m}{2 \pi i \epsilon}} \prod_{i=1}^{N-1} \sqrt{\frac{m}{2 \pi i \epsilon}} d x_{i} \tag{A6}
\end{equation*}
$$

Replacing $m \rightarrow \omega$, we have $A=\sqrt{\frac{2 \pi i \epsilon}{\omega}}$ in Eq. (15).

## APPENDIX B: NORMALIZATION OF GAUSSIAN DISTRIBUTION

The discrete version of the classical trajectory of the hard parton $\boldsymbol{R}$ in Eq. (33) can be cast as

$$
\begin{equation*}
\boldsymbol{R}_{j}=\boldsymbol{X}+j \epsilon \frac{\boldsymbol{p}_{0}}{\omega}+\frac{\epsilon^{2}}{\omega} \sum_{i=1}^{j-1}(j-i) \boldsymbol{\xi}_{i} \tag{B1}
\end{equation*}
$$

In this expression, $\boldsymbol{R}_{j}$ depends only on $\boldsymbol{\xi}_{i}$ with $i<j$ so that

$$
\begin{equation*}
\int \mathrm{d}^{2} \boldsymbol{\xi}_{j}\left(\frac{\epsilon}{\pi}\right) \frac{1}{\hat{q}\left(\boldsymbol{R}_{j}\right)} \exp \left\{-\epsilon \frac{\boldsymbol{\xi}_{j}^{2}}{\hat{q}\left(\boldsymbol{R}_{j}\right)}\right\}=1 \tag{B2}
\end{equation*}
$$

Since $\hat{q}\left(\boldsymbol{R}_{j}\right)$ is a function of $\boldsymbol{\xi}_{i}$ with $i<j$ and does not depend on $\boldsymbol{\xi}_{j}$, the integrand is just a trivial Gaussian form. Then, we get

$$
\begin{align*}
& \int \mathcal{D} \boldsymbol{\xi} \frac{1}{\operatorname{det}\{\hat{q}(\boldsymbol{R})\}} \exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\boldsymbol{\xi}^{2}(t)}{\hat{q}(\boldsymbol{R})}\right\} \\
& =\prod_{j=1}^{N-1} \int \mathrm{~d}^{2} \boldsymbol{\xi}_{j}\left(\frac{\epsilon}{\pi}\right) \frac{1}{\hat{q}\left(\boldsymbol{R}_{j}\right)} \exp \left\{-\epsilon \frac{\boldsymbol{\xi}_{j}^{2}}{\hat{q}\left(\boldsymbol{R}_{j}\right)}\right\}=1 . \tag{B3}
\end{align*}
$$

## APPENDIX C: CORRELATION FUNCTIONS

We define the generating function

$$
\begin{align*}
Z[\boldsymbol{J}(t)] \equiv & \int \mathcal{D} \boldsymbol{\xi}(t) \frac{1}{\operatorname{det}\{\hat{q}(\boldsymbol{R})\}} \exp \left\{-\int \mathrm{d} t \frac{\boldsymbol{\xi}^{2}(t)}{\hat{q}(\boldsymbol{R})}\right\} \\
& \times \exp \left\{\int \mathrm{d} t \boldsymbol{J}(t) \cdot \boldsymbol{\xi}(t)\right\}, \tag{C1}
\end{align*}
$$

and the corresponding discretization version is

$$
\begin{align*}
Z[\boldsymbol{J}(t)]= & \prod_{j=1}^{N-1} \int \mathrm{~d}^{2} \boldsymbol{\xi}_{j}\left(\frac{\epsilon}{\pi}\right) \frac{1}{\hat{q}\left(\boldsymbol{R}_{j}\right)} \exp \left\{-\epsilon \frac{\boldsymbol{\xi}_{j}^{2}}{\hat{q}\left(\boldsymbol{R}_{j}\right)}\right\} \\
& \times \exp \left\{-\epsilon \boldsymbol{J}_{j} \cdot \boldsymbol{\xi}_{j}\right\} \tag{C2}
\end{align*}
$$

which encodes all correlation functions.
In the case of a constant $\hat{q}(\boldsymbol{R})=\hat{q}_{0}$ in a uniform medium, differentiating $Z[\boldsymbol{J}(t)]$ with respect to $\boldsymbol{J}(t)$ evaluated at some time $t=t_{1}$ leads to

$$
\begin{align*}
\left.\frac{\delta Z}{\delta J^{a}\left(t_{1}\right)}\right|_{\boldsymbol{J}=\mathbf{0}} & =\int \mathcal{D} \boldsymbol{\xi}(t) \frac{1}{\operatorname{det}\left\{\hat{q}_{0}\right\}} \exp \left\{-\int \mathrm{d} t \frac{\boldsymbol{\xi}(t)^{2}}{\hat{q}_{0}}\right\} \xi^{a}\left(t_{1}\right) \\
& =\left\langle\xi^{a}\left(t_{1}\right)\right\rangle_{0} \tag{C3}
\end{align*}
$$

In the same spirit, taking $n$ derivatives gives us

$$
\begin{align*}
& \left.\frac{\delta^{n} \boldsymbol{Z}}{\delta J^{a_{1}}\left(t_{1}\right) \delta J^{a_{2}}\left(t_{2}\right) \cdots \delta J^{a_{n}}\left(t_{n}\right)}\right|_{\boldsymbol{J}=\mathbf{0}} \\
& =\int \mathcal{D} \boldsymbol{\xi}(t) \frac{1}{\operatorname{det}\left\{\hat{q}_{0}\right\}} \exp \left\{-\int \mathrm{d} t \frac{\boldsymbol{\xi}(t)^{2}}{\hat{q}_{0}}\right\} \xi^{a_{1}}\left(t_{1}\right) \cdots \xi^{a_{n}}\left(t_{n}\right) \\
& =\left\langle\xi^{a_{1}}\left(t_{1}\right) \xi^{a_{2}}\left(t_{2}\right) \cdots \xi^{a_{n}}\left(t_{n}\right)\right\rangle_{0} . \tag{C4}
\end{align*}
$$

The generating function above is just a functional Gaussian integral, which can be performed exactly. This leads us to

$$
\begin{align*}
Z[\boldsymbol{J}(t)]= & \int \mathcal{D} \boldsymbol{\xi}(t) \frac{1}{\operatorname{det}\left\{\hat{q}_{0}\right\}} \exp \left\{-\int \mathrm{d} t \frac{1}{\hat{q}_{0}}\left(\boldsymbol{\xi}(t)-\frac{\hat{q}_{0}}{2} \boldsymbol{J}\right)^{2}\right\} \\
& \times \exp \left\{\int \mathrm{d} t \frac{\hat{q}_{0}}{4} \boldsymbol{J}^{2}\right\}=\exp \left\{\int \mathrm{d} t \frac{\hat{q}_{0}}{4} \boldsymbol{J}^{2}\right\} . \tag{C5}
\end{align*}
$$

Taking derivatives with respect to $J^{a}$, we have

$$
\begin{align*}
\frac{\delta Z}{\delta J^{a}\left(t_{1}\right)}= & \frac{\hat{q}_{0}}{2} J^{a}\left(t_{1}\right) Z[\boldsymbol{J}] \\
\frac{\delta^{2} Z}{\delta J^{a}\left(t_{1}\right) \delta J^{b}\left(t_{2}\right)}= & \frac{\hat{q}_{0}}{2} \delta^{a b} \delta\left(t_{1}-t_{2}\right) Z[\boldsymbol{J}] \\
& +\frac{\hat{q}_{0}^{2}}{4} J^{a}\left(t_{1}\right) J^{b}\left(t_{2}\right) Z[\boldsymbol{J}] . \tag{C6}
\end{align*}
$$

Setting $\boldsymbol{J}=\mathbf{0}$, we get

$$
\begin{gather*}
\left\langle\xi^{a}\left(t_{1}\right)\right\rangle_{0}=\left.\frac{\delta Z}{\delta J^{a}\left(t_{1}\right)}\right|_{J=\mathbf{0}}=0 \\
\left\langle\xi^{a}\left(t_{1}\right) \xi^{b}\left(t_{2}\right)\right\rangle_{0}=\left.\frac{\delta^{2} Z}{\delta J^{a}\left(t_{1}\right) \delta J^{b}\left(t_{2}\right)}\right|_{J=\mathbf{0}}=\frac{\hat{q}_{0}}{2} \delta^{a b} \delta\left(t_{1}-t_{2}\right) \tag{C7}
\end{gather*}
$$

Note that when $\hat{q}=\hat{q}(\boldsymbol{R})$ but is not a constant $\left(\hat{q}_{0}\right)$, we do not have such simple expressions for two-point
functions. Since $\boldsymbol{R}_{N-1}$ is $\boldsymbol{\xi}_{N-2}$ dependent, we can not perform the above path integral in the generating function (C1) exactly.

## APPENDIX D: SPECTRA IN A UNIFORM MEDIUM

For a uniform medium, one can complete the following path integral by taking advantage of the two-point correlation function in Eq. (28):

$$
\begin{align*}
\left\langle\exp \left\{i \boldsymbol{x} \cdot \int_{t_{0}}^{t_{f}} \mathrm{~d} t \boldsymbol{\xi}(t)\right\}\right\rangle_{0} & \equiv \int \widehat{\mathcal{D}} \boldsymbol{\xi} \exp \left\{i \boldsymbol{x} \cdot \int_{t_{0}}^{t_{f}} \mathrm{~d} t \boldsymbol{\xi}(t)-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\boldsymbol{\xi}(t)^{2}}{\hat{q}_{0}}\right\} \\
& =\int \widehat{\mathcal{D}} \boldsymbol{\xi} \exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{1}{\hat{q}_{0}}\left[\boldsymbol{\xi}(t)-i \frac{\hat{q}_{0}}{2} \boldsymbol{x}\right]^{2}-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}\right\}=\exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}\right\} \tag{D1}
\end{align*}
$$

According to Eq. (37), we have

$$
\begin{equation*}
\frac{d^{2} N}{d^{2} \boldsymbol{p}}=\int \mathrm{d}^{2} \boldsymbol{X} \mathrm{~d}^{2} \boldsymbol{p}_{0} \frac{\mathrm{~d}^{2} \boldsymbol{x}}{(2 \pi)^{2}} \mathcal{W}\left(\boldsymbol{X}, \boldsymbol{p}_{0} ; t_{0}, t_{0}\right) e^{-i \boldsymbol{x} \cdot\left(\boldsymbol{p}-\boldsymbol{p}_{0}\right)} \exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}\right\} \tag{D2}
\end{equation*}
$$

which leads to Eq. (39) after integrating over $\boldsymbol{x}$. Similarly, one can get

$$
\begin{gather*}
\left\langle\exp \left\{i \boldsymbol{x} \cdot \int_{t_{0}}^{t_{f}} \mathrm{~d} t^{\prime} \int_{t_{0}}^{t^{\prime}} \mathrm{d} t^{\prime \prime} \frac{\boldsymbol{\xi}\left(t^{\prime \prime}\right)}{t_{f}-t_{0}}\right\}\right\rangle_{0}=\exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{12} \boldsymbol{x}^{2}\right\},  \tag{D3}\\
\left\langle\exp \left\{i(\boldsymbol{x}-\boldsymbol{y}) \cdot \int_{t_{0}}^{t_{f}} \mathrm{~d} t^{\prime} \int_{t_{0}}^{t^{\prime}} \mathrm{d} t^{\prime \prime} \frac{\boldsymbol{\xi}\left(t^{\prime \prime}\right)}{t_{f}-t_{0}}+i \boldsymbol{y} \cdot \int_{t_{0}}^{t_{f}} \mathrm{~d} t^{\prime} \boldsymbol{\xi}\left(t^{\prime}\right)\right\}\right\rangle_{0}=\exp \left\{-\left(\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{12}(\boldsymbol{x}-\boldsymbol{y})^{2}+\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4} \boldsymbol{x} \cdot \boldsymbol{y}\right)\right\}, \tag{D4}
\end{gather*}
$$

and then arrive at Eqs. (40) and (38) as well.

## APPENDIX E: LEADING-ORDER (IN $f$ ) APPROXIMATION OF THE FUNCTIONAL INTEGRAL $F$

With the variable transformation $\boldsymbol{\xi}^{\prime}=\boldsymbol{\xi}-i \frac{\hat{q}_{0}}{2} \boldsymbol{x}$,

$$
\begin{align*}
& F\left(\boldsymbol{x}, \boldsymbol{X}, \boldsymbol{p}_{0}\right) \\
& =\exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}\right\} \int \mathcal{D} \boldsymbol{\xi}^{\prime} \frac{\operatorname{det}\{1-f(\boldsymbol{R})\}}{\operatorname{det}\left\{\hat{q}_{0}\right\}} \exp \left\{\int_{t_{0}}^{t_{f}} \mathrm{~d} t\left[\frac{\boldsymbol{\xi}^{\prime}(t)^{2}}{\hat{q}_{0}}+i \boldsymbol{x} \cdot \boldsymbol{\xi}^{\prime}(t)-\frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}\right] f(\boldsymbol{R})\right\} \exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\boldsymbol{\xi}^{\prime}(t)^{2}}{\hat{q}_{0}}\right\} \\
& =\exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}\right\} \prod_{k=1}^{N-1} \int\left(\frac{\epsilon}{\pi}\right) d^{2} \boldsymbol{\xi}_{k}^{\prime} \frac{1-f\left(\boldsymbol{R}_{k}\right)}{\hat{q}_{0}} \exp \left\{\epsilon\left[\frac{\boldsymbol{\xi}_{k}^{\prime 2}}{\hat{q}_{0}}+i \boldsymbol{x} \cdot \boldsymbol{\xi}_{k}^{\prime}-\frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}\right] f\left(\boldsymbol{R}_{k}\right)\right\} \exp \left\{-\epsilon \frac{\boldsymbol{\xi}_{k}^{\prime 2}}{\hat{q}_{0}}\right\}, \tag{E1}
\end{align*}
$$

where $\epsilon \rightarrow 0$ and $N \rightarrow \infty$. It can be approximately rewritten, to the leading order in $f$, as

$$
\begin{align*}
F\left(\boldsymbol{x}, \boldsymbol{X}, \boldsymbol{p}_{0}\right) & \approx \exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}\right\} \prod_{k=1}^{N-1} \int\left(\frac{\epsilon}{\pi}\right) d^{2} \boldsymbol{\xi}_{k}^{\prime} \frac{1}{\hat{q}_{0}}\left\{1+\epsilon\left[\frac{\boldsymbol{\xi}_{k}^{\prime 2}}{\hat{q}_{0}}+i \boldsymbol{x} \cdot \boldsymbol{\xi}_{k}^{\prime}-\frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}-\frac{1}{\epsilon}\right] f\left(\boldsymbol{R}_{k}\right)\right\} \exp \left\{-\epsilon \frac{\boldsymbol{\xi}_{k}^{\prime 2}}{\hat{q}_{0}}\right\} \\
& =\exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}\right\} \int \mathcal{D} \boldsymbol{\xi}^{\prime} \frac{1}{\operatorname{det}\left\{\hat{q}_{0}\right\}}\left\{1+\int_{t_{0}}^{t_{f}} \mathrm{~d} t\left[\frac{\boldsymbol{\xi}^{\prime}(t)^{2}}{\hat{q}_{0}}+i \boldsymbol{x} \cdot \boldsymbol{\xi}^{\prime}(t)-\frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}-\frac{1}{\epsilon}\right] f(\boldsymbol{R})\right\} \exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\boldsymbol{\xi}^{\prime}(t)^{2}}{\hat{q}_{0}}\right\} \\
& \equiv \exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}\right\}\left\{1+\int_{t_{0}}^{t_{f}} \mathrm{~d} t\left\langle\left[\frac{\boldsymbol{\xi}^{\prime}(t)^{2}}{\hat{q}_{0}}+i \boldsymbol{x} \cdot \boldsymbol{\xi}^{\prime}(t)-\frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}-\frac{1}{\epsilon}\right] f\left(\boldsymbol{R}\left(t, \boldsymbol{\xi}^{\prime}(t)\right)\right\rangle_{0}\right\} .\right. \tag{E2}
\end{align*}
$$

Using the expansion of $f(\boldsymbol{R})$ [see Eq. (51)] and the correlators

$$
\begin{gather*}
\left\langle\left[\boldsymbol{\xi}^{\prime}(t)\right]^{2}\right\rangle_{0} \equiv \int \widehat{\mathcal{D}} \boldsymbol{\xi}^{\prime} \exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\boldsymbol{\xi}^{\prime}(t)^{2}}{\hat{q}_{0}}\right\} \boldsymbol{\xi}^{\prime}(t)^{2}=\hat{q}_{0} \delta(t-t),  \tag{E3}\\
\left\langle\left[\boldsymbol{\xi}^{\prime}(t)\right]^{2} \Delta R^{i}\left(t, \boldsymbol{\xi}^{\prime}\right)\right\rangle_{0}=\int \widehat{\mathcal{D}} \boldsymbol{\xi}^{\prime} \exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\boldsymbol{\xi}^{\prime}(t)^{2}}{\hat{q}_{0}}\right\} \frac{1}{\omega} \int_{t_{0}}^{t} \mathrm{~d} t_{1}\left(t-t_{1}\right) \boldsymbol{\xi}^{\prime}(t)^{2} \xi^{\prime i}\left(t_{1}\right)=0,  \tag{E4}\\
\left\langle\left[\boldsymbol{\xi}^{\prime}(t)\right]^{2} \Delta R^{i}\left(t, \boldsymbol{\xi}^{\prime}\right) \Delta R^{j}\left(t, \boldsymbol{\xi}^{\prime}\right)\right\rangle_{0}=\left\langle\left[\boldsymbol{\xi}^{\prime}(t)\right]^{2}\right\rangle_{0}\left\langle\Delta R^{i}\left(t, \boldsymbol{\xi}^{\prime}\right) \Delta R^{j}\left(t, \boldsymbol{\xi}^{\prime}\right)\right\rangle_{0},  \tag{E5}\\
\left\langle\left[\boldsymbol{\xi}^{\prime}(t)\right]^{2} \Delta R^{i_{1}}\left(t, \boldsymbol{\xi}^{\prime}\right) \Delta R^{i_{2}}\left(t, \boldsymbol{\xi}^{\prime}\right) \Delta R^{i_{3}}\left(t, \boldsymbol{\xi}^{\prime}\right) \Delta R^{i_{4}}\left(t, \boldsymbol{\xi}^{\prime}\right) \cdots \Delta R^{i_{2 n-1}}\left(t, \boldsymbol{\xi}^{\prime}\right)\right\rangle_{0}=0,  \tag{E6}\\
\left\langle\left[\boldsymbol{\xi}^{\prime}(t)\right]^{2} \Delta R^{i_{1}}\left(t, \boldsymbol{\xi}^{\prime}\right) \Delta R^{i_{2}}\left(t, \boldsymbol{\xi}^{\prime}\right) \cdots \Delta R^{i_{2 n}}\left(t, \boldsymbol{\xi}^{\prime}\right)\right\rangle_{0}=\left\langle\left[\boldsymbol{\xi}^{\prime}(t)\right]^{2}\right\rangle_{0}\left\langle\Delta R^{i_{1}}\left(t, \boldsymbol{\xi}^{\prime}\right) \Delta R^{i_{2}}\left(t, \boldsymbol{\xi}^{\prime}\right) \cdots \Delta R^{i_{2 n}}\left(t, \boldsymbol{\xi}^{\prime}\right)\right\rangle_{0}, \tag{E7}
\end{gather*}
$$

we arrive at

$$
\begin{align*}
F\left(\boldsymbol{x}, \boldsymbol{X}, \boldsymbol{p}_{0}\right) & =\exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}\right\}\left[1+\int_{t_{0}}^{t_{f}} \mathrm{~d} t\left[\frac{\hat{q}_{0} \delta(t-t)}{\hat{q}_{0}}-\frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}-\frac{1}{\epsilon}\right]\left\langle f\left(\boldsymbol{R}\left(t, \boldsymbol{\xi}^{\prime}(t)\right)\right\rangle_{0}\right]\right. \\
& =\exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}\right\}\left[1-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}\left\langle f\left(\boldsymbol{R}\left(t, \boldsymbol{\xi}^{\prime}(t)\right)\right\rangle_{0}+\sum_{k=1}^{N-1} \delta_{k k}-\sum_{k=1}^{N-1} \epsilon \frac{1}{\epsilon}\right]\right. \\
& =\exp \left\{-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}\right\}\left[1-\int_{t_{0}}^{t_{f}} \mathrm{~d} t \frac{\hat{q}_{0}}{4} \boldsymbol{x}^{2}\left\langle f\left(\boldsymbol{R}\left(t, \boldsymbol{\xi}^{\prime}(t)\right)\right\rangle_{0}\right],\right. \tag{E8}
\end{align*}
$$

where we have used $\int \mathrm{d} x g(x) \delta\left(x-x^{\prime}\right)=g\left(x^{\prime} \equiv x_{i}\right)=\sum_{k=1}^{N-1} g\left(x_{k}\right) \delta_{k i}$ for a smooth function $g(x)$.
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