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Abstract: Single-pixel cameras use a single light sensor, combined with a projection of illumina-
tion patterns, to scan an object and reconstruct an image. In this report, the effect of the position
of the illumination system is studied, and a novel method for medical imaging is proposed using
single-pixel imaging.

I. INTRODUCTION

Conventional cameras, like those of smartphones,
use lenses to project an image on a two-dimensional ar-
ray of detectors, known as charge-coupled devices (CCD).
These detectors are sensitive to a certain range of elec-
tromagnetic radiation, generally visible light for common
photography.

Nowadays, a wide variety of sensors and lenses are
available at a competitive price, since they can cover
most of today’s photography needs. However, applica-
tions that need to work with radiation out of the visible,
like SWIR, IR, UV, or X-ray, have complex treatment
and require expensive lenses, complex illumination sys-
tems, and sensors in the desired wavelengths. It is in
these situations that single detectors excel over CCDs.
For instance, Atomic Force Microscope (AFM) is a clear
example of recovering high-resolution images with a sin-
gle sensor; the AFM uses a highly sensitive thin spike to
scan a material’s surface to recover an atomic-resolution
image. Therefore, the research for alternatives to reduce
cost and complexity such as single-pixel imaging tech-
niques is justified.

The objective of this thesis is to study how the il-
lumination system affects the reconstructions on single-
pixel cameras. The paper is structured as follows; sec-
tions 2 and 3 provide background information of single-
pixel techniques, section 4 presents the used hardware
and the experiment setup, section 5 explains how the ex-
periment was carried out, sections 6 and 7 contain the
results, the discussion, and the conclusions, and section
8 proposes future work on medical imaging.

II. PREVIOUS WORKS

The concept of single-pixel (SP) cameras was first
proposed in a dual photography paper published by Sen
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et al. in 2005 [1], in which an image was reconstructed
using a single photoresistor to detect backscattered light
from the structured illumination provided by a projec-
tor. One year later, in 2006, Candes & Tao published
a paper on compressive sampling [2], which aims to rep-
resent digital signals with fewer measurements than the
Nyquist-Shannon theorem suggests, describing a digital
image in fewer terms without compromising resolution.
In 2008, a paper combining both techniques was pub-
lished by Duarte et al. named ”Single-pixel imaging via
compressive sampling” [3], which would later become the
foundation for SP imaging techniques.

In the last decade, a handful of techniques have been
developed, offering imaging alternatives and novel meth-
ods out of the visible spectrum [10]. In the few months af-
ter Duarte’s paper, applications on Terahertz SP imaging
[4, 6] were already emerging, followed by SP implemen-
tation on X-ray diffraction [7], Telescopic Compressive
imaging [8], video recording using ML [9], and recently, in
2023, a novel technique using Single-Photon imaging [12].
Depending on the illumination-detection system these
techniques can be divided into two big groups: Structured
illumination (SI) is based on the projection of patterns
onto the object of interest, and Structured detection (SD)
spatially filters the light arriving at the detector. Both
systems reconstruct the image using a single detector,
however, it is SD systems that are commonly known as
single-pixel cameras, while SI systems are usually referred
to as Computational Ghost Imaging [5]. These last ones
correspond to this paper’s experiment, and they are also
capable of depth-perception thanks to the accurate mea-
surement of the signal’s time-of-flight.

III. SINGLE-PIXEL & COMPRESSIVE
IMAGING

Let’s get back to the AFM for a better understand-
ing: its sensor scans one position at a time, registering a
single value in each measurement. We can obviously fol-
low this process to recover an image, by illuminating one
position of a scene at a time, storing the pixel value of
each position with a single detector. In SP imaging, the
illumination is in the form of orthonormal patterns, and
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it can be mathematically represented by the weighted
sum of an orthonormal vector basis, where the vectors
Mi correspond to the illumination patterns and their co-
efficients αi to the measured intensities:

I =

N∑
i=1

αiMi (1)

Even though it is not applied in this experiment, it is
interesting to note that the vectors from a Fourier or
Walsh-Haddamard (WH) basis would have different pat-
tern weights, as in nature frequencies with different am-
plitudes, so that least relevant patterns can be spared.
This way, a fair reconstruction of the scene is recovered
within a margin of error, and fewer than N2 measure-
ments are needed to form an NxN image. This proce-
dure corresponds to the previously discussed compressive
sampling [2, 3] technique, but will not be used in this ex-
periment.

A. Walsh-Haddamard matrices

Following the Master’s thesis work from Libe López
[11], the Walsh-Haddamard (WH) set has been used for
the projection of patterns, which correspond to the vector
basis. A mathematical explanation follows:

A 2k-order Haddamard matrix H2k can be obtained
by iterating the following Kronecker product:

H2k =

(
1 1
1 −1

)
⊗H2k−1 =

(
H2k−1 H2k−1

H2k−1 −H2k−1

)
(2)

A 2k-order Walsh-Haddamard base of 2D matrices is ob-
tained from the Haddamard H2k matrix by crossing its
rows and columns, which contain Walsh functions, as
seen in Figure 1 (b). Walsh functions are binary 1D or-
thonormal vectors characterized by their sequence, which
is the number of changes from 1 to -1 (purple to yellow).

(a) (b) (c)

FIG. 1: (a) is the Haddamard matrix H8, (b) is the
same matrix ordered in ascending sequence (left to

right), and (c) is the WH matrix obtained by crossing
the 2nd row with the 8th column of the H8 matrix (b),
which are the Walsh functions with sequence 1 and 7,
respectively. Purple squares have value -1 and yellow

squares have value +1.

IV. EXPERIMENT SETUP

In the experiment, a projector is used to illuminate
the scene, and a digital camera to measure light inten-
sity. The process is governed through a Python script,
with the projector and camera connected by HDMI and
USB to the computer, respectively. Though the project
originally used a Pi Camera attached to a Raspberry Pi
connected by WiFi, it was later replaced by an IDS cam-
era connected by cable for speed reasons. The different
setups of the experiment are shown in Figure 2 and a
description of the hardware is provided below.

(a) (b) (c)

FIG. 2: Top views of the three setup variations of the
experiment: (a) shows a direct observation for different
setups (Notice the different positions of the camera on
the translucent images), (b) shows the sketch for the
indirect observation, and (c) depicts the observation

through turbid media.

Projector: A JAVODA P8 Mini DLP commercial
projector has been used. In the SP imaging scheme, it
plays the role of the light source and the spatial modu-
lator. It provides a 100-lumen 1080p video projection at
60 fps, in the visible spectrum.

Sensor: The initial WiFi variant of the experiment
featured a Raspberry Pi Zero 2 W to control a Pi Cam-
era Module 2 sensor and send data through WiFi. This
connection comes, however, with the need for a server to
host the communication, and unpredictable time delays
on data transfer, which is inconvenient for high-speed
conditions. With this sensor, a maximum of 5 fps were
achieved, above which the reconstructions were messed
up by desynchronization problems.

Synchronization is an important aspect, since mea-
surement time rapidly grows with resolution, and high-
speed operating systems are required. In the final ver-
sion of the experiment, an IDS Imaging U3-3270LE-M-
GL sensor is used, since it can provide a stable 30 mea-
sures per second and the setup is much simpler. The
sensor also features an API, which allows the computer
to control it directly through USB 3, without the need
for Raspberry Pi or a hosting server.

Lens: A Raspberry Pi lens model SC0123 is at-
tached to the senor’s chassis (Both cameras support the
C-mount of the lens). Even though a lens is not strictly
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needed, it helps to regulate the direction and intensity of
the rays arriving at the sensor.

Conroller: For both options (wifi/cable), the
camera-projector system is controlled by a Python script,
which can be found at this GitHub directory and the li-
braries used are: PiCamera for the Raspberry Pi with
WiFi, IDS camera interface for the USB camera API,
and OpenCV for the matrix projection. The code also
creates WH matrices as they are shown, so that there is
no need to store them in any computer files.

V. EXPERIMENTAL PROCEDURE

The objective of the experiment is to study how the
position of the illumination system affects the formation
of images on the structured illumination (SI) [5] scheme.
However, this experiment deviates from state-of-the-art
SI techniques; these tend to use Digital Micro-mirror De-
vices (DMD) to reflect the incoming light of a pulsed
laser, which allow for modulating the phase of the re-
flected wave to project ±1 values simultaneously. In this
case, the projector only allows for amplitude modulation
(and so does the sensor), which means that the values
that it will be showing are either 1 (white light) or 0 (no
light). To show -1 values the ±1 matrices are projected
separately, illuminating, for example, where the yellow
squares are on Figure 1 (c) and then where the purple
ones are. However, this doubles the number of patterns
shown, and for a NxN reconstruction, 2N2 measure-
ments have to be taken.

Therefore, it is important to synchronize each mea-
sure with its projection, and that is no easy task at high
speed. For every intensity measure, the code sends the
projector the (i,j) WH matrix and retrieves the last frame
from the camera buffer, approximately at the same time.
Then, an average of the image taken is computed, and
multiplied by the projected pattern, as in equation 1.
However, a delay from the camera with respect to the
projector was noticed when testing the code, wrongly
correlating values. Hence, a correction value ”delay” has
been added to the multiplication procedure, to line up
the multiplication of every matrix with its back-scattered
intensity.

VI. RESULTS AND DISCUSSION

A. Resolution and speed

For the first reconstructions, different image resolu-
tions were tested with the direct view setup (a) on Figure
2, with the camera aligned with the object and the pro-

jector. The results are shown in Figure 3. As observed,
the noise grows with the spatial resolution, and it seems
to be concentrated on the lower part of the image. This
is because the set of WH matrices shown changes faster
on the lower parts, which can be solved by decreasing a
bit the acquisition speed.

(a) 16x16 (b) 32x32 (c) 64x64

FIG. 3: Gray-scale reconstructions with the direct view
setup (Figure 2-a opaque camera). The 16x16 image
took 30 seconds to reconstruct, the 32x32 took 2
minutes, and the 64x64 took 8 minutes (approx).

Indeed, capture time is related to resolution, and it
is expressed through equation 3.

t = α · 2N
2

fps
(3)

Where t is the capture time, N is the resolution (in pix-
els), fps stands for ”frames per second”, α > 1 is an adi-
mensional factor that reflects the overall delay induced
in the measurements by the hardware, which is α = 1.8
for this particular setup, and the multiplying factor 2
accounts for the separate projection of ±1 matrices,

B. Camera displacement

To test the dependence of the camera position, dif-
ferent angles of the camera-projector were tested, as seen
in Figure 2 (a) with the transparent cameras. The results
are presented in Figure 4.

In the reconstructions, it seems that the illumina-
tion comes from the camera, while the perspective re-
mains the same. This is expected from eq 1, since the
the camera gathers more intensity from the parts that it
is directly seeing, while the position of the WH projec-
tions remains constant. The most interesting example is
the 90º case (Figure 4-f ) since, even if the camera isn’t
able to directly see parts of the object, it effectively re-
constructs them. This phenomenon is explained by the
reflection of these hidden areas on parts that the camera
is seeing, which then contribute to the total intensity,
giving information about out-of-sight parts through the
weighting of WH matrices.
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(a) 0º (b) 15º (c) 30º

(d) 45º (e) 60º (f) 90º

FIG. 4: 64x64 reconstructions for different angles, with
the camera displacement setup (Figure 2-a translucent

cameras).

C. Scattering

To test the reconstructions of images without di-
rectly receiving light from the object, two setups were
tested, receiving the reflected light of the object on a wall
nearby and a close ceiling, at 10cm and 20cm from the
object, respectively. The wall-reflection setup is schemed
in Figure 2 (b), the ceiling-reflection setup is similar, but
the camera points at at a ceiling over the object. Both
reconstructions are shown in Figure 5.

(a) (b)

FIG. 5: 64x64 reconstructions with the camera pointing
at a nearby wall (a), and a close ceiling (b). With the

reflection setup shown in Figure 2-b.

The object is now completely hidden from the cam-
era, yet, the object can be imaged. Both reconstructions
seem to be illuminated from the surfaces that the camera
is pointed to, but the perspective is, still, that of the pro-
jector. This is explained by the same phenomenon that
allows hidden parts of the object to be imaged in Fig-
ure 4-f. On the other side, intensity and contrast have
also decayed since the camera is just registering a small
part of the scattered light from the object, and the SNR
(Signal-to-Noise Ratio) is lower. This effect is even more

significant in the ceiling case (b) because the reflecting
surface is further from the object.

D. Attenuation

To conclude the study, attenuation effects are tested
by reconstructing images that are illuminated through
transparent water and through a turbid media (water
with a few drops of milk) with the aquarium setup (Fig-
ure 2-c). Images taken directly with the camera and with
the SP technique are shown in Figure 6 for comparison.

(a) (b) (c)

(d) (e) (f)

FIG. 6: The first row (a,b,c) corresponds to transparent
water and the second row (d,e,f) to turbid media. The
first column (a,d) corresponds to downscaled images

taken directly with the camera at 0º, (b,e) to
downscaled images taken directly by the camera at 80º,
and (c,f) to SP reconstructions taken from the positions
of (b,e), taken also at 80º. All the images are 64x64.

On the one hand, images taken from the front, at 0º,
are severely affected by reflection on the glass walls and
dispersion, note that the one taken in turbid media (d) is
almost indiscernible. On the other hand, SP reconstruc-
tions taken from the side, at 80º, did a fairly good job,
and the object is discernible in both cases (c,f). How-
ever, a photo taken from that same position has better
contrast (b,e).

VII. CONCLUSIONS

On the one hand, capture times are predicted by
equation 3, but the current setup is not fast enough for
it to have a useful application. On the other side, SP
cameras have proven to be an alternative to CCDs in
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FIG. 7: Example of SP imaging of a kidney. This is a
draft; the detector and projector would need more

complex setups.

certain scenarios, where the object is out of sight, but
direct illumination of the object is possible. Reconstruc-
tions in SP imaging have been demonstrated to present
the perspective of the projector and the illumination from
the detection point. This could have implications in the
automotive industry, where self-driving cars are taking
the spot, and all kinds of detection systems have to be
considered.

VIII. FUTURE WORK

Also, attenuation through turbid media could be
of relevance in situations where detection can be carried
closer to the object of interest than the illumination sys-
tem. For example in medical imaging, SP applications
could have some advantages over the actual imaging tech-
niques (PET, SPECT, X-ray) that work with frequencies
out of the visible. Some advantages could include cheaper
equipment because of the single detector reduced cost,
and a lower dose per projected matrix because of the frac-
tionation nature of SP imaging. In Figure 7 a proposed
example is given: a kidney is imaged with SP techniques,
and an image from the projector’s perspective would be
obtained.
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