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Abstract

The main goal of this thesis is to perform a detailed introduction to credit risk modelling and then
apply it to do a theoretical study of one particular reduced-form model of credit risk.

The first part of this thesis is aimed to understand what credit risk is (illustrating this concept
with some basic examples of credit-risk sensitive financial instruments) and to build an abstract
mathematical setting under which we can model and price credit-risk sensitive instruments. In this
sense, we present the well-known risk-neutral valuation formula and we discuss its validity.

The second part of this thesis is an exposition of the two main approaches to model credit risk: the
structural approach and the reduced-form approach. We focus on the advantages and disadvantages
of each approach and we present some particular models. We also derive one useful rewrite of the
risk-neutral valuation formula under the reduced-form approach and we apply it to price a credit
default swap.

The last part of this thesis is focused on studying the reduced-form model built in the article
[2] in order to develop pricing formulas for the so-called contingent convertible bonds or CoCos. Our
purpose is to describe this model by adapting it to the abstract setting and notations established
in the first two parts of this thesis, to complete the proofs given in [2] by developing those details
which are left to the reader and to explain how this model can be implemented in practice.
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1 Introduction

Modern financial instruments can be very complex products involving several kinds of risks. In most
mathematical models, the valuation of these instruments is done by modelling the different types of risk
which these instruments are subject to. For this reason, risk valuation and management is an essential
issue in mathematical finance. One of the most studied types of risk in mathematical literature is market
risk, which is the risk that arises from fluctuations in some market variables, such as assets prices and
volatility. However, many financial contracts are also subject to the possibility of default or decline in
the creditworthiness of a counterparty, so the proper valuation of these contracts should also take into
account this possibility, which is known as credit risk.

In this thesis we are going to do a deep introduction to credit risk in which we will start present-
ing some mathematical and financial background that is needed to understand this topic, then we will
study the main mathematical approaches to model credit risk, and finally we shall focus on the problem
of pricing some popular credit-risk sensitive financial instruments under one specific model.

Chapter 2 provides an introduction to the area of credit risk modelling, where we start explaining
the concept of credit risk with the help of two basic financial instruments: corporate bonds and credit
default swaps. After this, we present some probability theory about general stochastic integration in
order to describe the abstract setting used by several quantitative models to price credit-risk sensitive
instruments. We also make here a comparison between the two main approaches to model credit risk:
the structural approach and the reduced-form approach.

Chapter 3 deals with the structural approach for credit risk modelling. We describe the simplest
classic structural models developed by Merton and Black and Cox and we develop pricing formulas for
a corporate zero-coupon bond under the original Merton’s model. We also mention how to extend these
models and we highlight the drawbacks of this approach.

Chapter 4 deals with the reduced-form approach for credit risk modelling. We explain here the main
ideas of reduced-form models, distinguishing two different approaches (the hazard process approach and
the martingale approach) and commenting the advantages and disadvantages of these models. This
chapter is specially focused on the hazard process approach, under which we develop pricing formulas
for credit-risk sensitive instruments and we apply them to the particular case of a credit default swap.

Chapter 5 is devoted to study one particular reduced-form model (developed in [2]) for pricing some
popular credit-risk sensitive instruments called contingent convertible bonds or CoCos. We first do an
introduction about these instruments and a complete description of the model, and then we develop
pricing formulas for CoCos and also formulas to calibrate the model with market prices of traded credit
default swaps.

In Chapter 6 we summarize the most important results obtained throughout this thesis and we comment
some relevant conclusions inferred from these results, along with some continuity proposals for future
deeper research on this topic.
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Chapter 2 is based on [1] for all the financial theory and it is based on [3] and [8] for all the prob-
ability concepts and results about stochastic integration. We refer to [1] and [4] for more information
about the theory developed in Chapters 3 and 4. Chapter 5 is mainly based on [2]. Finally, we also
recommend [5] for the readers interested in a credit risk book with a good balance between theory and
practice and several examples.

2



2 Introduction to credit risk modelling

As we commented in the previous introduction, credit risk is an important issue to bear in mind for a
proper valuation of several financial instruments. This thesis will be devoted to one particular form of
credit risk, which is default risk. In a financial contract, default risk stands for the possibility that a
counterparty will not fulfil a contractual commitment and will default on their liabilities.

In this chapter, we will start introducing two basic credit-risk sensitive instruments that we shall study
later in this text: corporate bonds and credit default swaps. After this, we will present the mathematical
framework for credit risk modelling in most quantitative models, including some of the hypothesis and
the notation we shall use in the following chapters. We will conclude this chapter with a summary of
the two main classes of quantitative models: structural models and reduced-form models.

2.1 Corporate bonds

Bonds are debt instruments issued by a corporation or a government. More specifically, a bond is a
contract between two parties in which the issuer or debtor commits to make regular specified payments
(also called coupons) to the holder or creditor until this contract matures. When this happens, the
issuer makes a final bigger cash payment, whose amount is usually known as the face value or par value
of the bond.

Consider a bond with face value L > 0 which matures at time T = Tn > 0 and pays coupons
c1, . . . , cn ≥ 0 at times 0 < T1 < · · · < Tn = T respectively. Then, the cash flows received by the
holder over the lifetime of the bond are

n∑
i=1

ci · 1{Ti}(t) + L · 1{T}(t), t ∈ [0, T ] (2.1)

If a bond does not pay any coupon (only the face value), then we call it a zero-coupon bond.

Of course, the previous concept of bond implies a positive profit without risk for the holder of a bond.
Thus, in any viable market (without arbitrage opportunities), the holder must pay a specified fee to
the issuer when the bond is settled. Therefore, a bond can be seen as a loan made by the holder to
the issuer in exchange for the commitment of the issuer to return the debt to the holder in a specified
future time with some specified interests.

As it happens with most loans, the creditor pays the initial amount of money and then, all the re-
sponsibilities fall on the debtor, since he/she must make sure to make all the specified payments to the
creditor at the future specified dates. Hence, the previous idea of bond is just an idealization of the real
world, because the issuer of a bond might default on its payments at some future date.

Bonds issued by a government (usually called Treasury bonds) are considered to be pretty secure,
in the sense that the possibility of default is negligible. For this reason, these bonds are also known as
default-free bonds or risk-free bonds, although the holders of these bonds are exposed to the market risk,
of course. Nevertheless, bonds issued by a corporation (usually called corporate bonds) are considered to
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be prone to the possibility of default to a greater or lesser extent, depending on several factors, such as
the value and the creditworthiness of the firm. For this reason, these bonds are also known as defaultable
bonds or risky bonds.

Under these considerations, corporate bonds are subject to the default risk, so the specification of
the cash flows received by the holder of such a bond is more difficult than the one done in (2.1) for
risk-free bonds. In order to model these cash flows, we need to answer two important questions:

• Will the firm default on their liabilities? If so, when will it happen?

• What would happen if a default occurs?

All credit risk models try to find a good answer to the first question, which has to do with how the
default event is modeled. All the models we shall study in this thesis define a non-negative random
variable τ , known as the default time of the bond, which models the time at which the default will
happen. Of course, there are many ways of modelling τ , since this variable might depend on several
different variables, such as the value and solvency of the firm, other econometric variables of the firm
and even some exogenous factors. In Chapters 3 and 4, we shall study the two most popular approaches
for the modelling of a default time.

Regarding the second question, typically if a default occurs, then the issuer stops making coupon pay-
ments from that moment, and the final payment of the face value at maturity is replaced by a payment
of a smaller amount, which we will refer to as the recovery payment. The specifications of the amount
paid with the recovery payment and how this payment is performed are usually known as the recovery
rules of the bond. The recovery rules of a bond are not specified in the contract, so they are not known
a priori. Hence, these rules must be modeled (like the default time τ).

In several models, the recovery payment is assumed to be a fraction δ ∈ [0, 1) of the face value of
the bond, where δ is called the recovery rate, and the payment is assumed to be made at time of de-
fault or at the maturity date. However, the modelling of recovery rules can become far more complicated.

To sum up, when a bond is considered to be subject to the risk of default (which is the case of a
corporate bond), we need to add two important elements to our model: the default time and the re-
covery rules. Consider a corporate bond with face value L > 0 which matures at time T = Tn > 0 and
pays coupons c1, . . . , cn ≥ 0 at times 0 < T1 < · · · < Tn = T respectively. Let us denote by τ and δ the
default time and the recovery rate of the bond respectively. Then,

• If the recovery payment is assumed to be made at time of default, the cash flows received by the
holder over the lifetime of the bond are

n∑
i=1

ci · 1{τ>Ti} · 1{Ti}(t) + L · 1{τ>T} · 1{T}(t) + δL · 1{τ≤T} · 1{τ}(t), t ∈ [0, T ] (2.2)

• If the recovery payment is assumed to be made at the maturity date, the cash flows received by
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the holder over the lifetime of the bond are

n∑
i=1

ci · 1{τ>Ti} · 1{Ti}(t) +
(
L · 1{τ>T} + δL · 1{τ≤T}

)
· 1{T}(t), t ∈ [0, T ]

In this text, we shall focus on the case of a recovery payment of δL at time of default. This recovery
scheme is usually called fractional recovery of par value.

The knowledge of the cash flows of a defaultable bond will be useful later to price these instruments.
If we compare (2.1) and (2.2), we can see that an investor will make a higher or equal profit (higher
with positive probability) holding a default-free bond rather than a defaultable bond. For this reason,
in practice, defaultable bonds are issued either with a smaller initial fee or with greater coupons than
default-free bonds, in order to compensate the investor for the default risk. As a result, the rate of
return obtained by the holder of a defaultable bond is larger than the one obtained with an equivalent
default-free bond. The difference between these returns is called the credit spread, and it is an important
element in many credit risk models to price defaultable bonds.

2.2 Credit Default Swaps (CDS’s)

In the previous section, we have seen that corporate bonds are instruments which are usually subject
to the risk of default. Just as there exist derivatives in order to mitigate the market risk attached to
the underlying asset (for instance, an European stock option), there also exist derivatives that aim to
mitigate the credit risk attached to the underlying asset. These instruments are called credit derivatives
and their underlying asset is a credit-risk sensitive instrument, such as a defaultable bond. As expected,
credit derivatives derive its value from the performance of the underlying asset.

In this text, we shall focus on a particular type of credit derivatives: credit default swaps (CDS’s).
A credit default swap is a credit derivative that offer protection (over a specified time interval) against
the default risk of a defaultable bond. More specifically, given a defaultable bond issued by a reference
entity, a CDS on that bond is a contract between two parties in which the protection buyer commits to
make regular specified payments to the protection seller and, in exchange, in case the reference entity
defaults on its liabilities with regard to the issued bond, the protection buyer stops making payments
and the protection seller commits to give a payoff to the protection buyer.

The underlying asset of a CDS is the bond issued by the reference entity. As we can imagine, if
the holder of the bond and the protection buyer of the CDS are the same person, then the CDS works
as an insurance that protects this investor against the default risk of the bond. Nevertheless, in prac-
tice, the protection buyer of a CDS does not need to be the holder of the underlying bond, unlike what
happens with a traditional insurance.

Of course, in addition to the default risk attached to the underlying bond, a CDS is also subject to the
risk that one of the counterparties defaults on their corresponding payments. However, in practice, this
risk has a small impact on the valuation of CDS’s, so we will neglect it and we shall only consider the
default risk associated to the reference entity.
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Consider a defaultable bond with face value L > 0 and maturity date U > 0 and let us denote by
τ and δ the default time and the recovery rate of the bond respectively (remember that we always
assume fractional recovery of par value). Now, consider a CDS on this bond giving protection until time
T = Tn ≤ U and with payment dates 0 < T1 < · · · < Tn = T . The usual conventions about all the
payments (the ones we shall adopt) are the following:

• The protection buyer will have to make a cash payment of κL(Ti − Ti−1) at time Ti if no default
has happened yet, for i = 1, . . . , n (with the convention T0 = 0). Here, κ is the spread of the CDS,
a parameter which is specified in the contract and it is taken so that the initial value of the CDS
is 0.

• The protection seller will have to make a cash payment at time of default (τ) if it happens at
time Tn or before. The aim of this payment is to cover the loss caused to the holder of the bond
because of the default, so the payment made by the protection seller is usually the face value L of
the bond minus the value of the bond at time of default. Hence, since we are assuming a fractional
recovery of par value scheme, this payment must be (1− δ)L.

Therefore, the cash flows of the CDS over the protection time interval from the point of view of the
protection buyer are

(1− δ)L · 1{τ≤T} · 1{τ}(t)−
n∑

i=1

κL(Ti − Ti−1) · 1{τ>Ti} · 1{Ti}(t), t ∈ [0, T ] (2.3)

Notice that in case of default, a CDS covers the loss of the face value of the bond, but it does not cover
the coupons lost at all. Let us also remark that, for the sake of simplicity, we are omitting the accrued
interest rate payment: an extra cash payment of κL(τ − Tβ(τ)) made by the protection buyer at time
of default (in case of default), where β(τ) = i− 1 if Ti−1 ≤ τ < Ti.

2.3 General framework for credit risk modelling

In the previous sections, we have studied two important default-risk sensitive instruments: corporate
bonds and credit default swaps. Now, we are going to present the abstract setting used by several
quantitative models for the valuation of general default-risk sensitive instruments, assuming that we
already have a model for the default time τ . Finally, we shall briefly discuss the main approaches to
model this random variable τ , which will be the main topic of Chapters 3 and 4.

2.3.1 General stochastic integration with respect to a semimartingale

In the following sections and chapters we will often work with stochastic integrals with respect to
stochastic processes which are not the Brownian motion, but more general processes. Thus, we are
going to do now an introduction about which types of integrals we might come across later.

As usual, (Ω,F ,P,F) shall denote the filtered probability space where all the processes we will con-
sider are defined, where F = (Ft)t≥0 is a filtration in (Ω,F). First of all, let us define a new class of
processes:
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Definition 2.3.1 (Semimartingale). An adapted càdlàg stochastic process Y is a semimartingale if
it can be descomposed as

Yt = Y0 +Mt +At, t ≥ 0

where M is a local martingale, A is a finite variation process and M0 = A0 = 0.

Remember that a finite variation process is a stochastic process whose paths are functions of bounded
variation on each compact interval of [0,∞) a.s. From now on, we shall assume that a finite variation
process is automatically adapted and càdlàg, since we will only work with adapted càdlàg processes. We
shall also assume that a local martingale is automatically càdlàg (and adapted, by definition). Then, it
follows from the previous definition that every finite variation process and every local martingale is a
semimartingale.

Throughout this text, we shall work with 3 types of stochastic integrals:

1. The integral of an adapted process X whose paths are bounded on each compact interval of [0,∞)

a.s, with respect to a finite variation process Y .

2. The integral of an adapted càglàd (left continuous with right limits) process X with respect to a
semimartingale Y .

3. The integral of a bounded predictable process X with respect to a semimartingale Y .

The first integral can be defined path by path as a Lebesgue-Stieltjes integral, because the integrator
has finite variation and the integrand has bounded paths on compact intervals. Notice that this integral
is well defined for càdlàg (resp. càglàd) integrands, since it is known that càdlàg (resp. càglàd) functions
are bounded on compact intervals.

The construction of the second integral can be found in detail in [8]. An important result (see [8],
Chapter II, Section 5, Theorem 17) is that this integral coincides with the first integral if the integrator
is a finite variation process.

The last type of integral is an extension of the second type, which is also developed in [8]. We will
not spent time defining the concept of predictability of a stochastic process, but the only thing we
need to bear in mind is that every adapted process with càglàd paths is predictable. Furthermore, as
expected, any process defined by a deterministic Borel-measurable function is predictable. As expected,
this integral also coincides with the first one for finite variation integrators (see [8], Chapter IV, Section
2, Theorem 20).

All these integrals are linear, as desired, and the first integral satisfies the following properties, which
we will not prove, because they are well-known results of the Lebesgue-Stieltjes integral:

Proposition 2.3.2. Let Y be a finite variation process and let X and Z be adapted càdlàg processes.
If we define the integral process I =

(
It :=

∫ t

0
XudYu, t ≥ 0

)
, then

1. I is a finite variation process.

2.
∫ t

0
ZudIu =

∫ t

0
ZuXudYu (Associativity).
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3. If Y is continuous (has continuous paths), then I is continuous.

4. If X and Y are bounded and Y is either increasing or decreasing, then I is bounded.

Now, we are going to prove one version of the integration by parts formula that we shall use later.
Before this, let us introduce the concept of quadratic covariation of two semimartingales:

Definition 2.3.3 (Quadratic covariation). Let X and Y be semimartingales. The quadratic covari-
ation of X and Y is the stochastic process [X,Y ] = ([X,Y ]t, t ≥ 0) defined by

[X,Y ]t := XtYt −X0Y0 −
∫ t

0

Xu−dYu −
∫ t

0

Yu−dXu, t ≥ 0

where Xt− = lims↗t Xs and Yt− = lims↗t Ys for every t > 0, with the convention X0− = X0 and
Y0− = Y0.

In the previous definition, notice that X and Y are semimartingales (in particular, càdlàg processes),
so X− and Y− are thus well defined adapted càglàd processes. Therefore, the two integrals above are
well defined as integrals of the second type, so the previous definition makes sense.

From now on, given a semimartingale X, we will denote by ∆X = X −X− the jump process of X. It is
known that a càdlàg function has at most countably many jumps, so each path of ∆X = X −X− has a
finite or countable support a.s. Moreover, since X is càdlàg, we know that each path of ∆X = X −X−

is bounded on compact intervals a.s.

We refer to [8] (see Chapter II, Section 6, Theorem 28) for the proof of the following Lemma:

Lemma 2.3.4. Let X be a semimartingale and let Y be a finite variation process. Then,

[X,Y ]t =
∑

0<s≤t

∆Xs∆Ys, t ≥ 0

where the previous sum is at most countable for each ω ∈ Ω.

Finally, let us state and prove a useful version of the integration by parts formula:

Theorem 2.3.5 (Integration by parts (I)). Let X be a semimartingale and let Y be a finite variation
process. Then,

XtYt = X0Y0 +

∫ t

0

XudYu +

∫ t

0

Yu−dXu, t ≥ 0

Before proving this formula, let us stress that the first (resp. second) integral above is well defined as
an integral of the first (resp. second) type.

Proof. First of all, combining Definition 2.3.3 and Lemma 2.3.4, we obtain

XtYt = X0Y0 +

∫ t

0

Xu−dYu +

∫ t

0

Yu−dXu +
∑

0<s≤t

∆Xs∆Ys, t ≥ 0 (2.4)

Notice that the first integral in the previous equation can be thought as an integral of the first type or
an integral of the second type, because Y is a finite variation process.

8



We have argued before that each path of the process ∆X has a finite or countable support and is
bounded on compact intervals a.s. Thus, given t ≥ 0, the integral

∫ t

0
∆XudYu is well defined path

by path as a Lebesgue-Stieltjes integral. Furthermore, if we fix ω ∈ Ω and we let S be the (finite or
countable) support of the function ∆X(ω), then∫ t

0

∆Xu(ω)dYu(ω) =

∫ t

0

∑
s∈S

∆Xs(ω)1{s}(u)dYu(ω) =
∑
s∈S

∆Xs(ω)

∫ t

0

1{s}(u)dYu(ω) =

=
∑
s∈S
s≤t

∆Xs(ω)∆Ys(ω)

where the commutation of the sum with the integral sign in the second equality can be justified applying
the Dominated convergence theorem (and using Lemma 2.3.4). Hence, it follows that∫ t

0

∆XudYu =
∑

0<s≤t

∆Xs∆Ys, t ≥ 0 (2.5)

so combining (2.4) and (2.5) we conclude that

XtYt = X0Y0 +

∫ t

0

Xu−dYu +

∫ t

0

Yu−dXu +
∑

0<s≤t

∆Xs∆Ys =

= X0Y0 +

∫ t

0

Xu−dYu +

∫ t

0

Yu−dXu +

∫ t

0

∆XudYu =

= X0Y0 +

∫ t

0

(Xu− +∆Xu) dYu +

∫ t

0

Yu−dXu =

= X0Y0 +

∫ t

0

XudYu +

∫ t

0

Yu−dXu

as we wanted to prove.

There is another useful version of the integration by parts formula that we are going to present without
proving it. The proof can be found in [3] (see Chapter I, Proposition 4.49).

Theorem 2.3.6 (Integration by parts (II)). Let X be a semimartingale and let Y be a bounded
predictable finite variation process. Then,

XtYt = X0Y0 +

∫ t

0

Xu−dYu +

∫ t

0

YudXu, t ≥ 0

Let us notice that the first (resp. second) integral above is well defined as an integral of the first (resp.
third) type. Actually, the boundedness of Y is not needed for the previous result to hold, but this
restriction will be enough for our purposes.

Before concluding this introduction to general stochastic integration and returning to the valuation
of default-risk sensitive instruments, we are going to present one version of the Girsanov theorem for
martingales, which tells how a martingale changes under a change of probability. This theorem will be
useful in Chapter 5 to price CoCo bonds.
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We shall start presenting some preliminary concepts and properties:

Definition 2.3.7. The space H2 is defined as the class of all the square-integrable martingales, that is,
all the martingales X such that supt∈R+ EP

(
X2

t

)
< ∞.

We can also define the extended class H2
loc of all the locally square-integrable martingales (and then,

H2 ⊂ H2
loc), but we will restrict our research to the martingales in H2. We refer to [8] (see Chapter IV,

Section 2, Theorem 11) for the following important result:

Proposition 2.3.8. If X is a bounded predictable process and Y ∈ H2, then the stochastic process
I =

(
It :=

∫ t

0
XudYu, t ≥ 0

)
is a martingale belonging to H2.

Now, let us define the predictable quadratic covariation of two locally square-integrable martingales,
which is closely related to the concept of quadratic covariation of two semimartingales:

Definition 2.3.9 (Predictable quadratic covariation). Given X,Y ∈ H2
loc, the predictable quadratic

covariation of X and Y is the only (up to a null probability set) predictable finite variation process ⟨X,Y ⟩
with initial value 0 and such that XY − ⟨X,Y ⟩ is a local martingale.

The existence and uniqueness of ⟨X,Y ⟩ is proved in [3] (see Chapter I, Theorem 4.2), so the previous
definition makes sense. We also refer to [3] (see Chapter I, Theorem 4.2 and Proposition 4.50) for the
proof of the following result:

Proposition 2.3.10. If X,Y ∈ H2, then the processes XY −⟨X,Y ⟩, XY − [X,Y ] and [X,Y ]−⟨X,Y ⟩
are martingales.

Now, imagine that we build in the filtered space (Ω,F ,F) a new probability Q defined by

Q(A) := EP

(
1AZ̃

)
, A ∈ F (2.6)

where Z̃ is some non-negative random variable such that EP(Z̃) = 1. Then, Q is a well defined probabil-
ity such that Q << P (that is, Q is absolutely continuous with respect to P) and Z̃ is the Radon-Nikodym
derivative of Q with respect to P (Z̃ = dQ/dP). Actually, given two probabilities P and Q defined in
(Ω,F ,F) and such that Q << P, it follows from Radon-Nikodym theorem that there exists a unique
random variable Z̃ ≥ 0 with EP(Z̃) = 1 satisfying (2.6).

Let us consider the density process Z = (Zt, t ≥ 0), which is defined as

Zt := EP

(
dQ
dP

∣∣∣∣ Ft

)
= EP

(
Z̃
∣∣∣ Ft

)
t ≥ 0 (2.7)

The following proposition collects some well-known properties of the density process Z:

Proposition 2.3.11. Let X be an adapted càdlàg process. Let Y be an Ft-measurable random variable
for some t ≥ 0, which is either bounded or Q-integrable. Then, the following properties hold:

1. Z is a martingale under P.

2. For every s ∈ [0, t], EQ (Y | Fs) =
1
Zs

EP (Y Zt | Fs) (Abstract Bayes’ rule).
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3. XZ is a martingale under P if and only if X is a martingale under Q.

We are ready to prove the following version of the Girsanov theorem for martingales:

Theorem 2.3.12 (Girsanov theorem for martingales). Assume that P and Q are two probabilities
defined in the filtered space (Ω,F ,F) such that Q << P and let Z be the density process given by (2.7). Let
X be a martingale under P with X0 = 0 and assume that X,Z ∈ H2. Then, the process A = (At, t ≥ 0)

given by

At =

∫ t

0

1

Zu−
d ⟨X,Z⟩u t ≥ 0

is Q-a.s. well defined and it is a finite variation process. Moreover, if A is predictable and bounded,
then the process X̃ = X −A is a martingale under Q.

Proof. First of all, since X,Z ∈ H2, we know from Definition 2.3.9 that ⟨X,Z⟩ is a well defined finite
variation process. Hence, since Z− is an adapted càglàd process (because Z is a martingale), we know
that the process A is well defined path by path as a Lebesgue-Stieltjes integral (and then, A is a finite
variation process) as long as there are no vanishing problems with Z−. It can be seen that there are
no such vanishing problems and A is a Q-a.s. well defined finite variation process with A0 = 0 (see [3],
Chapter III, Theorem 3.11).

Now, let us assume that A is predictable and bounded. On the one hand, since X,Z ∈ H2, it fol-
lows from Proposition 2.3.10 that XZ − ⟨X,Z⟩ is a martingale under P. On the other hand, since Z

is a semimartingale under P (because it is a martingale under P) and A is a bounded predictable finite
variation process with A0 = 0, we know from Theorem 2.3.6 (integration by parts (II)) that

AtZt =

∫ t

0

Zu−dAu +

∫ t

0

AudZu =

∫ t

0

Zu−
1

Zu−
d ⟨X,Z⟩u +

∫ t

0

AudZu =

= ⟨X,Z⟩t +
∫ t

0

AudZu, t ≥ 0

where in the second equality we have applied the definition of A and the associativity of the Lebesgue-
Stieltjes integral and the last equality follows from the fact that ⟨X,Z⟩0 = 0. Thus, we can write

AtZt − ⟨X,Z⟩t =
∫ t

0

AudZu, t ≥ 0

and we know from Theorem 2.3.8 that the process
(∫ t

0
AudZu, t ≥ 0

)
is a martingale, because Z ∈ H2

and A is predictable and bounded by hypothesis. Hence, it follows from the previous equation that
AZ − ⟨X,Z⟩ is a martingale under P.

Finally, consider the process X̃ = X − A. We have shown that XZ − ⟨X,Z⟩ and AZ − ⟨X,Z⟩ are
martingales under P, so the difference X̃Z = XZ −AZ is also a martingale under P, and therefore, we
conclude from Proposition 2.3.11 that X̃ is a martingale under Q, as we wanted to prove.

2.3.2 Defaultable claims

So far, we have introduced a couple of examples of default-risk sensitive instruments. However, in the
real market we can find a large amount of complex financial instruments which are subject to the risk of
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default, so we need a formal definition of a more general concept that encompasses all these instruments,
which is the concept of defaultable claim.

Let (Ω,F ,P) be the underlying probability space, endowed with some reference filtration F = (Ft)t≥0.
Here, P stands for the real-world probability and the filtration F will be assumed to represent the infor-
mation available through assets prices and other economic factors. Then, we formally define a defaultable
claim with maturity date T > 0 as a quintuplet (X,A, X̃, Z, τ), where:

• The promised contingent claim X is a random variable that represents the payoff received by the
owner/holder of the claim at the maturity date T if there is no default prior to or at time T .

• The promised dividends A is a process representing the stream of cash flows received by the holder
over the lifetime of the claim, prior to default.

• The recovery claim X̃ is a random variable which represents the recovery payoff received by the
holder of the claim at the maturity date T , if a default occurs before or at time T .

• The recovery process Z is a process representing the recovery payoff received by the holder of the
claim at time of default, if a default occurs prior to or at the maturity date T .

• The default time τ is a non-negative random variable which models the random time of default of
the claim.

The usual assumptions about these random objects that we shall make throughout this text are the
following:

• All the random objects introduced above satisfy suitable integrability conditions.

• The process Z is càdlàg and predictable with respect to the filtration F (that is, F-predictable).

• The random variables X and X̃ are FT -measurable.

• The process A is an F-adapted finite variation process with A0 = 0.

In the previous definition, we can notice that X̃ and Z stand for the recovery payments received by
the holder of the claim in case of default, assuming that these payments are made respectively at the
maturity date and at time of default. Let us remember that, in this text, we will focus on the case of a
recovery payment at default, so we shall often consider that X̃ = 0.

Now, we can already provide formal definitions of defaultable bond and credit default swap. Of course,
we will adapt these definitions based on the notation and the assumptions made in Sections 2.1 and 2.2:

Definition 2.3.13 (Defaultable bond). Given U > 0, a U -maturity defaultable bond with face value
L > 0, coupon payments c1, . . . , cm ≥ 0 at times 0 < U1 < · · · < Um = U and fractional recovery of par
value with recovery rate δ ∈ [0, 1) is the defaultable claim (L,A, 0, δL, τ), where τ is called the default
time of the bond and

At =

m∑
i=1

ci · 1[Ui,U ](t), t ∈ [0, U ]
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Definition 2.3.14 (Credit default swap). Given the defaultable bond defined above and given 0 <

T ≤ U , a T -maturity credit default swap (CDS) with spread κ, payment dates 0 < T1 < · · · < Tn = T

and protection at default on the given bond is the defaultable claim (0, Ã, 0, (1− δ)L, τ), where

Ãt = −
n∑

i=1

κL(Ti − Ti−1) · 1[Ti,T ](t), t ∈ [0, T ]

with the convention T0 = 0.

As we commented before, the filtration F usually represents the information available through assets
prices and other economic factors. However, we will see that several models also take into account
another kind of information: the information about the occurrence of the default time of some de-
faultable claim. This information is modeled by the filtration H = (Ht)t≥0 generated by the default
process H =

(
Ht := 1{τ≤t}, t ≥ 0

)
. Thus, we can consider the enlarged filtration G = (Gt)t≥0 given by

Gt = Ft ∨Ht for all t ≥ 0.

Although we have imposed some F-adaptability and FT -measurability conditions to the random ob-
jects that define a defaultable claim (and we shall keep these assumptions), we will regard G as the
underlying filtration for our market model. It is worth noting that in structural models we usually have
that G = F, but we shall explain this in more detail in the following chapters.

2.3.3 Risk-neutral valuation formula

Once we have already defined the concept of defaultable claim, we need a general formula to price these
instruments. The valuation of defaultable claims in a quantitative model is done under the common
assumption that the market is viable (free of arbitrage). Thus, we shall assume that there exists a
risk-neutral probability P∗ (not necessarily unique) under which the price process of any tradeable asset
which pays no coupons or dividends follows a G-martingale, when discounted by the savings account
process B = (Bt, t ≥ 0) given by

Bt := exp

(∫ t

0

rudu

)
, t ≥ 0

Here, r = (rt, t ≥ 0) represents the short-term interest rate process, which is assumed to be a non-
negative càdlàg F-adapted process. Remember that G := F ∨ H, where the filtration F stands for
the information available through assets prices and H is the filtration generated by the default process
H =

(
Ht := 1{τ≤t}, t ≥ 0

)
associated to the defaultable claim that we consider.

Definition 2.3.15. The dividend process of a defaultable claim (X,A, X̃, Z, τ) with maturity date T > 0

is the stochastic process D = (Dt, t ∈ [0, T ]) defined by

Dt :=
(
X · 1{τ>T} + X̃ · 1{τ≤T}

)
· 1{T}(t) +

∫ t

0

(1−Hu)dAu +

∫ t

0

ZudHu, t ∈ [0, T ]

Since H and A are finite variation processes, both integrals in the previous definition are well defined
path by path as Lebesgue-Stieltjes integrals. Moreover, it follows from Proposition 2.3.2 that D is a
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finite variation process over [0, T ]. Using the definition of H, we see that

Dt =
(
X · 1{τ>T} + X̃ · 1{τ≤T}

)
· 1{T}(t) +

∫ t

0

1{τ>u}dAu +

∫ t

0

ZudHu =

=
(
X · 1{τ>T} + X̃ · 1{τ≤T}

)
· 1{T}(t) +Aτ−1{τ≤t} +At1{τ>t} + Zτ1{τ≤t}, t ∈ [0, T ]

Thus, we can notice that the dividend process D models the stream of cash flows received by the holder
of the defaultable claim. Indeed, it is easy to check that if we compute the cumulative cash flows of a
defaultable bond (resp. a CDS) from the cash flows formula (2.2) (resp. (2.3)), then we obtain precisely
the process D.

The arbitrage price of a default-free replicable financial instrument can be computed with the well-
known risk-neutral valuation formula, that is, it is computed as the current value (using the risk-neutral
probability) of all the future cash flows associated to this instrument. Hence, the idea is to follow a
similar approach for the valuation of defaultable claims, which leads to the following definition:

Definition 2.3.16. The ex-dividend price process of a defaultable claim (X,A, X̃, Z, τ) with maturity
date T > 0 is the stochastic process S = (St, t ∈ [0, T ]) defined by

St := Bt · EP∗

(∫ T

t

B−1
u dDu

∣∣∣∣∣ Gt

)
, t ∈ [0, T ] (2.8)

Using the definition of the dividend process D and the associativity of the Lebesgue-Stieltjes integral
(see Proposition 2.3.2), we can write the ex-dividend price process as

St = Bt · EP∗

(∫ T

t

B−1
u (1−Hu)dAu +

∫ T

t

B−1
u ZudHu +B−1

T

(
X · 1{τ>T} + X̃ · 1{τ≤T}

) ∣∣∣∣∣ Gt

)
=

= Bt · EP∗

(∫ T

t

B−1
u (1−Hu)dAu +B−1

τ Zτ · 1{t<τ≤T} +B−1
T

(
X · 1{τ>T} + X̃ · 1{τ≤T}

) ∣∣∣∣∣ Gt

)
(2.9)

We notice that (2.8) is a variant of the risk-neutral valuation formula, so we shall take (2.8) (or equiva-
lently (2.9)) as the general formula for the valuation of defaultable claims. However, if X̃ = 0 (which is
the typical assumption we will often make), it can be checked from (2.9) that St = St · 1{τ>t}, that is,
the ex-dividend price process is worth 0 when a default has already happened. Thus, we shall only use
these formulas to compute the value of a defaultable claim prior to default, that is, the pre-default value.

The formula (2.8) can be formally justified using no-arbitrage arguments (see [1], Chapter 2, Sec-
tion 2.1). Nevertheless, the validity of this formula presents two problems. The first problem is that
we are not assuming that the market is complete, so the risk-neutral probability may not be unique.
Hence, (2.8) returns several different values of the ex-dividend price corresponding to all the possible
risk-neutral probabilities, and this forces us to fix one of these probabilities as “the right one”. In prac-
tice, the choice of this probability is done by setting a model for it and calibrating the parameters with
real market prices of traded assets.

The second problem follows from the first one and it has to do with the fact that the validity of (2.8)

14



relies on the assumption that the defaultable claim can be replicated by trading in primary default-free
assets, which might not be true. Actually, the possibility of replication depends on the modelling of
the default time, and in most cases this replication is not possible. In the derivation of (2.8) that is
done in [1], this problem is avoided by making the extra assumption of the existence of one particular
admissible trading strategy involving the defaultable claim.

Due to these problems, (2.8) is postulated as a definition and not as a proposition, and the validity
of this formula should be examined case by case.

2.3.4 Quantitative models: structural approach vs reduced-form approach

We have already introduced the concept of defaultable claim and we have a general formula to price
these financial instruments. Before we are able to apply this formula, we need to deal with the original
problem about how to model the default time τ and the recovery payments of a defaultable claim.
There are several ways to model the default time, but we shall focus on two important approaches: the
structural approach and the reduced-form approach.

The structural approach is the one taken by the structural models, which we will study in Chapter
3. These models focus on the modelling of the total value of the reference firm associated to a default-
able claim and they link the default event of this claim to the relative position of the firm’s value with
respect to a given threshold or barrier. Hence, it is commonly said that the default time is defined
endogenously within the model and it is linked to the firm’s economic fundamentals. The recovery
payments are usually also specified as functions of the firm’s value.

The reduced-form approach is the one taken by the reduced-form models, which we will study in Chapter
4. These models do not model the reference firm’s total value, but the default event is specified exoge-
nously in terms of a given jump process (and the same happens with the recovery payments). Thus,
they do not link the default event to the movements of the firm’s value, which allows for an element of
surprise. We shall focus on the hazard process approach, which focuses on the problem of modelling the
conditional distribution of the default time τ with respect to Ft for every t ≥ 0 and it derives useful
formulas for the evaluation of conditional expectations in order to express the value of a defaultable
claim in terms of the conditional distribution of τ .

Both approaches present advantages and disadvantages that we will discuss in the following chapters.

15



3 Structural approach

In this chapter, we are going to study the well-known structural models of credit risk, which link the
default event of a defaultable claim to the value of the reference firm. We will start with the simplest
structural model, which is the original Merton’s model, and we shall remark all the problems of this
model, each of which has given rise to several extensions. After this, we shall do a brief introduction
about the first-passage-time models, focusing on the Black and Cox model. We will finish this chapter
with some comments about the advantages and disadvantages of most structural models.

3.1 Merton’s model

As usual, let us denote by (Ω,F ,P,F) the underlying filtered probability space, where P stands for the
real-world probability and F = (Ft)t≥0 is the reference filtration representing the information available
through assets prices (the so-called default-free market information). Let us also denote by P∗ the
chosen risk-neutral probability (we must fix one, since it might not be unique).

The main assumptions of the original Merton’s model are the following:

• The short-term interest rate is constant and equal to r ≥ 0.

• The total value process V = (Vt, t ≥ 0) of the firm’s assets follows a geometric Brownian motion
under P∗ with respect to F. More specifically, V satisfies the stochastic differential equation (SDE)

dVt = Vt ((r − κ)dt+ σV dWt) (3.1)

with V0 > 0, where the constants κ ≥ 0 and σV > 0 represent the payout ratio and the volatility
respectively, and the process W = (Wt, t ≥ 0) is a standard Brownian motion under P∗ with
respect to F.

• The firm issues both equity and debt, and the debt is modeled by a defaultable zero-coupon bond
with face value L > 0 and maturity date T > 0. In other words, the firm has a single liability
with the promised payoff L at time T .

• The ability of the firm to return the debt (the face value L) is determined by the firm’s value at
time T , that is, VT . More specifically, a default can only happen at time T and the default event
is the event {VT < L}. In case of default, the recovery payment received by the holders of the
bond is VT .

Under these assumptions, we can notice that the total value process V of the firm is a continuous
F-adapted process (in fact, the SDE (3.1) can be solved easily). Now, since this model assumes that
the firm has a single liability interpreted as a defaultable zero-coupon bond with face value L > 0 and
maturity date T > 0, we are interested in pricing this bond.

Under the previous assumptions, we can think this defaultable zero-coupon bond as the defaultable
claim (X,A, X̃, Z, τ) given by

X = L, A = 0, X̃ = VT , Z = 0, τ = T · 1{VT<L} +∞ · 1{VT≥L} (3.2)
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Notice that we could also write the default time as τ = T · 1{VT<L} + U · 1{VT≥L} for a given U > T ,
since we are only interested in knowing whether or not a default has occurred before or at time T .

Hence, applying the risk-neutral valuation formula (2.9), we obtain the following result:

Proposition 3.1.1. The pre-default value of a defaultable zero-coupon bond with face value L > 0 and
maturity date T > 0 is given by the process (Dt, t ∈ [0, T ]) defined by

Dt = Vte
−κ(T−t)N (−d1(Vt, T − t)) + Le−r(T−t)N (d2(Vt, T − t)) , t ∈ [0, T ] (3.3)

where

d1(Vt, T − t) =
ln(Vt/L) +

(
r − κ+ 1

2σ
2
V

)
(T − t)

σV

√
T − t

, t ∈ [0, T ]

d2(Vt, T − t) =
ln(Vt/L) +

(
r − κ− 1

2σ
2
V

)
(T − t)

σV

√
T − t

, t ∈ [0, T ]

N(x) =
1√
2π

∫ x

−∞
e−u2/2du, x ∈ R

Proof. If we apply the risk-neutral valuation formula (2.9) to the zero-coupon bond given by (3.2) and
we use the fact that the short-term interest rate is the constant r, then we obtain

Dt = ert · EP∗
(
e−rT

(
L · 1{τ>T} + VT · 1{τ≤T}

) ∣∣ Gt

)
=

= e−r(T−t) · EP∗
(
L · 1{VT≥L} + VT · 1{VT<L}

∣∣ Gt

)
=

= e−r(T−t) · EP∗
(
L · 1{VT≥L} + VT · 1{VT<L}

∣∣ Ft

)
, t ∈ [0, T ] (3.4)

The last equality follows from the fact that Gt = Ft for every t ∈ [0, T ]. Indeed, remember that the
enlarged filtration G = (Gt)t≥0 is given by Gt = Ft∨Ht for all t ≥ 0, where H = (Ht)t≥0 is the filtration
generated by the default process H =

(
Ht := 1{τ≤t}, t ≥ 0

)
. It follows easily from (3.2) that for every

t ∈ [0, T ],
Ht = 1{τ≤t} = 1{T}(t) · 1{VT<L}

Hence, since VT is FT -measurable (because V follows a geometric Brownian motion under P∗ with re-
spect to F), we have that for every t ∈ [0, T ], Ht ⊂ Ft and then Gt = Ft ∨Ht = Ft, so (3.4) is valid.

Now, we could solve the SDE (3.1) and use the solution to compute the last expectation in (3.4) in
order to deduce (3.3) (see [1], Chapter 2, Proposition 2.3.1). However, we will provide here an alterna-
tive proof using no-arbitrage arguments.

Since VT is FT -measurable, it follows from (3.4) that

DT = EP∗
(
L · 1{VT≥L} + VT · 1{VT<L}

∣∣ FT

)
= L · 1{VT≥L} + VT · 1{VT<L} = min(VT , L) =

= L− (L− VT )+

Thus, at time T , the value of the bond is equal to L (which we can think as the amount of money in a
bank account at time T ) minus the value of a European put option on the total value of the firm’s assets
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(assuming that this total value represents a traded asset) with strike L and maturity date T . Then,
since the market is viable, it follows that

Dt = Le−r(T−t) − Pt, t ∈ [0, T ]

where (Pt, t ∈ [0, T ]) stands for the value of the European put option. Since V satisfies the SDE (3.1),
we know from the classic Black-Scholes options valuation formula that

Pt = Le−r(T−t)N (−d2(Vt, T − t))− Vte
−κ(T−t)N (−d1(Vt, T − t)) , t ∈ [0, T ]

so we conclude that

Dt = Le−r(T−t) − Pt =

= Le−r(T−t) −
[
Le−r(T−t)N (−d2(Vt, T − t))− Vte

−κ(T−t)N (−d1(Vt, T − t))
]
=

= Vte
−κ(T−t)N (−d1(Vt, T − t)) + Le−r(T−t) (1−N (−d2(Vt, T − t))) =

=x
N(−x) = 1 − N(x)

Vte
−κ(T−t)N (−d1(Vt, T − t)) + Le−r(T−t)N (d2(Vt, T − t)) , t ∈ [0, T ]

which proves (3.3).

The previous result provides us with a formula to price a defaultable zero-coupon bond. Although this
formula does not seem very cumbersome, the implementation of this formula to compute the current
value of a bond relies on our knowledge of all the parameters of the model, including the current total
value of the firm, which is usually unknown in practice. There are different approaches to estimate these
parameters, and the Itô formula can be used to deduce some useful equations to determine the volatility
σV and the current value of the firm Vt (see [1], Chapter 2, Section 2.3.2), but we will no go into this issue.

The original Merton’s model is the doorway to the world of credit risk modelling, but even though
this model puts together the essential ingredients, it is not enough to model the default risk in an
accurate way, since the assumptions which it is based on are too strong and unrealistic. There are
a number of extensions of this model aimed to relax the underlying assumptions, which take several
different approaches, such as considering a stochastic interest rate, introducing jumps to the firm’s value
process and taking into account other kinds of debt (not only a single zero-coupon bond) with different
maturities and face values.

Nevertheless, one of the main drawbacks of the Merton’s model is the assumption that a default can
only occur at the maturity date. This assumption is not realistic at all, so we need to extend this model
in order to bear in mind the possibility of default prior to maturity. This extension will lead us to the
well-known first-passage-time models, which we shall discuss in the next section.

3.2 First-passage-time models

The first-passage-time models extend the original Merton’s model allowing for the possibility of default
before the maturity date of the debt instruments issued by the firm. They also give more freedom to
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model the recovery payments of a defaultable claim in a wide choice of ways. In this section, we are
going to do a very brief introduction about these models.

Like the original Merton’s model, the first-passage-time models link the default event of a defaultable
claim to the total value of the reference firm (this is the common feature of most structural models),
but they set the default time as the first time at which the firm’s value process V = (Vt, t ≥ 0) falls
below a specified (random or deterministic) barrier process v = (vt, t ≥ 0). In other words, the default
time is defined as

τ = inf {t ≥ 0 : Vt ≤ vt}

Different specifications of the processes V and v lead to different models. If we want to price bonds and
other defaultable claims under one of these models, we need to know some distributions involving τ .
There is a whole section in [1] (see Chapter 3, Section 3.1) devoted to the study of some distributional
properties of τ which are important to know in order to price defaultable claims under a first-passage-
time model. In the reference text, the processes V and v are assumed to be Itô processes satisfying some
SDE’s with a specific form and constant parameters (and also satisfying the condition V0 > v0 > 0), so
that the process Y = (Yt := ln(Vt/vt), t ≥ 0) is given (as a consequence of the Itô formula) by

Yt = Y0 + µt+ σWt, t ≥ 0

for some constants µ ∈ R and σ > 0, where W = (Wt, t ≥ 0) is a standard Brownian motion under the
risk-neutral probability P∗ with respect to the reference filtration F.

Under these assumptions, we can write the default time as τ = inf {t ≥ 0 : Yt ≤ 0}, and one can find in
the previous reference a number of formulas for the marginal and joint distributions of τ and Y under
P∗, both the unconditional distributions and the conditional distributions with respect to the σ-fields
Ft.

3.2.1 Black and Cox model

One of the most famous first-passage-time models (and also one of the simplest ones) is the Black and
Cox model, which extends the original Merton’s model in several directions. Although this model deals
with several features of the contract of a bond and also deals with the capital structure of the firm, we
shall focus on the main mathematical assumptions of the model, which can be summarized as it follows:

• The short-term interest rate is constant and equal to r ≥ 0.

• The total value process V = (Vt, t ≥ 0) of the firm’s assets follows a geometric Brownian motion
under P∗ with respect to F. More specifically, V satisfies the stochastic differential equation (SDE)

dVt = Vt ((r − κ)dt+ σV dWt) (3.5)

with V0 > 0, where the constants κ ≥ 0 and σV > 0 represent the payout ratio and the volatility
respectively, and the process W = (Wt, t ≥ 0) is a standard Brownian motion under P∗ with
respect to F.

• The default event of a bond with face value L > 0 and maturity date T > 0 occurs at the first
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time at which the firm’s value process V falls below the barrier process v = (vt, t ≥ 0) given by

vt =


Ke−γ(T−t) if 0 ≤ t < T,

L if t = T,

+∞ if t > T

for some constants K > 0 and γ ≥ 0, so the default time of the bond is τ = inf {t ≥ 0 : Vt ≤ vt}
(with the convention inf ∅ = +∞).

• The recovery process Z and the recovery claim X̃ of a bond with maturity date T > 0 are
proportional to the firm’s value process, that is, X̃ = β1VT and Zt = β2Vt for all t ∈ [0, T ] and for
some constants β1, β2 ∈ [0, 1].

Under these assumptions, one can deduce valuation formulas for different kinds of bonds (and therefore,
valuation formulas for credit derivatives on those bonds) by applying the risk-neutral valuation formula
(2.9) and using the known formulas (mentioned before) for the conditional and unconditional distribu-
tions of τ and VT . Notice that the distribution of VT is determined by the distribution of YT = ln(VT /vT )

and vice versa, since the process v is assumed to be deterministic.

There is a large number of extensions of the original Black and Cox model, which consider stochas-
tic interest rates, stochastic barriers and jumps in the firm’s value process. We refer to [1] (see Chapter
3) for more information about the first-passage-time models.

3.3 Pros and cons

The structural approach is very appealing from the economic point of view, because it links the default
events to market fundamentals, so it is commonly thought that the approach taken by these models is
reasonable, consistent and far from arbitrary specifications. Moreover, this approach makes the problem
of hedging defaultable claims and the study of the optimal capital structure of a firm considerably easier.

Nevertheless, most structural models define the default time as a function of the total value of the
firm, and this generates two big problems. The first problem is that, as we had already commented,
the total value of a firm is usually difficult to measure accurately (if not impossible), so it can become
difficult to do a proper implementation of these models. The second and most important problem is
that the default time is modeled as a predictable stopping time with respect to the reference filtration
representing the information available through assets prices, which is not a realistic feature, since default
events usually come as a surprise in the real world. As a consequence of this disagreement between the
model and the real world, the credit spreads predicted by these models for bonds with short maturities
are many times significantly different from the spreads observed in the market.

To sum up, although the approach taken by the structural models is consistent from an economic
point of the view, the mathematical specification of the default times as predictable stopping times
produces discrepancies between the predictions made by these models and the real market observations.
The reduced-form models, which we shall study in the next chapter, take a different approach for the
modelling of default events aimed to avoid this problematic predictable nature of the default times.
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4 Reduced-form approach

In this chapter, we are going to study the reduced-form models of credit risk, usually also known as
intensity-based models, which offer an alternative modelling approach to the one taken by structural
models, aimed to allow unpredictable default events.

We will start presenting some basic concepts and results within the reduced-form approach, including the
concept of default intensity, several formulas to evaluate certain relevant conditional expectations and
one useful rewrite of the risk-neutral valuation formula to price defaultable claims under this approach.
We shall also study how to apply this rewrite of the risk-neutral valuation formula to the particular case
of a CDS.

After this, we shall do a brief introduction about an alternative way to price defaultable claims under the
reduced-form approach involving some special martingales, and we will briefly explain the importance
of this alternative approach. We will finish this chapter with some comments about the advantages and
disadvantages of the reduced-form models.

4.1 Hazard process approach

As usual, let us denote by (Ω,F ,P) the underlying probability space endowed with some reference fil-
tration F = (Ft)t≥0, where P stands for the real-world probability and F represents the information
available through assets prices (the default-free market information). Let us also denote by P∗ the
chosen risk-neutral probability.

Consider a non-negative random variable τ , which will represent the default time associated to some
default event, and let us assume that P∗ {τ = 0} = P∗ {τ = +∞} = 0 and P∗ {τ > t} > 0 for all t ≥ 0.
As we established in Chapter 2, we will regard the enlarged filtration G := F ∨ H as the underlying
filtration for our market model, where H = (Ht)t≥0 is the filtration generated by the default process
H =

(
Ht := 1{τ≤t}, t ≥ 0

)
, that is, Ht = σ (Hu : 0 ≤ u ≤ t) = σ ({τ ≤ u} : 0 ≤ u ≤ t) for all t ≥ 0.

As we have already mentioned before, in structural models we usually have that G := F ∨ H = F,
due to the fact that the default time is modeled as a predicable stopping time with respect to F and
then Ht ⊂ Ft for all t ≥ 0. However, under the reduced-form approach, τ does not need to be pre-
dictable or even a stopping time with respect to F. Instead of this, reduced-form models provide an
exogenous specification of τ by directly modelling the F-hazard process of τ under P∗, which we define
as it follows:

Definition 4.1.1. Consider the stochastic process F = (Ft, t ≥ 0) given by Ft = P∗ {τ ≤ t | Ft} for
every t ≥ 0. Assume that Ft < 1 for all t ≥ 0. Then, the F-hazard process of τ under P∗, denoted by
Γ = (Γt, t ≥ 0), is defined by Γt := − ln(1− Ft) for every t ≥ 0.

Notice that if the F-hazard process Γ is well defined (that is, if Ft < 1 for all t ≥ 0), then Γ0 = 0

and we can recover F from Γ through the formula Ft = 1− e−Γt , so the reduced-form models focus on
modelling Γ or, equivalently, F . From now on, we will assume that Ft < 1 for all t ≥ 0 and that F is a
càdlàg process, so that Γ is a well defined càdlàg process. Notice that F is an F-adapted process (and
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thus, also Γ) and, for every 0 ≤ t ≤ s, we have that Ft ∈ [0, 1) and

EP∗ (Fs | Ft) = EP∗ (P∗ {τ ≤ s | Fs} | Ft) = EP∗ (EP∗ (Hs | Fs) | Ft)

Tower property (Ft ⊂ Fs)y
= EP∗ (Hs | Ft)

Ht ≤ Hsy
≥

≥ EP∗ (Ht | Ft) = P∗ {τ ≤ t | Ft} = Ft

so it follows that F is a bounded non-negative submartingale with respect to F under P∗ (and then, F
is a semimartingale, since every submartingale is a semimartingale).

Moreover, if F (and thus, also Γ) is an increasing continuous process, then F (and also Γ) is a continuous
finite variation process and in this case, the relation Ft = 1 − e−Γt implies that Ft =

∫ t

0
e−ΓudΓu for

every t ≥ 0. The continuity of F and Γ is not an unusual assumption among reduced-form models.
Actually, there is a broad class of reduced-form models which assume that Γ is an absolutely continuous
process (a condition stronger than continuity) of the form Γt =

∫ t

0
γudu, for some càdlàg F-adapted

process γ = (γu, u ≥ 0) that is known as the F-default intensity of τ under P∗. These models focus on
the modelling of γ.

Since the specification of τ is usually done through its default intensity, reduced-form models are also
known as intensity-based models. There are several ways to model either Γ or γ, giving rise to a large
number of different models. Nevertheless, we will not do a list of several different reduced-form models,
but we are going to study how to price defaultable claims with the risk-neutral valuation formula once
the model has already been set.

This issue is not straightforward at all, because the formula (2.9) let us price defaultable claims by
computing the conditional expectation with respect to the σ-fields Gt of a random object involving τ ,
but we would need a formula to price defaultable claims by computing the conditional expectation with
respect to the σ-fields Ft of a random object in terms of Γ or γ (instead of τ). In other words, we need
a formula that can be applied once we have already set a model for Γ or γ.

Hence, in order to get a useful rewrite of the risk-neutral valuation formula, we shall start proving
some technical results to evaluate certain relevant conditional expectations.

4.1.1 Conditional expectations

For the following results, we do not need to assume that τ admits an F-default intensity, but we will
only assume that the F-hazard process Γ of τ under P∗ is a well defined càdlàg F-adapted process, as
we mentioned before. Let us begin to prove a simple technical Lemma:

Lemma 4.1.2. The filtration G∗ = (G∗
t )t≥0 defined by

G∗
t := {A ∈ F : A ∩ {τ > t} = B ∩ {τ > t} for some B ∈ Ft} , t ≥ 0

satisfies that G ⊂ G∗, that is, Gt ⊂ G∗
t for all t ≥ 0.

Proof. It is easy to check that G∗ is a filtration in (Ω,F), that is, an increasing family of sub-σ-fields
of F . Thus, in order to prove that Gt = Ft ∨ Ht ⊂ G∗

t for all t ≥ 0, it is enough to see that Ft ⊂ G∗
t

22



and Ht ⊂ G∗
t for all t ≥ 0. Actually, we know that Ht = σ ({τ ≤ u} : 0 ≤ u ≤ t) for every t ≥ 0, so it

is enough to show that Ft ⊂ G∗
t and Ct ⊂ G∗

t for all t ≥ 0, where Ct := {{τ ≤ u} : 0 ≤ u ≤ t}. This
follows from the fact that if we fix t ≥ 0 and we take some A ∈ Ft ∪ Ct, then by considering

B :=

{
A if A ∈ Ft,

∅ if A /∈ Ft

it is straightforward to check that B ∈ Ft and A∩ {τ > t} = B ∩ {τ > t}, so it follows that A ∈ G∗
t and

this concludes the proof.

Now, let us prove an important result to evaluate the conditional expectation EP∗
(
1{τ>t}X

∣∣ Gt

)
for a

P∗-integrable random variable X by changing the conditioning σ-field for Ft:

Proposition 4.1.3. Let X be a P∗-integrable random variable. For any t ≥ 0, we have that

EP∗
(
1{τ>t}X

∣∣ Gt

)
= 1{τ>t}EP∗ (X | Gt) = 1{τ>t}

EP∗
(
1{τ>t}X

∣∣ Ft

)
P∗ {τ > t | Ft}

(4.1)

In particular, for any 0 ≤ t ≤ s,

P∗ {t < τ ≤ s | Gt} = 1{τ>t}
P∗ {t < τ ≤ s | Ft}
P∗ {τ > t | Ft}

Proof. The last equation is obtained applying (4.1) to the random variable X = 1{τ≤s}, so let us focus
on proving (4.1) for a given t ≥ 0. The equality EP∗

(
1{τ>t}X

∣∣ Gt

)
= 1{τ>t}EP∗ (X | Gt) follows from

the P∗-integrability of X and from the fact that 1{τ>t} is Gt-measurable, since {τ > t} ∈ Ht ⊂ Gt.
Regarding the second equality of (4.1), if we denote C = {τ > t}, then we can write it (by arranging
terms and using the fact that Ft ⊂ Gt) as

EP∗ (1CX P∗(C | Ft) | Gt) = 1C EP∗ (1CX | Ft)

Hence, in order to prove this equality, we need to show (by definition of conditional expectation) that
the random variable 1C EP∗ (1CX | Ft) is Gt-measurable (which is true, since 1C is Ht-measurable and
EP∗ (1CX | Ft) is Ft-measurable and we know that Gt = Ft ∨Ht) and that the following identity holds
for any A ∈ Gt: ∫

A

1CX P∗ (C | Ft) dP∗ =

∫
A

1C EP∗ (1CX | Ft) dP∗

Given A ∈ Gt, we know from Lemma 4.1.2 that A∩C = B∩C for some B ∈ Ft, so the previous identity
can be proved as it follows:∫

A

1CX P∗ (C | Ft) dP∗ =

∫
A∩C

X P∗ (C | Ft) dP∗ =

∫
B∩C

X P∗ (C | Ft) dP∗ =

=

∫
B

1CX P∗ (C | Ft) dP∗ =x
Definition of conditional expectation (B ∈ Ft)

∫
B

EP∗ (1CX P∗ (C | Ft) | Ft) dP∗ =

=

∫
B

EP∗ (1CX | Ft) P∗ (C | Ft) dP∗ =

∫
B

EP∗ (1CX | Ft) EP∗ (1C | Ft) dP∗ =
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=

∫
B

EP∗ (1C EP∗ (1CX | Ft) | Ft) dP∗ =x
Definition of conditional expectation (B ∈ Ft)

∫
B

1C EP∗ (1CX | Ft) dP∗ =

=

∫
B∩C

EP∗ (1CX | Ft) dP∗ =

∫
A∩C

EP∗ (1CX | Ft) dP∗ =

=

∫
A

1C EP∗ (1CX | Ft) dP∗

Therefore, we conclude that (4.1) holds.

The next result, which is a consequence of Proposition 4.1.3, provides us with some useful modifications
of the formula (4.1) involving the F-hazard process Γ of τ .

Proposition 4.1.4. Let X be a P∗-integrable random variable and let 0 ≤ t ≤ s. Then,

EP∗
(
1{τ>s}X

∣∣ Gt

)
= 1{τ>t}EP∗

(
1{τ>s}e

ΓtX
∣∣ Ft

)
(4.2)

Moreover, if X is Fs-measurable, then

EP∗
(
1{τ>s}X

∣∣ Gt

)
= 1{τ>t}EP∗

(
eΓt−ΓsX

∣∣ Ft

)
(4.3)

Proof. First, notice that if Y is a P∗-integrable random variable, then it follows from (4.1) that

EP∗
(
1{τ>t}Y

∣∣ Gt

)
= 1{τ>t}

EP∗
(
1{τ>t}Y

∣∣ Ft

)
P∗ {τ > t | Ft}

= 1{τ>t}
EP∗

(
1{τ>t}Y

∣∣ Ft

)
1− Ft

=

= 1{τ>t}e
Γt EP∗

(
1{τ>t}Y

∣∣ Ft

)
= 1{τ>t}EP∗

(
1{τ>t}e

ΓtY
∣∣ Ft

)
where we have used in the last equality the fact that Γt is Ft-measurable (because Γ is F-adapted).
Then, applying the previous equation to the random variable Y := 1{τ>s}X and using the identity
1{τ>t}1{τ>s} = 1{τ>s}, we obtain (4.2).

Now, assume that X is Fs-measurable and let us prove (4.3). Since Ft ⊂ Fs (because 0 ≤ t ≤ s),
the random variables Γt and EP∗

(
1{τ>s}e

ΓtX
∣∣ Ft

)
are Fs-measurable. Hence, applying (4.2), we ob-

tain

EP∗
(
1{τ>s}X

∣∣ Gt

)(4.2)y
= 1{τ>t}EP∗

(
1{τ>s}e

ΓtX
∣∣ Ft

)
= 1{τ>t}EP∗

(
EP∗

(
1{τ>s}e

ΓtX
∣∣ Ft

) ∣∣ Fs

)Tower propertyy
=

= 1{τ>t}EP∗
(
EP∗

(
1{τ>s}e

ΓtX
∣∣ Fs

) ∣∣ Ft

)
=

= 1{τ>t}EP∗
(
EP∗

(
1{τ>s}

∣∣ Fs

)
eΓtX

∣∣ Ft

)
=

= 1{τ>t}EP∗
(
P∗ {τ > s | Fs} eΓtX

∣∣ Ft

)
= 1{τ>t}EP∗

(
(1− Fs)e

ΓtX
∣∣ Ft

)
=

= 1{τ>t}EP∗
(
eΓt−ΓsX

∣∣ Ft

)
where we have used the Fs-measurability of Γt and X in the fourth equality. Thus, this proves (4.3).

The following proposition will be useful, later in this text, to compute the part of the value of a
defaultable claim that corresponds to the recovery process (that is, the current value of the recovery
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payoff at time of default). The complete proof can be found in [1] (see Chapter 5, Section 5.1.1,
Proposition 5.1.1 and Corollary 5.1.3), but we shall only sketch the main ideas.

Proposition 4.1.5. Let Z = (Zu, u ≥ 0) be a bounded F-predictable process. Then, for any 0 ≤ t ≤
s ≤ ∞,

EP∗
(
1{t<τ≤s}Zτ

∣∣ Gt

)
= 1{τ>t}e

Γt EP∗

(∫ s

t

ZudFu

∣∣∣∣ Ft

)
(4.4)

Furthermore, if F (and thus, also Γ) is an increasing continuous process, then, for any 0 ≤ t ≤ s ≤ ∞,

EP∗
(
1{t<τ≤s}Zτ

∣∣ Gt

)
= 1{τ>t}EP∗

(∫ s

t

Zue
Γt−ΓudΓu

∣∣∣∣ Ft

)
(4.5)

Proof. The proof of (4.4) is done by assuming first that Z is a stepwise F-predictable process, that
is, that Zu =

∑n
i=0 Zti1{ti<u≤ti+1} for t < u ≤ s, where t = t0 < · · · < tn+1 = s and Zti is an

Fti-measurable random variable for i = 0, 1, . . . , n. After this, the general case can be proved by ap-
proximating a general bounded F-predictable process by a sequence of bounded stepwise F-predictable
processes.

Notice that the integral appearing in (4.4) is defined as an integral of the third type (within the list of
integrals described in Chapter 2). If F is an increasing continuous process, then F (and also Γ) is a
finite variation process, so the integral mentioned above can be thought as an integral of the first type,
which means that it is well defined path by path as a Lebesgue-Stieltjes integral. Moreover, since F

is an increasing continuous process, we also know that Ft =
∫ t

0
e−ΓudΓu for every t ≥ 0. Therefore,

applying the associativity of the Lebesgue-Stieltjes integral (see Proposition 2.3.2), we can write (4.4)
as

EP∗
(
1{t<τ≤s}Zτ

∣∣ Gt

)
= 1{τ>t}e

Γt EP∗

(∫ s

t

Zue
−ΓudΓu

∣∣∣∣ Ft

)
In this formula, we can put eΓt inside the conditional expectation (because Γt is Ft-measurable) and
we can also put it inside the integral, since this integral is well defined path by path. Hence, we obtain
(4.5).

The boundedness of Z among the assumptions of the previous proposition is not a necessary condi-
tion, and it can be relaxed. However, this is not a weird assumption in practice, because the recovery
payoff Z of a defaultable claim at time of default is limited (by obvious reasons) by the ability of the
firm to redeem its debt, which at the same time is bounded by the highest value of the firm over a
finite time interval, and in the real world we can always find a reasonable (large enough) upper bound
for the value of a firm over a specific finite time period. In any case, for practical purposes, we will
always assume that the recovery payoff Z satisfies the necessary conditions for Proposition 4.1.5 to hold.

The next result will be useful to compute the part of the value of a defaultable claim coming from
the promised dividends prior to default.

Proposition 4.1.6. Let A = (Au, u ≥ 0) be a bounded F-adapted finite variation process. Then, for
any 0 ≤ t ≤ s,

EP∗

(∫ s

t

(1−Hu)dAu

∣∣∣∣ Gt

)
= 1{τ>t}EP∗

(∫ s

t

eΓt−ΓudAu

∣∣∣∣ Ft

)
(4.6)
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Proof. Let us fix 0 ≤ t ≤ s. Notice that the integral
∫ s

t
(1 −Hu)dAu is well defined path by path as a

Lebesgue-Stieltjes integral, since H is a bounded F-adapted càdlàg process and A is a finite variation
process. Consider now the process Ã =

(
Ãu, u ≥ 0

)
defined by Ãu := Au −At for all u ≥ 0. Over the

time interval [t, s], we know that Ã is a bounded F-adapted finite variation process. Moreover, we can
see that∫ s

t

(1−Hu)dAu =

∫ s

t

1{τ>u}dAu = 1{t<τ≤s}

∫ s

t

1{τ>u}dAu + 1{τ>s}

∫ s

t

1{τ>u}dAu =

= 1{t<τ≤s}

∫ s

t

1{τ>u}dAu + 1{τ>s}

∫ s

t

dAu =

= 1{t<τ≤s} (Aτ− −At) + 1{τ>s} (As −At) =

= 1{t<τ≤s}Ãτ− + 1{τ>s}Ãs

Since the process Ã is càdlàg (because it is a finite variation process), bounded and F-adapted over
the time interval [t, s], we know that the random variable Ãs is Fs-measurable and the process Ã− is
bounded, càglàd and F-adapted over [t, s] (and then, also F-predictable). Hence, applying formulas (4.3)
and (4.4) to the random objects Ãs and Ã− respectively and using the fact that Γ is F-adapted, we
obtain

EP∗

(∫ s

t

(1−Hu)dAu

∣∣∣∣ Gt

)
= EP∗

(
1{t<τ≤s}Ãτ− + 1{τ>s}Ãs

∣∣∣ Gt

)
=

= 1{τ>t}e
Γt EP∗

(∫ s

t

Ãu−dFu + e−ΓsÃs

∣∣∣∣ Ft

)
(4.7)

Let us consider the stochastic process G = (Gu, u ≥ 0) defined by Gu = 1 − Fu = e−Γu for all u ≥ 0,
which is usually called the F-survival process of τ under P∗. Then, G is a semimartingale (because F is
too) and we can write the random object inside the last expectation of (4.7) as∫ s

t

Ãu−dFu + e−ΓsÃs = −
∫ s

t

Ãu−dGu +GsÃs (4.8)

Now, since G is a semimartingale and Ã is a finite variation process such that Ãt = 0, it follows from
Theorem 2.3.5 (integration by parts (I)) that

GsÃs =

∫ s

t

GudÃu +

∫ s

t

Ãu−dGu (4.9)

where the first integral is well defined path by path as a Lebesgue-Stieltjes integral. Finally, combining
(4.7), (4.8) and (4.9), we obtain

EP∗

(∫ s

t

(1−Hu)dAu

∣∣∣∣ Gt

)
= 1{τ>t}e

Γt EP∗

(∫ s

t

GudÃu

∣∣∣∣ Ft

)
= 1{τ>t}EP∗

(∫ s

t

eΓt−ΓudAu

∣∣∣∣ Ft

)
where the last equality follows from the Ft-measurability of Γt and from the associativity of the Lebesgue-
Stieltjes integral (notice that we can write Ãu =

∫ u

t
dAv for u ∈ [t, s]). Therefore, this proves (4.6) for

every 0 ≤ t ≤ s.

As it happened with the process Z in Proposition 4.1.5, the boundedness of A in Proposition 4.1.6 is not
a necessary condition, but is not a weird assumption in practice, since we can assume that the promised
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dividends of a defaultable claim over a specific finite time period are bounded by a large enough upper
bound. In any case, for practical purposes, we will always assume that the promised dividends process
A satisfies the necessary conditions for Proposition 4.1.6 to hold.

4.1.2 Intensity-based valuation of defaultable claims

Once we have already proved some needed technical results, we want to determine a useful rewrite of the
risk-neutral valuation formula (2.9) to compute the pre-default value of a defaultable claim (X,A, 0, Z, τ)

(as usual, X̃ = 0) in terms of the F-hazard process Γ of τ under P∗.

As before, we shall assume that Γ is a well defined càdlàg F-adapted process and we will also keep
the assumptions made in Section 2.3.2 for the random objects X, A, Z and τ of a defaultable claim.
Moreover, we shall make the following extra assumptions in order that we can apply the technical results
proved before:

• The processes A and Z are bounded.

• The process A is either increasing or decreasing.

As we argued before, the boundedness of A and Z can be relaxed, but it is not a weird assumption. The
same happens with the second assumption above: it is not needed, but it is a sufficient condition which
will be enough for our practical purposes, since this condition is fulfilled when the defaultable claim is
a bond or a CDS.

Let us remark that the inverse savings account process
(
B−1

t , t ≥ 0
)

is bounded, because in this text
the short-term interest rate process r is assumed to be non-negative. However, if we allowed r to take
negative values, we should impose some boundedness assumption to r (from below) to ensure that we
can apply the previous technical results to some specific processes. Let us now state and prove the
following rewrite of the risk-neutral valuation formula:

Theorem 4.1.7. Under the assumptions made above, the ex-dividend price process S = (St, t ∈ [0, T ])

of a defaultable claim (X,A, 0, Z, τ) with maturity date T > 0 admits the following representation:

St = 1{τ>t}G
−1
t Bt EP∗

(∫ T

t

B−1
u (GudAu − ZudGu) +GTB

−1
T X

∣∣∣∣∣ Ft

)
, t ∈ [0, T ] (4.10)

where G = (Gu, u ≥ 0) is the F-survival process of τ under P∗. Moreover, if F (and thus, also Γ) is an
increasing continuous process, then

St = 1{τ>t}Bt EP∗

(∫ T

t

B−1
u eΓt−Γu (dAu + ZudΓu) + eΓt−ΓTB−1

T X

∣∣∣∣∣ Ft

)
, t ∈ [0, T ] (4.11)

If, in addition, τ admits an F-default intensity γ = (γu, u ≥ 0) under P∗, then

St = 1{τ>t}EP∗

(∫ T

t

e−
∫ u
t
(rv+γv)dv (dAu + Zuγudu) +Xe−

∫ T
t

(rv+γv)dv

∣∣∣∣∣ Ft

)
, t ∈ [0, T ] (4.12)

Proof. It follows from the risk-neutral valuation formula (2.9) that St = It+Jt+Kt for every t ∈ [0, T ],
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where
It = Bt EP∗

(∫ T

t
B−1

u (1−Hu)dAu

∣∣∣ Gt

)
Jt = Bt EP∗

(
B−1

τ Zτ1{t<τ≤T}
∣∣ Gt

)
Kt = Bt EP∗

(
B−1

T X1{τ>T}
∣∣ Gt

)
First of all, since the process

(
B−1

t , t ≥ 0
)

is càdlàg and F-adapted and A is a finite variation process,

we can define the process Ã =
(
Ãt :=

∫ t

0
B−1

u dAu, t ≥ 0
)

path by path as a Lebegue-Stieltjes integral.

Moreover, since A and
(
B−1

t , t ≥ 0
)

are bounded and A is either increasing or decreasing by hypothesis,
it follows from Proposition 2.3.2 that Ã is a bounded F-adapted finite variation process. Thus, applying
Proposition 4.1.6 to the process Ã, we obtain

It = Bt EP∗

(∫ T

t

B−1
u (1−Hu)dAu

∣∣∣∣∣ Gt

)
= Bt EP∗

(∫ T

t

(1−Hu)dÃu

∣∣∣∣∣ Gt

)
=

= 1{τ>t}Bt EP∗

(∫ s

t

eΓt−ΓudÃu

∣∣∣∣ Ft

)
= 1{τ>t}Bt EP∗

(∫ s

t

B−1
u eΓt−ΓudAu

∣∣∣∣ Ft

)
, t ∈ [0, T ]

where we have used the associativity of the Lebesgue-Stieltjes integral in the second and the last equal-
ities. Since Γt is Ft-measurable, we can equivalently write

It = 1{τ>t}G
−1
t Bt EP∗

(∫ T

t

B−1
u GudAu

∣∣∣∣∣ Ft

)
, t ∈ [0, T ]

Now, on the other hand, we know that
(
B−1

t , t ≥ 0
)

is defined path by path as the inverse exponential
of the classical Lebesgue integral of the càdlàg F-adapted process r (the short-term interest rate). Then,
it follows from Proposition 2.3.2 that

(
B−1

t , t ≥ 0
)

is a continuous F-adapted finite variation process,
so in particular it is F-predictable.

Thus, we have that Z and
(
B−1

t , t ≥ 0
)

are bounded F-predictable processes, and then so is the product
of them, so if we apply Proposition 4.1.5 to the product of these processes we obtain

Jt = Bt EP∗
(
B−1

τ Zτ1{t<τ≤T}
∣∣ Gt

)
= 1{τ>t}e

ΓtBt EP∗

(∫ T

t

B−1
u ZudFu

∣∣∣∣∣ Ft

)
=

= −1{τ>t}G
−1
t Bt EP∗

(∫ T

t

B−1
u ZudGu

∣∣∣∣∣ Ft

)
, t ∈ [0, T ]

where we have used the identity Gu = 1 − Fu = e−Γu in the last equality. Furthermore, if F is an
increasing continuous process, then

Jt = 1{τ>t}Bt EP∗

(∫ T

t

B−1
u eΓt−ΓuZudΓu

∣∣∣∣∣ Ft

)
, t ∈ [0, T ]

Finally, since B−1
T and X are FT -measurable random variables (satisfying also suitable integrability

conditions), it follows from Proposition 4.1.4 that

Kt = Bt EP∗
(
B−1

T X1{τ>T}
∣∣ Gt

)
= 1{τ>t}Bt EP∗

(
eΓt−ΓTB−1

T X
∣∣ Ft

)
, t ∈ [0, T ]
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or equivalently,
Kt = 1{τ>t}G

−1
t Bt EP∗

(
G−1

T B−1
T X

∣∣ Ft

)
, t ∈ [0, T ]

Therefore, if we add the expressions obtained for It, Jt and Kt, we obtain (4.10) and (4.11). The formula
(4.12) follows from (4.11), making the substitutions Bt = exp

(∫ t

0
rudu

)
and Γt =

∫ t

0
γudu and applying

the associativity of the Lebesgue-Stieltjes integral.

So far in this text we have assumed that the underlying filtration for our market model is given by
G = F ∨ H, where F represents the information available through assets prices and H represents the
information about the occurrence of the default time associated to some default event. Nevertheless, in
some situations we can access more information (for instance, information about other default events),
so in this case we will have that F ∨ H ⊂ G but the equality might not hold. Actually, we will come
across this situation in Chapter 5.

The problem is that if we only impose that F ∨ H ⊂ G, then the valuation formulas obtained with
Theorem 4.1.7 do not hold in general. However, when we want to price financial instruments, some-
times we are only interested in the price at time 0, and it is easy to check that the valuation formulas
obtained with Theorem 4.1.7 are valid to compute the value of a defaultable claim (X,A, 0, Z, τ) at time
0 as long as F ∨H ⊂ G and the following conditions are satisfied:

• G0 is the trivial σ-field, that is, G0 = {Ω, ∅}.

• All the assumptions made in Theorem 4.1.7 for the random objects X, A, Z and τ are fulfilled.

4.1.3 Valuation of a CDS

Now, we are going to apply the valuation formulas obtained with Theorem 4.1.7 to price a CDS at time
0. Actually, as we have explained in Chapter 2, the value of a CDS depends on a parameter κ, which
is called the spread of the CDS, and κ is adjusted so that the value of the CDS at time 0 is 0. Thus,
what we want is to find a formula for this spread κ.

Let 0 < T ≤ U and consider a T -maturity CDS with spread κ, payment dates 0 < T1 < · · · < Tn = T

and protection at default on a U -maturity defaultable bond with face value L and fractional recovery of
par value with recovery rate δ ∈ [0, 1). Remember that, by Definition 2.3.14, this CDS is the defaultable
claim (0, A, 0, (1− δ)L, τ), where

At = −
n∑

i=1

κL(Ti − Ti−1) · 1[Ti,T ](t), t ∈ [0, T ] (4.13)

with the convention T0 = 0, and τ is the default time of the underlying bond, which is a random variable
such that P∗ {τ = 0} = P∗ {τ = +∞} = 0 and P∗ {τ > t} > 0 for all t ≥ 0.

As usual, G = (Gt)t≥0 is the underlying filtration for our market model, F = (Ft)t≥0 is the reference
filtration representing the information available through assets prices (the default-free market informa-
tion) and H = (Ht)t≥0 is the filtration generated by the default process H =

(
Ht := 1{τ≤t}, t ≥ 0

)
.

Let us consider the stochastic process F = (Ft, t ≥ 0) given by Ft = P∗ {τ ≤ t | Ft} for every t ≥ 0 and
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let G = (Gt, t ≥ 0) be the F-survival process of τ under P∗, which is defined by Gt = 1 − Ft for all
t ≥ 0. In order to find a formula for the spread κ, we shall make the following assumptions:

• F ∨H ⊂ G (the equality is not needed) and G0 is the trivial σ-field.

• As usual, the short-term interest rate r = (rt, t ≥ 0) is a non-negative càdlàg F-adapted process
(the non-negativity can be relaxed, but this restriction will be enough for our purposes).

• The process H is independent of the filtration F under P∗, that is, the random variable Ht is
independent of the σ-field Fs for every s, t ≥ 0 under P∗. As a consequence,

Ft = P∗ {τ ≤ t | Ft} = EP∗ (Ht | Ft) = EP∗ (Ht) = P∗ {τ ≤ t} , t ≥ 0

so F is the cumulative distribution function of τ and, in particular, F is an increasing càdlàg
function taking values in [0, 1).

• F is an absolutely continuous function of the form Ft =
∫ t

0
f(u)du, for some Lebesgue integrable

function f : R+ → R+. Actually, it is not difficult to check that this is equivalent to saying
that τ admits an F-default intensity γ = (γ(t), t ≥ 0) under P∗ and, in this case, the relations
γ(t) = f(t)/(1− Ft) and f(t) = γ(t)e−

∫ t
0
γ(u)du hold for all t ≥ 0.

Under these assumptions, we can prove the following result, which gives us a formula for the spread κ

of our CDS in terms of the probability density function f of τ (in fact, we could also derive a formula
in terms of the default intensity γ using the relations between f and γ described above).

Theorem 4.1.8. Under the previous assumptions, the spread κ of the CDS considered above can be
computed as

κ =
(1− δ)

∫ T

0
P (0, u)f(u)du

n∑
i=1

P (0, Ti)GTi(Ti − Ti−1)
=

(1− δ)
∫ T

0
P (0, u)f(u)du

n∑
i=1

P (0, Ti)
(
1−

∫ Ti

0
f(u)du

)
(Ti − Ti−1)

(4.14)

where, for every t ≥ 0, P (0, t) = EP∗
(
B−1

t

)
is the value at time 0 of a default-free zero-coupon bond

with face value 1 and maturity date t.

Proof. We know that the CDS that we have considered is the defaultable claim (X,A, 0, Z, τ), where
X = 0, Z = (1 − δ)L and A is given by (4.13). It is easy to check that these random objects satisfy
all the hypothesis of Theorem 4.1.7. Then, since F ∨H ⊂ G and G0 is the trivial σ-field, we can apply
(4.10) to compute the price of the CDS at time t = 0. Since we know that this price is 0, it follows that

0 =

(
1{τ>t}G

−1
t Bt EP∗

(∫ T

t

B−1
u (GudAu − ZudGu) +GTB

−1
T X

∣∣∣∣∣ Ft

))∣∣∣∣∣
t=0

=

= EP∗

(∫ T

0

B−1
u (GudAu + ZudFu) +GTB

−1
T X

)

where we have used the fact that P∗ {τ = 0} = 0, G0 = B0 = 1 and F0 is the trivial σ-field.

Hence, using the expressions for X, Z and A, using the fact that Ft =
∫ t

0
f(u)du for all t ≥ 0 and
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applying the associativity of the Lebesgue-Stieltjes integral, we can see that

0 = EP∗

(∫ T

0

B−1
u (GudAu + ZudFu) +GTB

−1
T X

)
=

= EP∗

(∫ T

0

B−1
u GudAu

)
+ (1− δ)LEP∗

(∫ T

0

B−1
u dFu

)
=

= −κLEP∗

(
n∑

i=1

B−1
Ti

GTi
(Ti − Ti−1)

)
+ (1− δ)LEP∗

(∫ T

0

B−1
u f(u)du

)
=

= −κL

n∑
i=1

EP∗
(
B−1

Ti

)
GTi

(Ti − Ti−1) + (1− δ)L

∫ T

0

EP∗
(
B−1

u

)
f(u)du (4.15)

In the last equality we have used the fact that G and f are deterministic functions and we have applied
Fubini-Tonelli theorem to the second term (we can apply it because the integrand is jointly measurable
and non-negative).

Now, it is well known that the value at time 0 of a default-free zero-coupon bond with face value 1

and maturity date t ≥ 0 is given by P (0, t) = EP∗
(
B−1

t

)
. Actually, such a bond can be seen as the

defaultable claim (1, 0, 0, 0,∞), and then the previous formula follows from (2.9). Thus, using this
formula and isolating κ in (4.15), we obtain (4.14), as desired.

4.2 Martingale approach

Let us go back to the abstract setting established at the beginning of Section 4.1, that is, let us assume
that G = F∨H, where F is the reference filtration representing the default-free market information and
H is the filtration generated by the default process H associated to the default time τ .

In the previous section, we have studied how to price a defaultable claim in terms of the F-hazard
process of τ under P∗. This is the most typical approach in a reduced-form model, and it is usually
called the hazard process approach, but in this section we will briefly introduce an alternative approach
which is also very popular among the reduced-form models: the martingale approach. Let us start with
an important definition:

Definition 4.2.1. A càdlàg F-predictable increasing process Λ = (Λt, t ≥ 0) such that Λ0 = 0 is called
an F-martingale hazard process of τ under P∗ if and only if the process M̃ =

(
M̃t = Ht − Λt∧τ , t ≥ 0

)
is a G-martingale under P∗.

It can be proved that the F-martingale hazard process Λ of τ under P∗ exists and it is unique until time
τ (see [1], Chapter 6, Section 6.1).

Now, let us consider the process F = (Ft, t ≥ 0) given by Ft = P∗ {τ ≤ t | Ft} for every t ≥ 0. If F is
an increasing continuous process and Ft < 1 for all t ≥ 0, then the F-hazard process Γ of τ under P∗ is
a well defined continuous process and Λ = Γ (see [1], Chapter 6, Proposition 6.2.1), that is, Γ is the F-
martingale hazard process of τ under P∗. Hence, in this case, the process M̃ =

(
M̃t = Ht − Γt∧τ , t ≥ 0

)
is a G-martingale under P∗, and we could derive useful pricing and hedging results for defaultable claims
by applying only the martingale condition of M̃ (without needing to use the fact that Γt = − ln(1−Ft)

31



for all t ≥ 0).

However, if we relax some of the hypothesis established above for F (for instance, if F is not in-
creasing or it is not continuous), then Λ and Γ might not be the same process (and thus, Γ would not
be the F-martingale hazard process of τ under P∗). In fact, in some situations the F-hazard process Γ

could be difficult to find or even it might not be well defined. For this reason, sometimes it is easier or
more preferable to work with the F-martingale hazard process Λ (instead of with Γ) and take advantage
of the martingale condition of the process M̃ =

(
M̃t = Ht − Λt∧τ , t ≥ 0

)
in order to price and hedge

defaultable claims. This alternative approach is known as the martingale approach, and we refer to [1]
(see Chapters 5, 6 and 8) for more information about this topic.

4.3 Pros and cons

The reduced-form approach gives an exogenous specification of the default time by providing a model for
the conditional probability of default, which is usually calibrated with current market data or historical
data. Thus, unlike what happens with structural models, under the reduced-form approach, the default
time does not need to be a predictable stopping time with respect to the reference filtration representing
the default-free market information, which is a very appealing and realistic feature that allows for an
element of surprise in the occurrence of the default event. Moreover, since the default event is not tied
to the total value of the firm’s assets, the reduced-form approach gives more freedom to model this
default event (there are a number of ways to model the hazard process of a default time).

From an economic point of view, the structural approach might seem more reasonable and attractive,
because the total value of the firm’s assets is usually not included in a reduced-form model. Nevertheless,
let us remark that, within the class of reduced-form models, we can also find the so-called hybrid models,
which take a reduced-form approach to model the default event but at the same time they incorporate
the total value of the firm (or other economic factors) into the modelling of the hazard process of the
default time.

To sum up, the reduced-form approach is very appealing because of the unpredictable nature of the
default times, and although these models do not link directly the default times to market fundamentals,
this approach offers more freedom to model the hazard process of a default time, so actually we can
incorporate some economic factors into the modelling of this hazard process.
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5 A reduced-form model for the valuation of CoCo bonds

In this chapter, we are going to study in detail the reduced-form model built in [2] for pricing some
popular credit-risk sensitive instruments which are called contingent convertible bonds or simply CoCos.
We shall start introducing these financial instruments and making a complete description of the model.
Then, we will apply the theory of the previous chapters to develop pricing formulas for CoCos under
this model. Finally, we will develop formulas to calibrate the parameters of the model with market
spreads of traded CDS’s.

5.1 Contingent convertible bonds (CoCos)

A contingent convertible bond (also called CoCo) is a bond that converts into equity shares or a cash
payment if a pre-specified trigger event occurs. There exist several versions of this instrument, but we
will focus on the two most relevant:

• Standard CoCos, which convert into a specified number of shares of the issuing firm’s stock if the
trigger event occurs (the term “standard” used to refer to this kind of CoCos has been arbitrarily
chosen by us).

• Write-down CoCos, which convert into a specified cash payment if the trigger event occurs.

As we can see, classical CoCos give the holders the right to take over the firm’s assets if some (usually
undesirable) event happens. These contracts became very popular during the financial crisis of 2007-
08. As we did with CDS’s, we are omitting the accrued interest rate payment of a CoCo: an extra
payment made by the issuing firm at time of conversion (if the CoCo converts), which is proportional
to the distance between the conversion time and the date of the last coupon payment prior to conversion.

The line that distinguishes CoCos from classical bonds is very thin, but we can notice three main
differences. First of all, the trigger event of a CoCo does not need to be the same as the default event
of a classical bond. The latter represents the situation in which the firm is not able to redeem its
debt (and this is usually linked to the possibility of bankruptcy), but a CoCo might convert before this
situation occurs. Actually, the trigger event of a CoCo usually depends on the relative position of a
certain accounting ratio with respect to a given threshold, or on the decision of a supervisory authority
or on the combination of several factors. In any case, the trigger event of a CoCo usually occurs before
or at time of firm’s default.

Another difference is that CoCos are usually subordinated to classical bonds, which means that, in
case of default, CoCos are ranked lower in priority for repayment compared to classical bonds, that is,
they have a lower priority in the repayment hierarchy. For this reason, in several models, if the firm
goes bankrupt at time of conversion, then the cash payment made by a write-down CoCo is usually
assumed to be 0 (the CoCo evaporates).

Finally, unlike classical bonds, the recovery payment of a standard CoCo (the price of the CoCo at
time of conversion) relies on the performance of the firm’s stock price, since standard CoCos convert
into shares. For this reason, the valuation of CoCos requires a model for the firm’s stock price.
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In the next section, we will study a particular reduced-form model for pricing CoCos and, under this
model, we shall provide formal definitions of standard CoCo and write-down CoCo as defaultable claims.

5.2 Description of the model

In this section, we are going to describe a particular reduced-form model for pricing CoCos. The model
that we will present is the one built in [2] but with two differences. On the one hand, for the sake of
simplicity, we shall omit the accrued interest rate payments of CDS’s and CoCos, which are considered
in [2]. On the other hand, in [2], the calibration of the parameters is done by fitting the model to
market spreads of CDS’s with different maturities, assuming that the payment dates of all CDS’s lie on
an equally spaced grid 0 < s1 < s2 < . . . . However, we will offer more freedom in the choice of CDS’s
payment dates, allowing them to depend on the CDS to which they correspond.

Let us start considering the underlying probability space (Ω,F ,P) for our market model, where P
stands for the real-world probability. Let G = (Gt)t≥0 be the underlying filtration for our model repre-
senting all the observable information and let F = (Ft)t≥0 be the filtration representing the default-free
market information. We will specify these filtrations later, but for now it is enough to establish that
F ⊂ G and G supports the traded assets of the model, which are supposed to be the following:

• A savings account (for instance, a bank account), whose value is given by the process B =

(Bt, t ≥ 0) defined by

Bt := exp

(∫ t

0

rudu

)
, t ≥ 0

where r = (rt, t ≥ 0) represents the short-term interest rate process.

• K default-free zero-coupon bonds (K ∈ N) with face value 1 and maturity dates 0 < T1 < · · · < TK

(with the convention T0 = 0). There might be bonds with other maturities in the market, but only
the prices of these ones are directly observable. However, later we will model the prices of bonds
with other maturities using interpolation (as an estimation), so we can assume that G supports
traded default-free zero-coupon bonds with any maturity date ≤ TK , because we can estimate
their price from the observable bond prices. As usual, given 0 ≤ t ≤ s ≤ TK , we denote by P (t, s)

the value at time t of a default-free zero-coupon bond with face value 1 and maturity date s.

• The firm’s stock, whose value is given by the process S = (St, t ≥ 0).

• K CDS’s with maturity dates 0 < T1 < · · · < TK on defaultable bonds issued by the firm (these
bonds are also traded assets, but they are not important for our purposes). More specifically,
for each k ∈ {1, . . . ,K}, there is a Tk-maturity CDS with spread κk (at time 0), payment dates
0 < s

(k)
1 < · · · < s

(k)
dk

= Tk and protection at default on a Uk-maturity defaultable bond (for some
Uk ≥ Tk) with some face value (which is not relevant) and fractional recovery of par value with
recover rate δ ∈ [0, 1). Notice that the recovery rate is the same for all the CDS’s and, moreover,
we shall assume that all these CDS’s and bonds have the same default time, that is, they are
subject to the same default event.

• One CoCo (standard or write-down) that promises to pay coupons c1, . . . , cn ≥ 0 at times 0 <

t1 < · · · < tn = T (with TK−1 < T ≤ TK) and the face value L > 0 at the maturity date T . If a
pre-specified trigger event occurs before or at time T , then the CoCo converts into R ≥ 0 shares
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of the issuing firm’s stock (standard CoCo) or into R ≥ 0 units of currency (write-down CoCo)
provided that the default event of the CDS’s has not occured yet. If the firm defaults at time of
conversion, then the CoCo evaporates.

As usual in a viable market model, we assume that there exists a risk-neutral probability measure P∗

under which the price process of any tradeable asset which pays no coupons or dividends follows a
G-martingale, when discounted by the savings account process B. Now, we are going to specify F and
G and give a model under P∗ for the traded assets described above in a way that is consistent with the
previous assumption.

First of all, it follows from the previous assumption that the value at time t of a traded default-free
zero-coupon bond with face value 1 and maturity date s is given by

P (t, s) = EP∗

(
e−

∫ s
t
rudu

∣∣∣ Gt

)
(5.1)

Indeed, such a bond does not pay coupons or dividends, so the discounted price process(
B−1

u P (u, s), u ∈ [0, s]
)

is a G-martingale under P∗ by hypothesis. Hence, combining this with the fact
that P (s, s) = 1, we obtain

e−
∫ t
0
ruduP (t, s) = B−1

t P (t, s) = EP∗
(
B−1

s P (s, s)
∣∣ Gt

)
= EP∗

(
e−

∫ s
0
rudu

∣∣∣ Gt

)
Arranging terms and using the G-adaptability of r, we obtain (5.1). Remember that actually we only
have market data for the prices of default-free zero-coupon bonds with maturity dates T1, . . . , TK , so
we shall assume that the prices of bonds with other maturities < TK can be computed by interpolation.
More specifically, given t ∈ [0, TK) with Tm−1 ≤ t < Tm, we set

P (t, s) =


1 if s = t,

exp (−fm(s− t)) if s ∈ (t, Tm],

P (t, Tk−1) exp (−fk(s− Tk−1)) if s ∈ (Tk−1, Tk] for some k ∈ {m+ 1, . . . ,K}
(5.2)

where

fk =


− log (P (t, Tm))

Tm − t
if k = m,

− log (P (t, Tk))− log (P (t, Tk−1))

Tk − Tk−1
if k ∈ {m+ 1, . . . ,K}

(5.3)

Notice that the previous interpolation is based on the assumption that given t ∈ [0, TK) with Tm−1 ≤
t < Tm,

• The continuously compounded forward rate contracted at t for the interval [t, s] is constant as a
function of s over (t, Tm].

• For any k ∈ {m+ 1, . . . ,K}, the continuously compounded forward rate contracted at t for the
interval [Tk−1, s] is constant as a function of s over (Tk−1, Tk].

By doing the previous interpolation of bond prices, we do not need to specify the dynamics of the
short-term interest rate r, but we will only assume that it is càdlàg and non-negative. As we shall see
later, this interpolation usually simplify the computations. However, let us notice that in the following
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sections we will develop general pricing formulas without applying this interpolation (in order to keep
a certain generality), and once these formulas are obtained we will perform this interpolation as a par-
ticular case.

Now, we set F = (Ft)t≥0 as the filtration generated by the processes r and W = (Wt, t ≥ 0), that
is, Ft = σ (ru,Wu : 0 ≤ u ≤ t) for all t ≥ 0, where W is a Brownian motion under P∗ satisfying one of
the following conditions:

• W and r are independent under P∗.

• r is adapted to the filtration FW generated by W (and then, F = FW ).

This filtration F represents the default-free market information, so in order to obtain the enlarged fil-
tration G from F, we need to add the information about the occurrence of the conversion time τ of the
CoCo and the default time θ of the CDS’s. Thus, we are going to model these random times.

Let N be a standard Poisson process under P∗ independent of the filtration F (in particular, inde-
pendent of r and W ). Now, let us consider some Lebesgue integrable function λ : R+ → R+ and we
shall assume that the conversion time τ is the first jump time of the time-changed Poisson process
(NΛt , t ≥ 0), where Λt :=

∫ t

0
λudu for all t ≥ 0. Hence, τ is independent of F under P∗ (because so is

N) and then, for every t ≥ 0,

P∗ {τ ≤ t | Ft} = P∗ {τ ≤ t} = 1− P∗ {τ > t} = 1− P∗ {NΛt = 0} = 1− e−Λt = 1− e−
∫ t
0
λudu

so λ represents the conversion intensity of the CoCo under P∗ (actually, λ will be the F-default intensity
of τ under P∗, once we define the CoCo as a defaultable claim).

On the other hand, we shall assume that the default time θ of the CDS’s is given by

θ = 1{ξ=0}τ + 1{ξ=1}ν

where ξ is a Bernoulli random variable independent of N and F under P∗ with distribution P∗ {ξ = 0} = α

and P∗ {ξ = 1} = 1− α for some α ∈ [0, 1], and ν is the second jump time of the time-changed Poisson
process (NΛβ

t
, t ≥ 0) for some β ≥ 0, where

λβ
t := 1{τ>t}λt + 1{τ≤t}βλt, t ≥ 0

Λβ
t :=

∫ t

0

λβ
udu, t ≥ 0

In other words, the firm will default at time of conversion of the CoCo (that is, θ = τ) with probability
α, and if this does not occur, then the default event of the CDS’s will come with intensity βλt thence-
forth. In particular, notice that τ ≤ θ, which is consistent with the fact that the trigger event of a CoCo
usually occurs before or at time of firm’s default, as we explained in the previous section.

We assume that the parameters α and β are known (they can be specified arbitrarily or empirically)
and λ is constant and equal to lk ≥ 0 on the interval (Tk−1, Tk] for k = 1, . . . ,K. This latter assumption
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about λ is aimed to let us calibrate λ with the market spreads of the K traded CDS’s, as we will discuss
in detail in the last section of this chapter. Nevertheless, as it happens with the issue of bond prices
interpolation, in the following sections we shall work with a general function λ and we will study the
case where λ is piecewise constant as a particular case.

As we have argued before, G must contain the information about occurrence of τ and θ, so we set
G := F ∨ H1 ∨ H2 ∨ FM , where H1 =

(
H1

t

)
t≥0

, H2 =
(
H2

t

)
t≥0

and FM =
(
FM

t

)
t≥0

are the fil-
trations generated by the processes H1 =

(
H1

t := 1{τ≤t}, t ≥ 0
)
, H2 =

(
H2

t := 1{θ≤t}, t ≥ 0
)

and
M =

(
Mt := ζH1

t , t ≥ 0
)

respectively, with ζ := (1 + γ)ξ − 1 for some constant γ > −1. The choice of
γ and the inclusion of FM within G have to do with the way in which we will model the firm’s stock
price, which is the only thing left to deal with to finish the description of our model.

We shall assume that the firm’s stock price process S satisfies the following SDE for t ≤ τ ∧ T (that is,
in {t ≤ τ ∧ T}):

dSt = St−
(
(rt − q − [γ − α(1 + γ)]λt)dt+ σdWt + ζdH1

t

)
with S0 > 0, where the constants q, σ ∈ R represent the dividend rate and the volatility of the stock
respectively. Thus, S follows a geometric Brownian motion under P∗ with a jump at conversion. Notice
that if the firm defaults at time of conversion, then S jumps to Sτ = 0, whilst if the firm survives the
conversion, then S jumps to Sτ = (1 + γ)Sτ−. We assume that the parameters q, σ and γ are known
(they can be specified arbitrarily or empirically).

Now, notice that the previous SDE can be written as

dSt = St− ((rt − q − λt EP∗ (ζ))dt+ σdWt + dMt) (5.4)

so S is adapted to G until time τ ∧ T as desired, because r, W and M are G-adapted processes by
construction. Then, one can use the Itô formula to prove that the process S̃ =

(
S̃t, t ≥ 0

)
defined by

S̃t := exp
(
−
∫ t

0
rudu+ qt

)
St for all t ≥ 0 satisfies the following SDE for t ≤ τ ∧ T :

dS̃t = S̃t− (σdWt + dMt − λt EP∗ (ζ) dt) (5.5)

At the end of this section we will prove that S̃ is a G-martingale under P∗ until time τ ∧ T , that is, the
process

(
S̃t∧τ∧T , t ≥ 0

)
is a G-martingale under P∗. In the particular case where q = 0 (the stock pays

no dividends), this means that the price process of the firm’s stock is a G-martingale under P∗ until
time τ ∧T , when discounted by B. Thus, this property is consistent with the initial assumption that we
put to the model. Let us remark that we only need the dynamics of S until time τ ∧T in order to price
the CoCo of our model, so after this time S can be specified arbitrarily in a way that S is G-adapted
and S̃ is a G-martingale under P∗.

Once we have already specified the basic elements and assumptions of the model, we can provide
formal definitions of standard CoCo and write-down CoCo as defaultable claims, within the context of
our model:

Definition 5.2.1 (Standard CoCo). Given T > 0, a T -maturity standard CoCo with face value
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L > 0, coupon payments c1, . . . , cn ≥ 0 at times 0 < t1 < · · · < tn = T and recovery of R ≥ 0 shares
of the firm’s stock is the defaultable claim (L,A, 0, RS, τ), where τ is called the conversion time of the
CoCo and

At =

n∑
i=1

ci · 1[ti,T ](t), t ∈ [0, T ]

Definition 5.2.2 (Write-down CoCo). Given T > 0, a T -maturity write-down CoCo with face value
L > 0, coupon payments c1, . . . , cn ≥ 0 at times 0 < t1 < · · · < tn = T and recovery of R ≥ 0 units of
currency is the defaultable claim (L,A, 0,1{ξ=1}R, τ), where τ is called the conversion time of the CoCo
and

At =

n∑
i=1

ci · 1[ti,T ](t), t ∈ [0, T ]

In the previous definitions, S is the firm’s stock price process, which evolves as (5.4) until time τ ∧ T ,
and ξ is the Bernoulli random variable defined before.

Finally, we are going to prove that S̃ is a G-martingale under P∗ until time τ ∧ T , but let us first
present a technical Lemma that will be also useful for computations in the next section:

Lemma 5.2.3. Let X be a P∗-integrable random variable. Then, for any t ≥ 0,

EP∗
(
1{τ>t}X

∣∣ Gt

)
= EP∗

(
1{τ>t}X

∣∣ Ft ∨H1
t

)
Proof. The idea of the proof consists of noticing that for t < τ (that is, in the set {t < τ}), the
information of H2

t and FM
t is contained in H1

t , because the random variables H2
u and Mu are equal to

H1
u for 0 ≤ u ≤ t (this is straightforward to check, bearing in mind that θ ≥ τ by construction). Hence,

in {t < τ}, the σ-fields H2
t and FM

t do not add extra information to the one contained in Ft ∨ H1
t .

Therefore,

EP∗
(
1{τ>t}X

∣∣ Gt

)
= 1{τ>t}EP∗ (X | Gt) = 1{τ>t}EP∗

(
X
∣∣ Ft ∨H1

t ∨H2
t ∨ FM

t

)
=

= 1{τ>t}EP∗
(
X
∣∣ Ft ∨H1

t

)
= EP∗

(
1{τ>t}X

∣∣ Ft ∨H1
t

)
where the first and last equalities follow from the P∗-integrability of X and from the fact that 1{τ>t} is
H1

t -measurable, so this ends the proof.

Proposition 5.2.4. S̃ is a G-martingale under P∗ until time τ ∧T , that is, the process
(
S̃t∧τ∧T , t ≥ 0

)
is G-martingale under P∗.

Proof. We know that S̃ satisfies the SDE (5.5) until time τ ∧ T . If we consider the process M̃ =(
M̃t, t ≥ 0

)
defined by M̃t := Mt −EP∗ (ζ) Λt = ζH1

t −EP∗ (ζ) Λt for all t ≥ 0, then the SDE (5.5) can
be written as

dS̃t = S̃t−

(
σdWt + dM̃t

)
where W and M̃ are independent processes under P∗ (M̃ depends on the random objects N and ξ, which
are assumed to be independent of W under P∗). Thus, if we prove that W and M̃ are G-martingales
under P∗ until time τ ∧ T , then this will prove the statement of this proposition.

On the one hand, since W is a Brownian motion under P∗, we know that W is an FW -martingale
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under P∗. Actually, W is also an F ∨H1-martingale under P∗, because the filtration F ∨H1 is obtained
by enlarging FW with extra information which is independent of W under P∗. Then, since τ ∧ T is
a stopping time with respect to F ∨ H1 (because {τ ∧ T ≤ t} ∈ H1

t ⊂ Ft ∨ H1
t for all t ≥ 0), it fol-

lows that the stopped process (Wt∧τ∧T , t ≥ 0) is an F ∨ H1-martingale under P∗. Hence, the process
(Wt∧τ∧T , t ≥ 0) is also a G-martingale under P∗, because it is G-adapted and for any 0 ≤ t ≤ s,

EP∗ (Ws∧τ∧T −Wt∧τ∧T | Gt) = EP∗
(
1{τ>t} (Ws∧τ∧T −Wt∧τ∧T )

∣∣ Gt

)
=

= EP∗
(
1{τ>t} (Ws∧τ∧T −Wt∧τ∧T )

∣∣ Ft ∨H1
t

)
=

= EP∗
(
Ws∧τ∧T −Wt∧τ∧T

∣∣ Ft ∨H1
t

)
= 0

where the second equality follows from Lemma 5.2.3 and the last equality follows from the fact that
(Wt∧τ∧T , t ≥ 0) is an F ∨ H1-martingale under P∗. Therefore, this proves that W is a G-martingale
under P∗ until time τ ∧ T .

On the other hand, since (NΛt , t ≥ 0) is a Poisson process with intensity function Λ with respect
to FN under P∗, we know that the process Ñ =

(
Ñt := NΛt − Λt, t ≥ 0

)
is an FÑ -martingale under

P∗, where FN =
(
FN

t

)
t≥0

and FÑ =
(
F Ñ

t

)
t≥0

are the filtrations generated by N and Ñ respectively

(it is clear that FN = FÑ ). We can see that τ ∧ T is a stopping time with respect to FÑ , because for
every t ≥ 0,

{τ ∧ T ≤ t} = {τ ≤ t} ∪ {T ≤ t} = {NΛt ≥ 1} ∪ {T ≤ t} =
{
Ñt ≥ 1− Λt

}
∪ {T ≤ t} ∈ F Ñ

t

so it follows that the stopped process
(
Ñt∧τ∧T , t ≥ 0

)
is an FÑ -martingale under P∗. But now, notice

that for all t ≥ 0,

Ñt∧τ∧T = NΛt∧τ∧T
− Λt∧τ∧T = 1{τ≤t∧T} −

∫ t∧τ∧T

0

λudu = 1{τ≤t∧T} −
∫ t∧(τ−)∧T

0

λudu =

= 1{τ≤t∧T} −
∫ t∧T

0

1{τ>u}λudu = H1
t∧T −

∫ t∧T

0

(1−H1
u)λudu (5.6)

where we have used the continuity of the classical Lebesgue integral in the third equality, so the FÑ -
martingale

(
Ñt∧τ∧T , t ≥ 0

)
is H1-adapted. Then, since H1 ⊂ FÑ (because τ is a stopping time with

respect to FÑ ) and the FÑ -martingale
(
Ñt∧τ∧T , t ≥ 0

)
is H1-adapted, it follows that

(
Ñt∧τ∧T , t ≥ 0

)
is an H1-martingale under P∗. Actually, it is also an F∨H1-martingale under P∗, because the filtration
F ∨ H1 is obtained by enlarging H1 with extra information which is independent of N under P∗ (and
then, also independent of H1). Hence, the process

(
Ñt∧τ∧T , t ≥ 0

)
is also a G-martingale under P∗,

because it is G-adapted and for any 0 ≤ t ≤ s,

EP∗

(
Ñs∧τ∧T − Ñt∧τ∧T

∣∣∣ Gt

)
= EP∗

(
1{τ>t}

(
Ñs∧τ∧T − Ñt∧τ∧T

) ∣∣∣ Gt

)
=

= EP∗

(
1{τ>t}

(
Ñs∧τ∧T − Ñt∧τ∧T

) ∣∣∣ Ft ∨H1
t

)
=

= EP∗

(
Ñs∧τ∧T − Ñt∧τ∧T

∣∣∣ Ft ∨H1
t

)
= 0 (5.7)

where the second equality follows from Lemma 5.2.3 and the last equality follows from the fact that
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(
Ñt∧τ∧T , t ≥ 0

)
is an F ∨H1-martingale under P∗.

Finally, since
(
Ñt∧τ∧T , t ≥ 0

)
is a G-martingale under P∗, it follows that so is

(
M̃t∧τ∧T , t ≥ 0

)
.

Indeed,
(
M̃t∧τ∧T , t ≥ 0

)
is G-adapted (because M̃ is G-adapted and τ ∧ T is a stopping time with

respect to G) and for any 0 ≤ t ≤ s,

EP∗

(
M̃s∧τ∧T −M̃t∧τ∧T

∣∣∣ Gt

)
= EP∗

(
ζ
(
H1

s∧T −H1
t∧T

) ∣∣ Gt

)
− EP∗ (ζ) EP∗ (Λs∧τ∧T − Λt∧τ∧T | Gt) =

= EP∗
(
1{τ>t}ζ

(
H1

s∧T −H1
t∧T

) ∣∣ Gt

)
− EP∗ (ζ) EP∗ (Λs∧τ∧T − Λt∧τ∧T | Gt) =

= EP∗
(
1{τ>t}ζ

(
H1

s∧T −H1
t∧T

) ∣∣ Ft ∨H1
t

)
− EP∗ (ζ) EP∗ (Λs∧τ∧T − Λt∧τ∧T | Gt) =

= EP∗ (ζ) EP∗
(
1{τ>t}

(
H1

s∧T −H1
t∧T

) ∣∣ Ft ∨H1
t

)
− EP∗ (ζ) EP∗ (Λs∧τ∧T − Λt∧τ∧T | Gt) =

= EP∗ (ζ) EP∗
(
1{τ>t}

(
H1

s∧T −H1
t∧T

) ∣∣ Gt

)
− EP∗ (ζ) EP∗ (Λs∧τ∧T − Λt∧τ∧T | Gt) =

= EP∗ (ζ) EP∗
(
H1

s∧T −H1
t∧T

∣∣ Gt

)
− EP∗ (ζ) EP∗ (Λs∧τ∧T − Λt∧τ∧T | Gt) =

= EP∗ (ζ) EP∗

(
Ñs∧τ∧T − Ñt∧τ∧T

∣∣∣ Gt

)
= 0

where we have applied (5.6), (5.7) and Lemma 5.2.3, and we have used the fact that ζ is independent
of N and F under P∗ (because ζ is a deterministic function of ξ).

Therefore, we have shown that W and M̃ are G-martingales under P∗ until time τ ∧T , so this concludes
the proof.

5.3 CoCo pricing

Once we have already described the model and provided formal definitions of CoCos as defaultable
claims, we want to develop pricing formulas to compute the pre-default value of the CoCo introduced
in the previous section in terms of the parameters of the model and the observable information of the
market. Let us start deriving a general pricing formula for the case of a general deterministic conversion
intensity λ and without interpolating bond prices:

Theorem 5.3.1. The pre-default value of the CoCo is given by the process (Ct, t ∈ [0, T ]) defined by

Ct = C1
t + C2

t + C3
t , t ∈ [0, T ]

where

C1
t = 1{τ>t}

∑
i : ti>t

ciP (t, ti)e
−(Λti

−Λt) (5.8)

C2
t = 1{τ>t}LP (t, T )e−(ΛT−Λt) (5.9)

C3
t = 1{τ>t}RSt(1− α)(1 + γ)

∫ T

t

e−q(u−t)λue
−(1−α)(1+γ)(Λu−Λt)du (5.10)

or

C3
t = 1{τ>t}R(1− α)

∫ T

t

P (t, u)λue
−(Λu−Λt)du (5.11)

if the CoCo is write-down.
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Proof. As usual, we consider that the pre-default value of the CoCo is given by the ex-dividend price
process (Ct, t ∈ [0, T ]) of the CoCo. Applying the risk-neutral valuation formula (2.9) to the defaultable
claims considered in Definition 5.2.1 and Definition 5.2.2, it is not difficult to check that Ct = C1

t +

C2
t + C3

t for every t ∈ [0, T ], where

C1
t :=

∑
i : ti>t

ci EP∗

(
e−

∫ ti
t rudu1{τ>ti}

∣∣∣ Gt

)
C2

t := LEP∗

(
e−

∫ T
t

rudu1{τ>T}

∣∣∣ Gt

)
and

C3
t :=

 REP∗

(
e−

∫ τ
t

ruduSτ1{t<τ≤T}

∣∣∣ Gt

)
if the CoCo is standard,

REP∗

(
e−

∫ τ
t

rudu1{ξ=1}1{t<τ≤T}

∣∣∣ Gt

)
if the CoCo is write-down.

Thus, we need to prove that C1
t , C2

t and C3
t fulfill formulas (5.8), (5.9), (5.10) and (5.11). First of all,

notice that for any 0 ≤ t ≤ s ≤ TK ,

1{τ>t}P (t, s) = 1{τ>t}EP∗

(
e−

∫ s
t
rudu

∣∣∣ Gt

)
= EP∗

(
1{τ>t}e

−
∫ s
t
rudu

∣∣∣ Gt

)
=

= EP∗

(
1{τ>t}e

−
∫ s
t
rudu

∣∣∣ Ft ∨H1
t

)
= 1{τ>t}EP∗

(
e−

∫ s
t
rudu

∣∣∣ Ft ∨H1
t

)
=

= 1{τ>t}EP∗

(
e−

∫ s
t
rudu

∣∣∣ Ft

)
(5.12)

where we have applied (5.1) in the first equality, we have applied Lemma 5.2.3 in the third equality
and we have used the independence between F and H1 under P∗ and the F-adaptability of r in the last
equality.

Now, on the one hand, we can see that for any 0 ≤ t ≤ s ≤ TK ,

EP∗

(
e−

∫ s
t
rudu1{τ>s}

∣∣∣ Gt

)
= EP∗

(
1{τ>t}e

−
∫ s
t
rudu1{τ>s}

∣∣∣ Gt

)
=

= EP∗

(
1{τ>t}e

−
∫ s
t
rudu1{τ>s}

∣∣∣ Ft ∨H1
t

)
=

= EP∗

(
e−

∫ s
t
rudu1{τ>s}

∣∣∣ Ft ∨H1
t

)
=

= 1{τ>t}EP∗

(
e−(Λs−Λt)e−

∫ s
t
rudu

∣∣∣ Ft

)
=

= 1{τ>t}e
−(Λs−Λt) EP∗

(
e−

∫ s
t
rudu

∣∣∣ Ft

)
=

= 1{τ>t}P (t, s)e−(Λs−Λt)

where we have applied Lemma 5.2.3 in the second equality, we have applied Proposition 4.1.4 to the
Fs-measurable random variable e−

∫ s
t
rudu in the fourth equality, we have used the fact that Λ is a de-

terministic function in the fifth equality and we have applied (5.12) in the last equality. Hence, if we
apply the result of the previous equation taking s = T and also taking s = ti for each i ∈ {1, . . . , n}
such that ti > t, then we easily deduce (5.8) and (5.9).

On the other hand, if the CoCo is write-down, then for every t ∈ [0, T ],

C3
t = REP∗

(
e−

∫ τ
t

rudu1{ξ=1}1{t<τ≤T}

∣∣∣ Gt

)
= REP∗

(
e−

∫ τ
t

rudu1{ξ=1}1{t<τ≤T}

∣∣∣ Ft ∨H1
t

)
=
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= REP∗
(
1{ξ=1}

)
EP∗

(
e−

∫ τ
t

rudu1{t<τ≤T}

∣∣∣ Ft ∨H1
t

)
=

= R(1− α)Bt EP∗
(
B−1

τ 1{t<τ≤T}
∣∣ Ft ∨H1

t

)
= R(1− α)Bt1{τ>t}EP∗

(∫ T

t

B−1
u e−(Λu−Λt)dΛu

∣∣∣∣∣ Ft

)
=

= 1{τ>t}R(1− α)EP∗

(∫ T

t

e−
∫ u
t

rvdvλue
−(Λu−Λt)du

∣∣∣∣∣ Ft

)
=

= 1{τ>t}R(1− α)

∫ T

t

EP∗

(
e−

∫ u
t

rvdv
∣∣∣ Ft

)
λue

−(Λu−Λt)du =

= 1{τ>t}R(1− α)

∫ T

t

P (t, u)λue
−(Λu−Λt)du

where we have applied Lemma 5.2.3 in the second equality, we have used the fact that ξ is independent
of N and F under P∗ in the third equality, we have applied Proposition 4.1.5 to the inverse savings
account process

(
B−1

u , u ≥ 0
)

in the fifth equality (because Λ is a continuous increasing function and(
B−1

u , u ≥ 0
)

is a continuous bounded F-adapted process, so in particular it is F-predictable) and we
have used the associativity of the Lebesgue-Stieltjes integral in the sixth equality. In the last two
equalities, we have applied Fubini-Tonelli theorem (because the integrand is jointly measurable and
non-negative), we have used the fact that λ and Λ are deterministic functions and we have applied
(5.12). Thus, this proves (5.11) in the case where the CoCo is write-down.

Finally, it only remains to prove (5.10) when the CoCo is standard, so let us now assume that the
CoCo is standard. Since the process

(
S̃t∧τ∧T , t ≥ 0

)
is G-martingale under P∗ (see Proposition 5.2.4),

we know that the non-negative random variable S̃τ∧T /S̃0 satisfies the condition EP∗(S̃τ∧T /S̃0) = 1.
Hence, we can define a new probability P in the filtered space (Ω,F ,G) by setting dP/dP∗ = S̃τ∧T /S̃0.
In particular, we know that P << P∗, and if we consider the density process Z = (Zt, t ≥ 0) defined by

Zt := EP∗

(
dP
dP∗

∣∣∣∣ Gt

)
t ≥ 0

then it follows from the martingale condition of the process
(
S̃t∧τ∧T , t ≥ 0

)
that for every t ≥ 0,

Zt = EP∗

(
S̃τ∧T

S̃0

∣∣∣∣∣ Gt

)
=

EP∗

(
S̃T∧τ∧T

∣∣∣ Gt

)
S̃0

=
S̃t∧τ∧T

S̃0

(5.13)

Now, let us fix t ∈ [0, T ] and consider the random variable Y := e−q(τ−t)1{t<τ≤T}. It is easy to check
that Y is bounded and GT -measurable (it is H1

T -measurable and we know that H1
T ⊂ GT ). Then, using

the definition of the process S̃, applying the abstract Bayes’ rule (Proposition 2.3.11) to the random
variable Y and using (5.13), we can see that

C3
t = REP∗

(
e−

∫ τ
t

ruduSτ1{t<τ≤T}

∣∣∣ Gt

)
= RSt EP∗

(
e−

∫ τ
t

rudu
Sτ

St
1{t<τ≤T}

∣∣∣∣ Gt

)
=

= RSt EP∗

(
e−q(τ−t) S̃τ

S̃t

1{t<τ≤T}

∣∣∣∣∣ Gt

)
= RSt EP∗

(
e−q(τ−t) S̃τ∧T

S̃t∧τ∧T

1{t<τ≤T}

∣∣∣∣∣ Gt

)
=

= RSt
1

Zt
EP∗ (Y ZT | Gt) = RSt EP (Y | Gt) = RSt EP

(
e−q(τ−t)1{t<τ≤T}

∣∣∣ Gt

)
(5.14)
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Thus, in order to compute this latter expectation, we need to determine first the conditional distribution
of τ with respect to Gt under P. Let us consider the processes X1 =

(
X1

s , s ≥ 0
)

and X2 =
(
X2

s , s ≥ 0
)

defined by

X1
s := Ñs∧τ∧T = NΛs∧τ∧T

− Λs∧τ∧T = H1
s∧T − Λs∧τ∧T , s ≥ 0

X2
s := M̃s∧τ∧T = Ms∧τ∧T − EP∗ (ζ) Λs∧τ∧T = ζH1

s∧T − EP∗ (ζ) Λs∧τ∧T , s ≥ 0

On the one hand, in the proof of Proposition 5.2.4 we saw that X1 and X2 are (càdlàg) G-martingales
under P∗. Actually, notice also that X1 and X2 are bounded processes, which follows from the fact that
H1 and ζ are bounded and Λs∧τ∧T is bounded for all s ≥ 0 by

∫ T

0
|λu|du < ∞. Hence, since X1 and

X2 are bounded G-martingales under P∗, it follows that X1, X2 ∈ H2.

On the other hand, we can also show that Z ∈ H2. Indeed, it follows from (5.13) that Z is a G-
martingale under P∗ (because so is the process (S̃s∧τ∧T , s ≥ 0)), so it only remains to prove that Z

is square-integrable. Remember that S̃ satisfies the SDE (5.5) until time τ ∧ T with initial condition
S0 > 0, so at time of conversion S̃ jumps to S̃τ = ξ(1+ γ)S̃τ−, where γ is a known constant and ξ takes
values in {0, 1}. Then, it is not difficult to check that, until time τ ∧ T , S̃ is non-negative and bounded
(from above) by the process Ŝ satisfying the SDE (5.5) without the jump term (dM) and with initial
condition max(1, 1+γ) ·S0. This process Ŝ is thus a geometric Brownian motion with constant volatility
and with a deterministic drift coefficient given by a Lebesgue integrable function, so it can be proved that
sups∈[0,T ] EP∗

(
Ŝ2
s

)
< ∞ and then

(
S̃s∧τ∧T , s ≥ 0

)
belongs to H2. Therefore, we conclude that Z ∈ H2.

Now, we know that Z is a semimartingale (because Z ∈ H2) and X1 is a finite variation process
(because it is by definition the difference between two increasing processes), so it follows from Lemma
2.3.4 that

[X1, Z]s =
∑

0<u≤s

∆X1
u∆Zu, s ≥ 0

Notice that the process X1 has only one jump at time τ (an increasing jump of length 1). Hence,
applying (5.13) and using the fact that S̃τ = ξ(1 + γ)S̃τ−, we can see that for every s ≥ 0,

[X1, Z]s =
∑

0<u≤s

∆X1
u∆Zu = 1{τ≤s}∆X1

τ∆Zτ = 1{τ≤s} (Zτ − Zτ−) = 1{τ≤s}
S̃τ∧T − S̃(τ−)∧T

S̃0

=

= 1{τ≤s∧T}
S̃τ − S̃τ−

S̃0

= H1
s∧T

ξ(1 + γ)S̃τ− − S̃τ−

S̃0

=
ζH1

s∧T S̃τ−

S̃0

=
Ms∧T S̃τ−

S̃0

=

=
1

S̃0

∫ s∧T

0

S̃u−dMu =
1

S̃0

∫ s∧τ∧T

0

S̃u−dMu =
1

S̃0

∫ s

0

S̃u−dMu∧τ∧T

where the penultimate equality follows from the fact that, after time τ , the process M is constant.

Since X1, Z ∈ H2, we know that predictable quadratic covariation of X1 and Z under P∗ is well
defined. Now, we are going to show that

〈
X1, Z

〉
= I, where I = (Is, s ≥ 0) is the process defined by

Is :=
1

S̃0

∫ s∧τ∧T

0

S̃u−d (EP∗ (ζ) Λu) =
1

S̃0

∫ s

0

S̃u−d (EP∗ (ζ) Λu∧τ∧T ) , s ≥ 0
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First of all, since S̃− is a G-adapted càglàd process (at least until time τ ∧ T ), Λ is an increasing
function and τ ∧ T is a stopping time with respect to G, it follows that I is well defined path by path
as a Lebesgue-Stieltjes integral and it is G-adapted. Then, I is a G-adapted finite variation process.
Moreover, applying the associativity of the Lebesgue-Stieltjes integral, we can see that

Is =
EP∗ (ζ)

S̃0

∫ s∧τ∧T

0

S̃u−λudu =
EP∗ (ζ)

S̃0

∫ s

0

S̃u−λud (u ∧ τ ∧ T ) , s ≥ 0 (5.15)

so I is defined path by path as a classical Lebesgue integral. Therefore, I is a continuous G-adapted
process, so in particular it is G-predictable. Now, notice that for all s ≥ 0,

[X1, Z]s − Is =
1

S̃0

∫ s

0

S̃u−dMu∧τ∧T − 1

S̃0

∫ s

0

S̃u−d (EP∗ (ζ) Λu∧τ∧T ) =
1

S̃0

∫ s

0

S̃u−dX
2
u

Then, since S̃− is a G-adapted càglàd process and X2 ∈ H2, it follows from the previous equation that
[X1, Z] − I is a G-local martingale under P∗ (see for instance [8], Chapter II, Section 5, Theorem 20).
Furthermore, we know from Proposition 2.3.10 that X1Z − [X1, Z] is a G-martingale under P∗, so we
conclude that X1Z − I is a G-local martingale under P∗.

To sum up, we have seen that I is a G-predictable finite variation process such that I0 = 0 and X1Z− I

is a G-local martingale under P∗. Thus, we conclude that
〈
X1, Z

〉
= I (because of the uniqueness of the

predictable quadratic covariation). Now, since X1, Z ∈ H2 and X1
0 = 0, it follows from the Girsanov

theorem for martingales (Theorem 2.3.12) that the process A = (As, s ≥ 0) given by

As =

∫ s

0

1

Zu−
d
〈
X1, Z

〉
u
=

∫ s

0

S̃0

S̃(u−)∧τ∧T

dIu s ≥ 0

is P-a.s. well defined and it is a finite variation process. Actually, A is P-a.s. well defined path by path
as a Lebesgue-Stieltjes integral, since I is a finite variation process. Then, using (5.15) and applying
the associativity of the Lebesgue-Stieltjes integral, we obtain

As =

∫ s

0

S̃0

S̃(u−)∧τ∧T

dIu =
EP∗ (ζ)

S̃0

∫ s

0

S̃0

S̃(u−)∧τ∧T

S̃u−λud (u ∧ τ ∧ T ) =

= EP∗ (ζ)

∫ s∧τ∧T

0

S̃u−

S̃(u−)∧τ∧T

λudu = EP∗ (ζ)

∫ s∧τ∧T

0

λudu = EP∗ (ζ) Λs∧τ∧T , s ≥ 0

Hence, A is G-predictable and bounded (because (Λs∧τ∧T , s ≥ 0) is a G-adapted continuous process
bounded by

∫ T

0
|λu|du < ∞ for all s ≥ 0), so it follows from Girsanov theorem for martingales (Theorem

2.3.12) that the process X̃ := X1 −A is a G-martingale under P. But now, notice that

X̃s = X1
s −As = NΛs∧τ∧T

− Λs∧τ∧T − EP∗ (ζ) Λs∧τ∧T = NΛs∧τ∧T
− Λ∗

s∧τ∧T , s ≥ 0

where

λ∗
s := (1 + EP∗ (ζ))λs = (1− α)(1 + γ)λs, s ≥ 0

Λ∗
s :=

∫ s

0

λ∗
udu, s ≥ 0
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so the following conditions hold:

• The process (NΛs , s ≥ 0) is a G-adapted point process, that is, a càdlàg G-adapted increasing
process with initial value 0 that takes values in N ∪ {0} and whose jumps are equal to 1.

• Λ∗ is a G-adapted increasing continuous process (and then, also G-predictable) with initial value
0 and such that X̃ = (NΛs∧τ∧T

− Λ∗
s∧τ∧T , s ≥ 0) is a G-martingale under P. Thus, Λ∗ is the

G-compensator of (NΛs , s ≥ 0) under P until time τ ∧ T (see [3], Chapter I, Theorem 3.17).

• Λ∗ is a deterministic function.

Hence, it follows from the martingale characterization of Poisson processes (see [3], Chapter II, Theorem
4.5) that NΛs∧τ∧T

= N∗
s∧τ∧T for all s ≥ 0, where N∗ = (N∗

s , s ≥ 0) is a Poisson process with intensity
function Λ∗ with respect to G under P. Let us denote by τ∗ the first jump time of N∗ and fix t ∈ [0, T ].
On the one hand, we know that conditioned on {t < τ∗} = {t < τ}, the conditional density of τ∗ with
respect to Gt under P is the function λ∗

se
−(Λ∗

s−Λ∗
t ). On the other hand, since the processes N∗ and

(NΛs , s ≥ 0) are equal until time τ ∧ T and τ is the first jump time of (NΛs , s ≥ 0), we know that
τ∗ = τ in the set {τ ≤ T} = {τ∗ ≤ T}. Therefore, applying (5.14), we obtain

C3
t = RSt EP

(
e−q(τ−t)1{t<τ≤T}

∣∣∣ Gt

)
= 1{τ>t}RSt EP

(
e−q(τ∗−t)1{t<τ∗≤T}

∣∣∣ Gt

)
=

= 1{τ>t}RSt

∫ T

t

e−q(u−t)λ∗
ue

−(Λ∗
u−Λ∗

t )du =

= 1{τ>t}RSt(1− α)(1 + γ)

∫ T

t

e−q(u−t)λue
−(1−α)(1+γ)(Λu−Λt)du

so this proves (5.10) in the case where the CoCo is standard.

Once we have already developed a general pricing formula for the CoCo of our model, we are going
to study the particular case where λ is constant and equal to lk ≥ 0 on the interval (Tk−1, Tk] for
k = 1, . . . ,K and where the prices of bonds with any maturity < TK can be computed from the prices
of bonds with maturities T1, . . . , TK by interpolation, as described in the previous section.

Under these assumptions, C1
t and C2

t can be easily computed with formulas (5.8) and (5.9) by ap-
plying the interpolation formulas (5.2) and (5.3) and using the fact that for every s ∈ [0, TK ],

Λs =

ks−1∑
k=1

lk (Tk − Tk−1) + lks
(s− Tks−1)

where Tks−1 < s ≤ Tks
. Moreover, for the computation of C3

t we can use the following corollary, which
can be obtained by applying the previous expression for Λ and the interpolation described in (5.2) and
(5.3) to the formulas (5.10) and (5.11) (thus, we shall not prove it):

Corollary 5.3.1.1. Fix t ∈ [0, T ) with Tm−1 ≤ t < Tm for some m ∈ {1, . . . ,K}. For each k ∈
{m, . . . ,K}, let fk be the value given by (5.3). Let us also define the times T ∗

m−1 := t, T ∗
K := T and

T ∗
k := Tk for k = m, . . . ,K − 1. Then, under the assumptions made above, the following statements

hold:
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1. If the CoCo of our model is standard, then (5.10) can be written as

C3
t = 1{τ>t}RSt(1− α)(1 + γ)

K∑
k=m

lk exp

−
k−1∑
j=m

m̃j

(
T ∗
j − T ∗

j−1

) v
(1)
k

where for every k ∈ {m, . . . ,K}, m̃k = q + (1− α)(1 + γ)lk and

v
(1)
k =


1− e−m̃k(T

∗
k−T∗

k−1)

m̃k
if m̃k ̸= 0,

T ∗
k − T ∗

k−1 if m̃k = 0

2. If the CoCo of our model is write-down, then (5.11) can be written as

C3
t = 1{τ>t}R(1− α)

K∑
k=m

lkP
(
t, T ∗

k−1

)
exp

−
k−1∑
j=m

lj
(
T ∗
j − T ∗

j−1

) v
(2)
k

where for every k ∈ {m, . . . ,K}, mk = fk + lk and

v
(2)
k =


1− e−mk(T

∗
k−T∗

k−1)

mk
if mk ̸= 0,

T ∗
k − T ∗

k−1 if mk = 0

5.4 Calibration of the conversion intensity

If we want to apply the pricing formulas derived in the previous secion, first we need to specify the
parameters of the model. In this section, we shall assume that the parameters α, β, γ, q, σ and δ are
known and we will study how to determine λ from the market spreads of the K traded CDS’s of our
model. To do so, we shall start developing a general pricing formula for the initial value of the traded
CDS’s (that is, a formula for the spreads κ1, . . . , κK) for the case of a general deterministic conversion
intensity λ and without interpolating bond prices. After this, we will adapt this formula to the partic-
ular case where λ is piecewise constant and bond prices can be computed by interpolation, and finally
we will briefly explain how these formulas can be used to calibrate λ.

Let us start proving the following general pricing formula for the CDS’s spreads:

Theorem 5.4.1. For each k ∈ {1, . . . ,K}, the spread κk (at time 0) of the Tk-maturity CDS of our
model can be computed as

κk =

(1− δ)

∫ Tk

0

P (0, u)f(u)du

dk∑
i=1

P (0, s
(k)
i )G

s
(k)
i

(s
(k)
i − s

(k)
i−1)

=

(1− δ)

∫ Tk

0

P (0, u)f(u)du

dk∑
i=1

P (0, s
(k)
i )

(
1−

∫ s
(k)
i

0

f(u)du

)
(s

(k)
i − s

(k)
i−1)

(5.16)

with the convention s
(k)
0 = 0, where for every t ≥ 0,

f(t) =

{
αλte

−Λt + (1− α) β
β−1λt

(
e−Λt − e−βΛt

)
if β ̸= 1,

αλte
−Λt + (1− α)λtΛte

−Λt if β = 1
(5.17)
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and

Gt =

{
αe−Λt + (1−α)

β−1

(
βe−Λt − e−βΛt

)
if β ̸= 1,

αe−Λt + (1− α) (1 + Λt) e
−Λt if β = 1

(5.18)

Proof. Remember that all the K traded CDS’s are supposed to have the same default time θ, which is
given by

θ = 1{ξ=0}τ + 1{ξ=1}ν

Let us consider the process F = (Ft, t ≥ 0) given by Ft = P∗ {θ ≤ t | Ft} for every t ≥ 0 and let
G = (Gt, t ≥ 0) be the F-survival process of θ under P∗, which is defined by Gt = 1− Ft for all t ≥ 0.
Now, fix k ∈ {1, . . . ,K}. The idea to prove (5.16) will consist of checking that the four assumptions
of Theorem 4.1.8 are fulfilled, deriving formulas for the probability density function f of θ and for the
F-survival process G of θ and then applying the formula (4.14).

First of all, we know that F ∨ H2 ⊂ G and G0 is the trivial σ-field, so the first condition of Theo-
rem 4.1.8 is satisfied. The second condition (about the short-term interest rate r) also holds by the
construction of our model. Moreover, since θ = 1{ξ=0}τ + 1{ξ=1}ν and we know that ξ and N are
independent of F under P∗, it follows that the process H2 is independent of F under P∗, so the third
assumption of Theorem 4.1.8 is fulfilled. This latter condition implies (as we saw in the previous section)
that F (and then, also G) is a deterministic function and it is the cummulative distribution function of
θ under P∗.

Now, we are going to compute F . First of all, using the fact that H2 is independent of F under P∗, that
ξ and N are independent under P∗, that τ and ν are the first jump time of the process (NΛt , t ≥ 0)

and the second jump time of the process
(
NΛβ

t
, t ≥ 0

)
respectively and using the fact that τ ≤ ν by

construction, we can see that

Ft = P∗ {θ ≤ t | Ft} = EP∗
(
H2

t

∣∣ Ft

)
= EP∗

(
H2

t

)
= EP∗

(
1{ξ=0}1{τ≤t} + 1{ξ=1}1{ν≤t}

)
=

= EP∗
(
1{ξ=0}1{τ≤t} + 1{ξ=1}1{ν≤t}1{τ≤t}

)
= EP∗

(
1{τ≤t} − 1{ξ=1}1{ν>t}1{τ≤t}

)
=

= EP∗
(
1{τ≤t}

)
− EP∗

(
1{ξ=1}

)
EP∗

(
1{ν>t}1{τ≤t}

)
= 1− e−Λt − (1− α)P∗ {ν > t, τ ≤ t} =

= 1− e−Λt − (1− α)P∗
{
NΛβ

t
= 1, τ ≤ t

}
=

= 1− e−Λt − (1− α)P∗
{
N∫ τ

0
λudu+

∫ t
τ
βλudu

−N∫ τ
0

λudu = 0, τ ≤ t
}

t ≥ 0

Let us fix t ≥ 0 and consider the stochastic processes X = (Xs, s ≥ 0) and Y = (Ys, s ≥ 0) defined by

Ys :=

{
N∫ s

0
λudu+

∫ t
s
βλudu

−N∫ s
0
λudu if s ∈ [0, t],

0 if s > t

Xs := 1{Ys=0}, s ≥ 0

Then, notice that Ft = 1− e−Λt − (1− α)EP∗
(
Xτ1{τ≤t}

)
. In order to compute this latter expectation,

let us consider a sequence of partitions Pm = {0 = t0,m < t1,m < · · · < tkm,m = t} of [0, t] with norm
|Pm| := max

i∈{1,...,km}
(ti,m − ti−1,m) going to 0 when m → ∞, and also consider the sequence of random
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variables (X(m))m∈N defined by

X(m) :=

km∑
i=1

Xti,m1{ti−1,m<τ≤ti,m}, m ∈ N

Notice that all the random variables of this sequence are non-negative and bounded by 1. Moreover,
it is easy to check that the sequence of random variables (X(m)1{τ≤t})m∈N converges to the random
variable Xτ1{τ≤t} a.s. Indeed, given ω ∈ Ω,

• If τ(ω) > t, then X(m)(ω)1{τ(ω)≤t} = 0 −−−−→
m→∞

0 = Xτ(ω)1{τ(ω)≤t}.

• If τ(ω) = t, then X(m)(ω)1{τ(ω)≤t} = Xt(ω) −−−−→
m→∞

Xt(ω) = Xτ(ω)1{τ(ω)≤t}.

• If τ(ω) < t, then the sample path Y (ω) is a càdlàg function that takes values in the discrete
set N ∪ {0}, so there exists ε > 0 such that the function Y (ω) is constant on the time interval
[τ(ω), τ(ω) + ε). Then, the sample path X(ω) is also constant on [τ(ω), τ(ω) + ε). Hence, since
|Pm| −−−−→

m→∞
0, for m large enough we will have that tim−1,m < τ(ω) ≤ tim,m < τ(ω) + ε and then

X(m)(ω) = Xtim,m(ω) = Xτ(ω)(ω). Therefore, X(m)(ω)1{τ(ω)≤t} −−−−→
m→∞

Xτ(ω)1{τ(ω)≤t}.

Thus, it follows from the dominated convergence theorem that

EP∗
(
Xτ1{τ≤t}

)
= lim

m→∞
EP∗

(
X(m)1{τ≤t}

)
= lim

m→∞
EP∗

(
km∑
i=1

Xti,m1{ti−1,m<τ≤ti,m}

)
=

= lim
m→∞

km∑
i=1

EP∗

(
1{Yti,m

=0}1{ti−1,m<τ≤ti,m}

)
= lim

m→∞

km∑
i=1

P∗ {Yti,m = 0, ti−1,m < τ ≤ ti,m
}
=

= lim
m→∞

km∑
i=1

P∗
{
NΛti,m

+β(Λt−Λti,m
) −NΛti,m

= 0, NΛti−1,m
= 0, NΛti,m

−NΛti−1,m
> 0
}
=

= lim
m→∞

km∑
i=1

P∗
{
NΛti,m

+β(Λt−Λti,m
) −NΛti,m

= 0
}
P∗
{
NΛti−1,m

= 0
}
P∗
{
NΛti,m

−NΛti−1,m
> 0
}
=

= lim
m→∞

km∑
i=1

e−β(Λt−Λti,m)e−Λti−1,m

(
1− e−(Λti,m

−Λti−1,m)
)
=

= lim
m→∞

km∑
i=1

−e−β(Λt−Λti,m)
(
e−Λti,m − e−Λti−1,m

)
=

∫ t

0

−e−β(Λt−Λs)d
(
e−Λs

)
where we have used the distribution of N and the fact that N has independent increments under P∗

(because N is a Poisson process under P∗), and the last equality follows from the characterization of
the Lebesgue-Stieltjes integral for continuous integrands (that is, the Riemann-Stieltjes integral) as the
limit of approximating sums (see [8], Chapter I, Section 7, Theorem 53, and see also [7], Chapter 12). If
we put together all the results obtained so far and we apply the associativity of the Lebesgue-Stieltjes
integral (using the fact that 1− e−Λs =

∫ s

0
λue

−Λudu for all s ≥ 0), then we obtain

Ft = 1− e−Λt − (1− α)P∗
{
N∫ τ

0
λudu+

∫ t
τ
βλudu

−N∫ τ
0

λudu = 0, τ ≤ t
}
=

= 1− e−Λt − (1− α)P∗ {Yτ = 0, τ ≤ t} = 1− e−Λt − (1− α)EP∗
(
Xτ1{τ≤t}

)
=
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= 1− e−Λt − (1− α)

∫ t

0

−e−β(Λt−Λs)d
(
e−Λs

)
= 1− e−Λt − (1− α)

∫ t

0

e−β(Λt−Λs)d
(
1− e−Λs

)
=

= 1− e−Λt − (1− α)

∫ t

0

e−β(Λt−Λs)λse
−Λsds = 1− e−Λt − (1− α)e−βΛt

∫ t

0

e(β−1)Λsλsds

so we conclude that:

• If β = 1, then for every t ≥ 0,

Ft = 1− e−Λt − (1− α)e−Λt

∫ t

0

λsds = 1− e−Λt − (1− α)Λte
−Λt =

= 1− αe−Λt − (1− α)(1 + Λt)e
−Λt

• If β ̸= 1, then for every t ≥ 0,

Ft = 1− e−Λt − (1− α)e−βΛt

∫ t

0

e(β−1)Λsλsds = 1− e−Λt − (1− α)

β − 1
e−βΛt

(
e(β−1)Λt − 1

)
=

= 1− e−Λt − (1− α)

β − 1

(
e−Λt − e−βΛt

)
= 1− αe−Λt − (1− α)

β − 1

(
βe−Λt − e−βΛt

)
Hence, it is clear that the F-survival process G of θ is given by (5.18) and it is easy to check that F is an
absolutely continuous function of the form Ft =

∫ t

0
f(u)du for the Lebesgue integrable function f given

by (5.17). In particular, this means that f is the probability density function of θ under P∗. Therefore,
the last assumption of Theorem 4.1.8 is fulfilled, so it follows from Theorem 4.1.8 that the spread κk

can be computed with the formula (5.16), as we wanted to prove.

Now, let us assume that λ is constant and equal to lk ≥ 0 on the interval (Tk−1, Tk] for k = 1, . . . ,K

and that the prices of bonds with any maturity < TK can be computed from the prices of bonds
with maturities T1, . . . , TK by interpolation, as described in Section 5.2. Under these assumptions, the
denominator of (5.16) can be easily computed by applying the interpolation formulas (5.2) and (5.3)
and using the fact that for every s ∈ [0, TK ],

Λs =

ks−1∑
k=1

lk (Tk − Tk−1) + lks
(s− Tks−1)

where Tks−1 < s ≤ Tks
.

On the other hand, the computation of the integral in the numerator of (5.16) seems more tricky,
but we can obtain a nicer formula for this integral by applying the previous expression for Λ and the
interpolation described in (5.2) and (5.3). If we do this, we can obtain the following formula for the
CDS’s spreads (we shall not prove it):

Corollary 5.4.1.1. For each k ∈ {1, . . . ,K}, let fk be the value obtained by applying (5.3) with t = 0

and m = 1. Then, under the assumptions made above, for each k ∈ {1, . . . ,K}, the spread κk (at time
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0) of the Tk-maturity CDS of our model can be computed as

κk =

(1− δ)

k∑
j=1

ljP (0, Tj−1) (αvj + (1− α)wj)

dk∑
i=1

P (0, s
(k)
i )G

s
(k)
i

(s
(k)
i − s

(k)
i−1)

(5.19)

where for every j ∈ {1, . . . ,K}, ∆Tj = Tj − Tj−1, mj = fj + lj, m̃j = fj + βlj,

vj =
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−
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)
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)
∆Tj if mj = 0
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and

wj =
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1
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[
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if β = 1 and mj ̸= 0,
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2

2

)
exp

(
−
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)
if β = 1 and mj = 0

If we assume that the parameters α, β and δ are known and that we can observe the market prices
of bonds with maturities T1, . . . , TK , then notice that for each k ∈ {1, . . . ,K}, the spread κk given by
(5.19) only depends on l1, . . . , lk. Hence, we can specify the parameters l1, . . . , lK that define λ from the
market spreads κ1, . . . , κK . Indeed, if we substitute κ1, . . . , κk in (5.19) for the market values of these
spreads, then we obtain a system of n equations depending on l1, . . . , lK in which we can solve each
equation in order recursively. Of course the unknowns l1, . . . , lK cannot be isolated, so each equation
must be solved by using numerical methods.

The other parameters of our model can be estimated, for instance, from historical data about de-
fault events and market data about other traded assets, and once all the parameters of the model have
been specified, the CoCo can be priced by applying the formulas developed in the previous section.
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6 Conclusions

This thesis has been a deep introduction to credit risk along with the study of one particular reduced-
form model.

In Chapter 2 we have introduced the concept of credit risk with the help of two financial instruments
which are subject to this kind of risk: corporate bonds and credit default swaps (CDS’s). However, we
have noticed that there is a wide range of credit-risk sensitive instruments (besides bonds and CDS’s)
and we have defined the concept of defaultable claim, which encompasses all these instruments. These
instruments can be priced with the well-known risk-neutral valuation formula, which requires some gen-
eral stochastic integration theory to be established. Nevertheless, we have seen that this formula can
be problematic in an incomplete market, since there might exist more than one risk-neutral probability
and then this formula returns several different values, so we must fix one of these probabilities. Due to
this and other reasons, we have postulated this formula as a definition.

In Chapter 3 we have studied the structural approach for credit risk modelling, focusing on the original
Merton’s model and the original Black and Cox model. For future research, we propose to study in
depth some extensions of these two models. As commented before, the structural approach is very
appealing from the economic point of view, because it links the default events to the total value of the
firm’s assets and other economic fundamentals, but this feature is at the same time the main drawback
of this approach, since this causes the default times to be predictable stopping times, which is not
realistic. Moreover, structural models can become difficult to implement (because the total value of a
firm is difficult to estimate) and they often present discrepancies between the credit spreads predicted
by the model and the spreads observed in the market. For this reason, for practical implementations,
we suggest opting for an hybrid model, that is, a reduced-form model with default intensity depending
on economic factors linked to the value of the firm’s assets.

In Chapter 4 we have studied the reduced-form approach for credit risk modelling, focusing specially
on the hazard process approach. Reduced-form models give an exogenous specification of the default
time by providing a model for the conditional probability of default, so this avoids the problematic
predictable nature of the default times that is present in structural models. We have developed a useful
rewrite of the risk-neutral valuation formula to price a defaultable claim under the hazard process ap-
proach. For future research, we propose to investigate how to derive pricing formulas in a model with
several (dependent or independent) default times. It would also be a good idea to study how to tackle
the problem of pricing and hedging defaultable claims under the martingale approach.

In Chapter 5 we have introduced CoCos, which are bonds that convert into equity shares or a cash
payment if a pre-specified trigger event occurs. Then, we have described in detail one particular reduced-
form model for pricing CoCos, where we assume that the firm’s stock price process follows a geometric
Brownian motion with a jump at conversion, we also assume that the conversion time of traded CoCos
and the default time of traded CDS’s are the first two jump times of a time-changed Poisson process
and we also assume that the conversion intensity is a deterministic function. We have developed pricing
formulas for CoCos and also formulas to calibrate the model with market prices of traded CDS’s, and
then we have studied the particular case where the conversion intensity is piecewise constant and bond
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prices can be interpolated in a specific way. We can notice that, even under this model with the simplest
assumptions (deterministic and piecewise constant conversion intensity, constant parameters, interpo-
lation of bond prices...), the pricing and calibration formulas obtained are difficult to derive (we have
needed to apply Girsanov theorem for martingales, stochastic integration theory and some properties
of the predictable quadratic covariation) and they are not easy to implement (they require numerical
methods). For future research, we propose to implement these formulas to real data of some firm. We
could also try to extend this simple model by taking also into account the accrued payment of a CoCo
and the possibility of stochastic coupons, and we could also consider in our model a stochastic conversion
intensity, variable parameters, a more complex model for the stock price and even we could add to the
model more stochastic factors involving other sources of risk. Moreover, it would be interesting to use
other financial instruments for the calibration of the model (not only CDS’s), and one could also try
to establish a model for the dynamics of the short-term interest rate process instead of interpolating
bond prices. Finally, in this chapter we have focused on the problem of pricing CoCos and calibrating
the model, so for future research we suggest focusing on the problem of how to hedge a CoCo by using
other traded assets.
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