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A B S T R A C T

Artificial Intelligence of Things (AIoT) is an emerging area of interest, and this can be used
to obtain knowledge and take better decisions in the same Internet of Things (IoT) devices.
IoT data are prone to anomalies due to various factors such as malfunctioning of sensors, low-
cost devices, etc. Following the AIoT paradigm, this work explores anomaly detection in IoT
urban noise sensor networks using a Long Short-Term Memory Autoencoder. Two autoencoder
models are trained using normal data from two different sensors in the sensor network and
tested for the detection of two different types of anomalies, i.e. point anomalies and collective
anomalies. The results in terms of accuracy of the two models are 99.99% and 99.34%. The
trained model is quantised, converted to TensorFlow Lite format and deployed on the ESP32
microcontroller (MCU). The inference time on the microcontroller is 4 ms for both models,
and the power consumption of the MCU is 0.2693 W ± 0.039 and 0.3268 W ± 0.015. Heap
memory consumption during the execution of the program for sensors TA120-T246187 and
TA120-T246189 is 528 bytes and 744 bytes respectively.

. Introduction

According to [1], by 2025 more than 16.44 billion Internet of Things (IoT) devices will be connected and the number of mobile
oT connections is expected to exceed 30.9 billion. IoT devices (also referred to as ‘‘connected devices’’) have been democratised
nd integrated into everyday objects, such as household appliances, cars and street furniture, among others [2,3]. IoT devices
rovide a wide variety of applications i.e. from smart homes, healthcare, behavioural studies to industrial systems and assisting in
isaster management and mitigation [4,5]. IoT devices are programmed to define behaviour based on their capabilities: to observe
nd act [2]. These devices generate a continuous pulse (called logs [6]) of the almost endless activities taking place in physical
pace, and data streams (depending on the particular refresh time) may deliver huge numbers of data observations [7]. However,
ost of these IoT devices are built using low-cost components [8,9] and are located in hostile locations [10,11]. This situation can

acilitate the appearance of errors during the data capture process [12] or while performing actions. In addition, transmission errors
an affect communications [13], either by flaws in the technology in which they are deployed or by malicious attacks [14]. In
eal-time decision-making processes [7] anomalous values or faults (abnormal behaviours) [15] can lead to bad decisions and cause

∗ Corresponding author.
E-mail addresses: hammad@uji.es (S.S. Hammad), iskandar@uji.es (D. Iskandaryan), strilles@uji.es (S. Trilles).
vailable online 30 June 2023
542-6605/© 2023 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
http://creativecommons.org/licenses/by/4.0/).

ttps://doi.org/10.1016/j.iot.2023.100848
eceived 30 April 2023; Received in revised form 28 May 2023; Accepted 14 June 2023

https://www.elsevier.com/locate/iot
http://www.elsevier.com/locate/iot
mailto:hammad@uji.es
mailto:iskandar@uji.es
mailto:strilles@uji.es
https://doi.org/10.1016/j.iot.2023.100848
http://crossmark.crossref.org/dialog/?doi=10.1016/j.iot.2023.100848&domain=pdf
https://doi.org/10.1016/j.iot.2023.100848
http://creativecommons.org/licenses/by/4.0/


Internet of Things 23 (2023) 100848S.S. Hammad et al.

t
o
b
c
c
c

b
d
d
c
m
a
t
i
t
h
q
t
N

m
a
p
A
A
c
(
s
c
a
a
p
a
t
w

I
E

a
o
a

2

2

c
o
l
s
a
i
e
f
T

unexpected social damage and economic loss, especially in critical contexts (e.g. Internet of Medical Things or Internet of Vehicles
[IoV]).

The underlying strategy for most approaches to anomaly detection is to model expected behaviour and exploit this knowledge
o identify deviations (anomalies) [16]. Throughout this research, an anomaly is understood as a value that differs from the valid
nes since it contains a certain number of erroneous values. These observations are discordant and do not conform to the expected
ehaviour [17]. Detecting anomalies is not trivial and presents different challenges that must be considered and solved [18]. These
hallenges can be summarised as follows: (a) the border between normal and abnormal behaviour is not precise, and thus anomalous
an be very close to normal; (b) the anomalies originate from malicious actions; (c) normal behaviour can change depending on the
ontext; and (d) data are often interspersed with noise that tends to be quite similar to actual anomalies.

IoT systems need to have an anomaly detection mechanism in place to detect anomalies in the data in real time. There could
e different anomalies in different contexts, but it is first essential to define anomalies. A detailed survey study about anomaly
etection defines anomaly as something in the data distribution that deviates from normal data patterns. Anomalies can be of
ifferent types: (a) point anomalies, which are values in the data that do not adhere to the normal distribution of the data, (b)
ollective anomalies are a collection of instances in the data which are anomalous in behaviour, and (c) contextual anomalies are
ore related to the context in which the data is being collected. The data values could be anomalies in a certain context, but in

nother context, they might be normal values [18]. The detection and classification of anomalies in IoT logs are a popular research
opic at present [19]. The first approach was simple, mainly involving the addition of nodes redundantly [20]. Due to their high
nstallation cost, this approach was replaced by mathematical models (mostly statistical), which detected errors when quantifying
he degree of relationship between the measured and predicted distributions [21]. However, over time, more complex IoT platforms
ave been built that include a variety of sensors/actuators that differ in intrinsic features, such as type, manufacturer, grade of
uality, accuracy, stability, deterioration over time or external factors [22]. As a result, statistical models became impractical for
hese heterogeneous systems [23]. They were replaced by approaches based on Machine Learning (ML) methods [24,25], such as
eural Networks (NN) [26], Principal Component Analysis (PCA) [27] or Random Forest [28], among others.

Due to the rapid evolution of IoT devices, they can perform more complex computational operations [29]. This fact has allowed
ore advanced analysis algorithms to be generated in the edge computing layer [30]. With this, it has become possible to apply ML

nalysis in the lower layers of an IoT architecture, thereby preventing data from being transferred to higher layers. This helps to
erform actions faster since they are not exposed to latencies or high computing loads that are current cloud-level problems [31].
s a result, the concept called Artificial Intelligence of Things (AIoT) [32] has appeared, bringing together the paradigms of
rtificial Intelligence (AI) and IoT. Traditionally, ML analytics have been supported by cloud computing. In an IoT architecture,
loud computing sits on the far side of the physical devices. This configuration may not provide the desired Quality of Service
QoS) properties because high latencies are generated [33]. This is due to the long path that large data flows must follow. In many
cenarios, these devices need to take action after the result of the analysis. In this case, the connection is not just the path to the
loud but also the path back to the device. This situation is even more compromised when the IoT application requires real-time
nalytical capabilities [34], especially when working with critical data, such as emergency response, health monitoring or smart
ssistants. In addition to those mentioned, analysis in the cloud presents other challenges, such as high energy consumption and
rivacy or reliability problems. Linked to the AIoT paradigm, a new concept has emerged with great force: TinyML [35]. TinyML
ims to generate ML models optimised to be executed on the same IoT devices. This work considers Microcontroller Units (MCUs)
o be IoT devices. In this way, TinyML allows ML models to be implemented in the same place (at the location of the IoT device)
here the information is generated or the decision must be applied.

The main contributions of our proposed study are: (a) Anomaly detection system for urban noise time series data (b)
mplementation and deployment of an LSTM model on an embedded device (MCU) with computational resource restrictions (c)
xploring and analysis of performance and computation metrics for TinyML on ESP32 S3 MCU.

The remainder of the paper is organised as follows. Section 2 presents the related works and main concepts. Section 3 introduces
general overview of the methodology implemented in this study for anomaly detection and deployment of the quantised model

n the MCU, whereas Section 4 describes the materials and models used to achieve the goal. Experiments and results are shown
nd discussed in Section 5. Finally, Section 6 summarises the main achievements and indicates future work.

. Background and state of the art

.1. Anomaly detection

Anomaly detection approaches based on ML methods can be classified by the type of data required to train the model. The
reation of ML models needs two steps, i.e. training and testing. Accordingly, three different strategies are defined depending
n whether the data available are labelled: supervised learning (labelled), unsupervised learning (unlabelled) and semi-supervised
earning (incompletely labelled). In most use cases, anomalous samples are expected to represent a tiny percentage of the whole data
et. Therefore, even when labelled data is available, more normal data samples are available than abnormal ones. Unlike statistical
pproaches, which focus on understanding the process that generates the data, ML methods are based on building a mechanism that
mproves its precision by considering previous results [36]. Despite their success, however, ML methods involving manual feature
xtraction have two significant flaws. First of all, these methods can only work on data with prior processing. They operate with
eatures extracted from the data, which requires a high computational cost and a considerable effort by experts in the node domain.
2

o build them, an expert in the field must consider the peculiarities of the sensors to be analysed in order to control and manually
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adjust the input to the models [37]. Second, since these approaches are tailored to specific types of data captured by the sensors,
they are sensitive to the slightest changes in the system or data [38].

DL methods are a substantial improvement over ML methods [39]. DL is a subfield of ML that uses several non-linear processing
ayers to abstract and transform discriminative or generative features for pattern analysis. Currently, DL applications to IoT systems
ave become an imperative research topic [40]. Compared to traditional ML methods, DL methods have considerably improved
ore modern applications [41]. The most important advantage of DL over ML is its performance on large data sets. This feature

s relevant in a scenario such as an IoT system, which produces a large amount of data [42]. IoT data (logs) are increasingly
imensional (e.g. multivariate data sets), and anomaly detection may require joint modelling of the interactions between each pair
f variables. For these situations, DL approaches such as automatic encoders, Variational Automatic Encoders (VAEs), sequence-
y-sequence models and Generative Adversarial Networks (GANs) are widely used [43]. In general, DL has clear benefits over
L, although there are also some disadvantages to be considered [44], such as (a) latency: compared to ML linear models, DL
odels have significant latency associated with inference; (b) data requirements: DL models generally require an extensive data

et for effective training. These models are also prone to overfitting and must be carefully evaluated to address this risk; and (c)
istribution change management: in many scenarios, the underlying process that generates data can legitimately change such that
previously anomalous data point becomes normal. Changes can be gradual, cyclical or even abrupt in nature. This phenomenon

s known as conceptual drift [45].
In the literature, different works have used the aforementioned techniques. For instance, in [46] the authors use Recurrent NN

RNN) to detect anomalies in data collected from environmental sensors. Gated Recurrent Units (GRU) and LSTM models with
ifferent configurations, i.e. using different numbers of hidden cells, and dropout rates to evaluate the performance of the anomaly
etection system. The study proposed a distributed anomaly detection system where different anomaly detection tasks are distributed
ver different edge devices (with high performance) instead of computing it on a cloud.

LSTM and Multivariate Linear Regression (MLR) have been used in smart agriculture systems to detect anomalies [47]. In this
ork, the authors collected time series data from environmental sensors such as atmospheric temperature, humidity, pressure, soil

emperature, soil moisture, wind speed and wind direction for time series modelling and used the proposed methods to detect
nomalies in the data. The study results conclude that the LSTM model performed better than the MLR technique. An anomaly
etection system for smart home sensor network data such as temperature, humidity and light has been deployed using different
L techniques [48]. This study focuses on the detection of point, contextual and combined anomalies using LSTM, One Class Support
ector Machine (OCSVM), Isolation Forest and Convolutional NN (CNN).

Anomalies have been detected in indoor air quality data by using an LSTM autoencoder [49]. The work focuses on the detection
f point anomalies in the data by training the LSTM autoencoder on normal instances in the time series. The authors propose the
hreshold should be the maximum reconstruction error between the original sequence and model output, and values above the
hreshold are classified as anomalies.

Regarding the detection of anomalies in data from noise sensors, such anomalies are divided into four types [50]: (a) Due to
n abrupt fault in the sensor device, e.g. the sensor is affected by water; (b) An incipient fault in the device, which results in slow
nd unnoticeable malfunctioning of the device system, which is therefore not easily identifiable at the outset; (c) An intermittent
ault that occurs due to environmental surroundings. Examples of possible causes include extreme temperatures, rains, etc., and the
easurements during these periods can be anomalous; (d) An anomaly due to unexpected or rare events in the surroundings. This

tudy uses a multi-criteria assessment model to detect anomalies in urban noise sensor networks. Different criteria are taken into
ccount, and each criterion has a quality score between 0 and 1. All the criteria are then combined using an Ordered Weighted
verage (OWA) to obtain a global quality score, which can then be used to classify sound values into normal and anomalous.

.2. AIoT: Edge computing and AI

From the literature, edge computing can be defined as the computing and processing of data near the source where it has been
reated. IoT devices generate an enormous amount of data. Even though cloud computing is faster and more efficient for processing
ata compared to edge computing, the problem lies in transferring large volumes of data to the cloud due to bandwidth issues
ausing high data latency; hence the need for edge computing to process data at the edge of the network in order to mitigate these
ssues [51].

TinyML can be defined as running ML algorithms on ultra-low-power MCUs and getting inferences on data at the source
edge) [52]. TinyML helps IoT devices to become intelligent by executing ML algorithms on them. In a typical IoT framework,
he transfer of large amounts of data produced by IoT devices requires higher bandwidth. The computation of data at the edge
elps reduce data transmission costs, and thus requires low bandwidth. It also provides low latency, privacy and data security by
hifting the data processing to the edge [53]. While TinyML has a series of benefits, it comes with challenges and restraints that it
s important to consider while designing and executing ML algorithms on MCUs. Microcontrollers have low processing capacity and
ow memory issues, i.e. flash and Static Random-Access Memory (SRAM). Other constraints include high cost for massive deployment
nd energy efficiency because of their battery requirements in order to perform ML tasks [54].

In [55] the authors applied several NN architectures like Deep NN, CNN, LSTM, GRU, Convolutional RNN (CRNN) and Depthwise
eparable CNN (DS-CNN) for keyword spotting by deploying them on a Cortex-M7 based STM32F7 46G-DISCO development board
sing Common Microcontroller Software Interface Standard NN (CMSIS-NN) kernels. The architectures have been optimised for
3

emory and computational power to allow their deployment on microcontroller systems. CNN as TinyML has been able to achieve



Internet of Things 23 (2023) 100848S.S. Hammad et al.
Fig. 1. General overview of the proposed methodology.

an accuracy of 96.4% for hand gesture recognition using an on-board wrist band. The trained model is deployed on Arduino Nano
with 1 MB Flash memory and 256 KB RAM [56].

TinyML has been used for the application of anomaly detection in industrial systems. An autoencoder and variational autoencoder
model is used to detect anomalies in balanced and unbalanced laundry loads. The experiments use an Arduino Nano 33 BLE for
the deployment of the two NN. An autoencoder is able to detect anomalies with an accuracy of 92% compared to a variational
autoencoder. The authors also claim the battery time for the embedded application with the autoencoder is 14.9% less than that of
a Light Emitting Diode (LED) blink application [57]. After analysing the related literature, it should be noted that research work has
yet to be identified that detects urban noise data anomalies and applies appropriate techniques for running them on microcontrollers.

3. Methodology

This section outlines the methodology used in this work. Fig. 1 shows a general overview of the methodology adapted for creating
and running ML models on an MCU using TinyML techniques.

Historical data from the urban noise sensor networks are fed into NN for training. The data contain only normal samples so that
the NN learns only the pattern and behaviour of normal data. The data are split into training and testing sets. After training and
testing the model, it must be converted to TensorFlow Lite format. This conversion is an essential step as it involves the quantisation
of the model parameters and helps produce a lightweight version of the model. Quantisation involves the reduction of model size
without much loss in the accuracy of the results. There are different types of optimisations on quantisation supported by the main
TinyML libraries (TensorFlow Lite), i.e. full integer quantisation, dynamic range quantisation, and float16 quantisation.1 For the
quantised model to be used by the Microcontroller, it needs to be converted to CC code file (C++ Source Code File). Once the CC
file has been generated and the microcontroller application code is ready to be flashed on the MCU unit, it can be used to perform
inferences on the input. The input data for the inference can be fed directly to the microcontroller from the PC via the Universal
Asynchronous Receiver–Transmitter (UART) controller provided in the ESP32 DevKit.

4. Materials and methods

This section provides a detailed description of the implementation of the applied methods.

4.1. Exploratory data analysis

To understand the urban noise phenomenon, this study uses data collected from an urban noise sensor network located in the
area of Helsinki, Finland. The data are collected as part of the mySMARTLife EU project [58].

1 Tensorflow: http://bitly.ws/DDpU [Online; last accessed 10 March 2023].
4
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Fig. 2. Geo-location of urban noise sensors in the network.

Fig. 2 shows the locations of each sensor. Some of the sensors on this list are online, including TA120-T246184 (Mäkelänkatu),
TA120-T246187 (Lapinlahden sairaala) and TA120-T246191 Kalevankatu 39.2 Exploratory data analysis is performed to obtain
knowledge about the urban noise data for our use case.3 This step helps us to understand the context of the observing phenomenon.
We used data from the year 2019 and selected two sensors with ids TA120-T246187 (Lapinlahden sairaala) and TA120-T246189
(Korkeasaari). This step is crucial in helping to label the data, as will be explained in Section 4.2.2.

Fig. 3 shows the distribution of varying sound levels for the sensor with id TA120-T246189. The graph below shows the data for
the month of March. The time series follows a clear diurnal pattern, i.e. the noise levels are high during the daytime and at peak
hours, while noise levels are comparatively low during the night. However, it is important to notice that the noise levels from 10
March to 14 March show an unusual behaviour, i.e. they are different from the normal distribution of the data, which indicates an
anomaly in the data. The data during the highlighted period do not follow a normal pattern compared to the rest of the time series.

Fig. 4 shows the visualisation of normal data. The time series indicates a daily pattern with low values during the night and
early hours of the morning falling below 50 A-weighted decibels (dBA). Higher sound levels during the daytime hours are recorded,
showing the indication of activity in the sensor surroundings. In Fig. 5 the period from 10 to 14 March shows the anomalous samples.
It can be seen that the data samples start to deviate from the normal trend around 6 am on 10 March and the values drop to less
than 30 dBA. Similarly, for 11 March, there are few peaks in the data while for the rest of the day the values are more or less
similar, i.e. below 30 dBA, which is unusual. The values range between 28.5 dBA and 29.5 dBA on 12 March, which clearly shows
the deviation from the normal pattern.

Statistics calculated for data in Table 1 on 10–14 March have a mean of 31.50 as compared to the mean of the normal set
(51.15). Other statistical values also show a clear difference between normal and anomalous data.

4.2. Data preprocessing

Data preprocessing is an essential stage in ML techniques to prepare the data for model training. The preprocessing techniques
used in this work are data normalisation and data labelling.

4.2.1. Data normalisation
The data values in the time series need to be normalised before being fed into the NN. We experimented with different data

normalisation techniques and found that MinMax Scaler is the most suitable in the context of our data. MinMax Scaler normalises
the original data by scaling it to a range between [0,1] (Eq. (1)).

2 Noise Sensors: https://bit.ly/3RyqPeb [Online; last accessed 6 February 2023].
3 Github: http://bitly.ws/DLe2.
5
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Fig. 3. Lineplot of urban noise level.

Fig. 4. Daily urban noise trend during normal days.

Table 1
Noise sensor data stats.

Statistical properties Anomaly set Normal set

Mean 31.49 51.15
Standard Deviation 7.45 5.81
Minimum 28.50 29.80
25th Percentile 28.60 47.70
50th Percentile 28.70 50.90
75th Percentile 29.0 54.40
Maximum 77.80 90.60

𝑋𝑠𝑐𝑎𝑙𝑒𝑑 =
𝑋 −𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥 −𝑋𝑚𝑖𝑛
(1)

X denotes the data point in the time series. X and X denote minimum and maximum values in the time series, respectively.
6
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Fig. 5. Daily urban noise trend during anomalous days.

Fig. 6. Autoencoder.

4.2.2. Data labelling
Although we used an unsupervised LSTM to perform anomaly detection, we needed to label our data to evaluate our model

and calculate the different performance metrics described in Section 5.3. Due to the lack of available labelled data sets in our use
case, anomaly detection in urban noise networks, we labelled the anomalies in the test data set manually based on exploratory data
analysis.

4.2.3. Training and testing data
The sensors were selected after exploring the time series data and identifying the type of anomalies that can be helpful in the

study. The time series of the sensor with id TA120-T246187 was used to identify point anomalies. Data from the sensor with id
TA120-T246189 was used for collective anomaly detection. For the sensor with id TA120-T246187, the total duration of the data
is one year. We trained the model with nine months of normal instances of data, and the model was evaluated with three months
of data containing both normal and anomalous instances. The sensor with id TA120-T246189 was trained with three months of
normal data, and the model was evaluated using one month of the test data set.

4.3. Model

An autoencoder is a type of NN which consists of an encoder, decoder and a bottleneck layer, as shown in Fig. 6. The encoder
part takes the input data and produces a low-dimensional, meaningful encoded feature vector at the bottleneck. The decoder takes
the encoded feature and reconstructs the input sequence. The reconstruction error measures the error between the original input
and the output produced by the decoder.

We used an LSTM Autoencoder to detect anomalies in the urban noise data collected from the sensor network. LSTM is a type
of RNN that enables the network to remember inputs over a long period [59]. RNNs have been used for time series and sequential
7
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Fig. 7. LSTM architecture.

data as they are good at understanding the sequences in the data. A typical LSTM network consists of three gates: a forget gate, an
input gate and an output gate 7.

As its name suggests, a forget gate can decide which information from the long-term memory needs to be forgotten based on the
previous hidden state ht−1 by passing it through a sigmoid function (Eq. (3)). The input gate (Eq. (2)) receives the new input data
Xt and previous hidden state ht−1 and passes it through a tanh function. The second function in the input gate is to process the new
input Xt through a sigmoid function based on the previous hidden state ht−1 and it then decides which information from the new
input is to be remembered. Here the results from the tanh and sigmoid functions are multiplied and then added with the previous
cell state from the forget gate, which results in an updated cell state Ct (Eq. (5)).

The output gate determines the new hidden state ht (Eq. (4)). There are two processes in the output gate. First, the result of the
input gate, i.e. the updated cell state Ct is passed through a tanh activation function. Second, new input Xt and previous hidden state
ht−1 are passed through a sigmoid function. The result of these two functions is pointwise multiplied, which gives the new hidden
state ht (Eq. (6)). Overall, LSTM can be defined by the following equations [59].

𝑖𝑡 = 𝜎(𝑊 𝑋
𝑖 𝑋𝑡 +𝑊 ℎ

𝑖 ℎ𝑡−1 + 𝑏𝑖) (2)

𝑓𝑡 = 𝜎(𝑊 𝑋
𝑓 𝑋𝑡 +𝑊𝑓ℎℎ𝑡−1 + 𝑏𝑓 ) (3)

𝑜𝑡 = 𝜎(𝑊 𝑋
𝑜 𝑋𝑡 +𝑊 ℎ

𝑜 ℎ𝑡−1 + 𝑏𝑜) (4)

𝐶𝑡 = 𝑓𝑡◦𝐶𝑡−1 + 𝑖𝑡◦𝑡𝑎𝑛ℎ(𝑊 𝑋
𝑐 𝑋𝑡 +𝑊 ℎ

𝑐 ℎ𝑡−1 + 𝑏𝐶 ) (5)

ℎ𝑡 = 𝑜𝑡◦𝑡𝑎𝑛ℎ(𝐶𝑡) (6)

where 𝑖𝑡 is the input gate, 𝑓𝑡 is the forget gate and 𝑜𝑡 is the output gate, 𝑊 is the weight matrix, 𝑋𝑡 is the current input data, ℎ𝑡−1
is the previous hidden output, 𝐶𝑡 is the cell state and ◦ is the Hadamard product.

5. Experiments and results

5.1. Model architecture

As described in Section 4.1, data from two different sensors were used to detect different kinds of anomalies. Two different LSTM
architectures, i.e. one for each sensor, were chosen to conduct experiments on the data. The architecture and hyperparameters used
in the experiment are given in Table 2.

Fig. 8(a) and (b) show the comparison between different model sizes. It can be seen that the size of the TensorFlow lite model
is significantly reduced compared to the original TensorFlow model. Full integer quantisation is performed, which involves the
quantisation of all operations of the model, including input and output, to make it compatible with the microcontroller.
8
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Table 2
Model architecture and parameters.

Hyperparameters Sensors

TA120-T246187 TA120-T246189

No. of Layers 1 1
No. of Neurons 16 32
Batch Size 32 32
Learning Rate 0.00001 0.0001
Activation Function tanh swish

Fig. 8. Size comparison of TensorFlow Models (a) sensor with id TA120-T246187; (b) sensor with id TA120-T246189.

Fig. 9. Anomalies detected in the sensor with id TA120-T246187.

5.2. Detected anomalies

The data used for this study contain two types of anomalies, i.e. point anomalies and collective anomalies. Fig. 9 shows point
anomalies detected by the autoencoder model with id TA120-T246187. Very few normal data points are detected as anomalies by
the autoencoder model, which is detailed in Section 5.3. Fig. 10 shows collective anomalies detected by the autoencoder model
for the sensor with id TA120-T246189. The results of anomaly detection indicated a high number of false positives, leading to a
significant number of normal instances being classified as anomalies.
9
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Fig. 10. Anomalies detected in the sensor with id TA120-T246189.

Fig. 11. Graph of values observed and predicted by LSTM for the sensor with id TA120-T246187.

5.3. Evaluation metrics

Model performance is evaluated by the overall accuracy metrics, namely precision, recall, F1-score and Kappa value (k) [60].
Figs. 11 and 12 represent the difference between the values observed and predicted by the two models described above in Table 2.
In instances in time series where it deviates from the normal behaviour, the difference between observed and predicted values is
higher compared to normal instances. In Fig. 12, where the anomaly is present, the difference between observed and predicted
values is significantly higher than the rest, which shows that the model trained on normal data instances is not able to reconstruct
the anomalous data points. The maximum reconstruction error from the respective LSTM models has been set as a threshold, and
all values above the threshold are classified as anomalies.

A high precision value shows a lower number of false positives (FP), while a high recall value shows a lower number of false
negatives (FN). Using precision only or recall only is not a true indication of the performance of the NN and produces a biased
understanding of the model’s accuracy. For this purpose, F1-scores are a good measure of the model’s performance, and it is the
harmonic mean between precision and recall values. Higher F1-score values indicate good performance. The equations below explain
the calculation of the performance metrics.
10
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Fig. 12. Graph of values observed and predicted by LSTM for the sensor with id TA120-T246189.

Table 3
Evaluation metrics.

Performance metrics Sensors

TA120-T246187 TA120-T246189

Precision 85.0 97.92
Recall 91.89 97.48
F1-Score 88.31 97.77
Accuracy 99.99 99.34
Kappa Score 0.88 0.97

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

(7)

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(8)

𝐹1-𝑆𝑐𝑜𝑟𝑒 = 2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃 𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

(9)

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

(10)

𝐾𝑎𝑝𝑝𝑎(𝑘) = 2 ∗
(𝑇𝑃 ∗ 𝑇𝑁) − (𝐹𝑃 ∗ 𝐹𝑁)

(𝑇𝑃 + 𝐹𝑃 ) ∗ (𝐹𝑃 + 𝑇𝑁) + (𝑇𝑃 + 𝐹𝑁) ∗ (𝐹𝑁 + 𝑇𝑁)
(11)

where TP, FP, TN and FN refer to True Positive, False Positive, True Negative and False Negative, respectively. We are interested
in the detection of anomalies and in this case, anomalies represent the positive class and normal data points are represented by the
negative class. TP represents correctly classified anomalous data points, FP shows normal data incorrectly classified as anomalous
data. TN shows normal samples correctly classified as normal and FN represents anomalous data incorrectly classified as normal.
The evaluation metrics for model performance are given below in Table 3.

The confusion matrices in Figs. 13 and 14 show the performance of both models.
We also computed the Root Mean Square Error (RMSE) given by Eq. (12) between the predicted and observed values. RMSE

values of the original TensorFlow model and the TensorFlow Lite model are given in Table 4.

RMSE(𝑦, �̂�) =

√

∑𝑁−1
𝑖=0 (𝑦𝑖 − �̂�𝑖)2

𝑁
(12)

where 𝑦𝑖 and �̂�𝑖 refer to actual observations and predicted values respectively.
The difference between the value predicted by the TensorFlow original and TensorFlow lite model for the sensors with id

TA120-T246187 and TA120-T246189 is 0.91% and 3.87% respectively. Fig. 15 shows a sample from the predicted values.
11
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Fig. 13. Confusion matrix of the LSTM model for the sensor with id TA120-T246187.

Fig. 14. Confusion matrix of the LSTM model for the sensor with id TA120-T246189.

Table 4
RMSE of TensorFlow original model and TensorFlow lite model.

Root mean square error

TA120-T246187 TA120-T246189

TensorFlow original 1.31 3.18
Tensorflow Lite 1.36 3.21

5.4. Deployment on the microcontroller

The ESP32-S3-DevKitC-1-N32R8V MCU in Fig. 16 is the target device to deploy the quantised TensorFlow model. It has a flash
memory of 32 MB and 8 MB PSRAM with Bluetooth and Wi-Fi connectivity support. ESP32 is one of the development boards
supported by TensorFlow lite. For software development, the Epressif IoT Development Framework (ESP-IDF) is provided [61]. The
TensorFlow lite model is translated into a C++ file and this file is included in the program to be deployed on the MCU.
12
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Fig. 15. Graph showing values predicted by the TensorFlow original and TensorFlow Lite model for the sensor with id TA120-T246189.

Fig. 16. ESP32-S3-DevKitC-1 MCU.

We provided the following metrics in terms of the performance of the TensorFlow Lite model on MCU: (a) Time, and (b) Memory
Consumption.

The TensorFlow Lite model for the microcontroller is run for 300 inferences and repeated 30 times to obtain the power
consumption and the average time taken for each inference by the program during the inference cycle. The results suggest that both
the models on average take about 4 ms per inference and the power consumed during this time for the two models is 0.2693 W
±0.039 and 0.3268 W ±0.015. The program has a flash occupancy of 800.63 KB, while RAM occupancy is 102.62 KB. Heap memory
usage for the sensor with id TA120-T246187 is 528 bytes. For the sensor with id TA120-T246189, the flash and RAM occupancy
are 800.63 KB and 112.71 KB and it used 744 bytes of heap memory during program execution.

5.5. Limitations

The proposed study deals with time series data and since the model is once trained with historical data and deployed on MCU.
It limits the ability of the anomaly detection system in case of concept drift. Therefore, it is also indicated in future work to make
the model learning adaptive to new data streams to address this limitation.

6. Conclusions

This work explores the LSTM Autoencoder model for anomaly detection in an urban noise sensor network and deploys the
autoencoder on a resource-constrained MCU. In the context of urban noise sensor data, anomaly detection can be a challenging
problem to solve as it involves urban noise from various sources in the urban setting, it is very important to distinguish rare noise
events from anomalies. Noise sensor data from two sensors are used to train the LSTM Autoencoder and then evaluated using a
test data set. The accuracy achieved with the autoencoder is 99.99% and 99.34%. We also observed that for the sensor with id
TA120-T246189, there are more false positives, which could be because the range of values in the anomaly samples is identical to
the normal instances of data. In an anomaly detection use case where there is a huge imbalance between the two classes in the
data, it is important not to base the findings of the study only on accuracy and other metrics such as precision, recall and F1-score
should be taken into consideration. The deployment of the model on the MCU has a power consumption of 0.2693 W ±0.039 and
13
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0.3268 W ±0.015, and the average inference time is 4 ms. For the sensor with id TA120-T246187, the RMSE difference between
TensorFlow original and TensorFlow lite is 0.91%. RMSE for the sensor with id TA120-T246189 is 3.87%.

In this study, the model is trained locally, converted and deployed on the MCU. Currently, on-device training for MCUs is not
supported by TensorFlow lite. In the future, we aim to explore on-device (MCU) model training so that the model is adaptive to
the incoming stream of data. Another part of future work will be to explore the possibility of a trust management system between
the different sensor devices in the network based on the reputation index of each device. This reputation index is to be based on
the quality of data provided by devices in the network. We also aim to explore the application of other DL models such as CNN,
ConvLSTM and Graph Neural Networks for anomaly detection and their deployment on resource constraint devices.
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