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A B S T R A C T   

A quantitative understanding of grain shape preferred orientation (SPO) and grain boundary networks as 
fundamental characteristics of rocks and other crystalline solids is of major interest in geology and material 
science. Grain boundary networks contain useful information on the deformation history of polycrystalline ag
gregates, and their diagenetic and metamorphic histories. SPO can have a major impact on material charac
teristics such as permeability, acoustic velocity and mechanical strength, and on reaction surfaces. The objective 
of this study is to present a semi-automated toolbox of MATLAB™ scripts, named Grain Boundary Pattern 
Quantification (GBPaQ), that incorporate different methods for grain boundary pattern quantification for their 
application to, for example, seismic wave attenuation estimation. GBPaQ uses grain boundary statistics and 
calculates radial scan line intercepts. In this paper, GBPaQ is tested on two example grain boundary patterns, a 
granular texture and a foam texture with equant grains, which have been digitally stretched (deformed) to 
analyse their SPO evolution. The results show that a combination of grain ellipse, grain boundary segment 
orientation, and grain boundary segment intercept density rose diagrams provide a complete, detailed quanti
fication of grain boundary pattern anisotropy. Grain boundary segment intercept (GBSI) analysis using GBPaQ 
yields a new grain boundary network parameter – the minimum intensity of grain boundary intercepts (Imin) – 
which follows a power law relationship with the average axial ratio of grain-fitted ellipses (r) during SPO 
development. We propose that Imin can be used for the quantitative analysis of SPO strength as a useful tool to 
assess the deformation history of polycrystalline aggregates. Further studies involving a broader range of 
different patterns and strain histories are necessary to fully investigate the potential of Imin versus r diagrams.   

1. Introduction 

Rock-forming grains and crystals are commonly non- 
equidimensional, leading to an aspect ratio > 1 (aspect ratio here is 
defined as the longest axis divided by the shortest axis). The shape of 
grains in rocks and crystalline materials is controlled by many factors, 
including the mineral habit and primary grain growth, deformation, 
recrystallisation, mineral reactions (e.g., diagenetic, metamorphic), and 
processes of erosion and transport of detrital grains. The shape preferred 
orientation (SPO) is generally defined as a measure of the alignment of 
non-equidimensional grains in a rock or crystalline material and is a 
fundamental descriptor of material microstructures and petrofabrics 
(Panozzo, 1984; Passchier and Trouw, 2005; Launeau et al., 2010). An 

SPO in a rock can be formed either during rock formation, e.g., by 
magmatic flow alignment of crystals or vesicles (Herrero-Bervera et al., 
2001), by the alignment of particles during sediment deposition (Mul
chrone and Meere, 2015), or as a consequence of deformation. SPOs are 
a common feature of many natural rocks, ceramics, and metals. As such, 
SPO quantification can provide useful information on the deformation 
history of polycrystalline aggregates, their diagenetic and metamorphic 
evolution, and the bulk strain field (Panozzo, 1987; Launeau and Robin, 
1996; Berger et al., 2011). Furthermore, SPO can have a major impact on 
material characteristics, especially the anisotropy of mechanical and 
petrophysical properties, such as permeability, acoustic velocity, and 
mechanical strength. 

The shape, size, and orientation arrangement of grains control the 
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grain boundary microstructure. Given that grain boundaries are inher
ently weaker than grains, they can be transmissive to fluids, and can be 
sites of diffusion of vacancies, elements, and reactive transport (Urai 
et al., 2008). Accordingly, grain boundary networks exert a primary 
influence on the mechanical strength, permeability, and reactivity of a 
rock or material. The orientation of grain boundaries may also be used to 
define an SPO. 

Grain boundary pattern quantification requires reliable resolution of 
grain boundaries via imaging (Launeau et al., 1990; Jähne, 1993; Bar
tozzi et al., 2000; Lebichot et al., 2005; Pirard and Sardini, 2011). A full 
description of an SPO should consider three dimensions because grains 
are 3D objects. However, our view of microstructures is often restricted 
to 2D surfaces, such as 2D outcrops and thin sections, and therefore SPO 
quantification techniques are most commonly developed for 2D ana
lyses. While 3D methods are being developed (e.g., FIB-SEM etc.), and 
the results are very valuable, there is a “legacy database” of thousands of 
2D thin sections and images. The take from this “legacy database” ought 
to be maximised. Manual recording (tracing) of different grain boundary 
patterns may take up to fifty times as long as digital processing and 
automated recording (Peternell and Kruhl, 2009; Kruhl, 2013). 

The most established approaches to SPO quantification rely on the 
identification of grains, and other fabric objects such as xenoliths, clasts, 
or pebbles, as discrete objects (Webber, 2012), followed by the repre
sentation of their shapes as ellipses (in 2D) or ellipsoids (in 3D), which 
can be plotted on a Flinn plot (Flinn, 1962), a Rf/φ plot (Dunnet, 1969; 
Ramsay, 1976; Ramsay and Huber, 1983; Lisle, 1985), or as rose dia
grams of grain long axis azimuths (in 2D). Moreover, the analysis of the 
positions of the ellipse centroids via the centre-to-centre method 
(Ramsay, 1976), its successor the Delaunay Triangulation Nearest 
Neighbour Method, and the Fry method (Fry, 1979) allow the finite 
strain ellipse (or ellipsoid in 3D) to be reconstructed (Sorby, 1849; 
Harker, 1885; Becker, 1893). 

A hyperbolic vector mean method has been introduced to expand 
ellipse-based 2D strain analysis to incorporate hyperbolic (non- 
Euclidean) geometry (e.g., Yamaji, 2008, 2013a,b; Vollmer, 2018). This 
can be applied to data from, i.e., Rf/φ, centre-to-centre, and kinematic 
vorticity analysis. Equal area and gnomonic projections of the hyper
boloid is demonstrably useful for estimating the optimal strain and its 
error by means of formal statistical methodology (e.g., Yamaji, 2008, 
2013a,b; Vollmer, 2018). 

Grain-based SPO approaches are recognised for being effective to 
derive principal strain axes from a population of deformed grains or 
objects, and are established tools for strain analysis (Webber, 2012; 
Kruhl, 2013). However, much information about the grain boundary 
network (pattern) is lost when grains are approximated as ellipses or in 
grain centroid approaches, highlighting the need for more sophisticated 
techniques for describing the geometry of grain boundary networks (or 
patterns) more thoroughly (Kruhl, 2013). 

Methods for quantifying grain boundary patterns include those that 
analyse grain boundary attribute statistics, such as segment lengths and 
azimuths, and those that quantify grain boundary distribution statistics, 
such as intercepts along scan lines. Quantification of grain boundary 
segment orientation distributions (e.g., as grain boundary tensors) is 
advantageous because it does not rely on any geometric simplifications. 
A limitation of statistical analysis of the length and orientation of ‘line 
elements’ via cumulated frequency distributions (e.g., Sanderson, 1977; 
Sanderson and Phillips, 1987) is the loss of relationships of grain 
boundary segments relative to each other, grain size, and grain ellip
ticity (Kruhl, 2013). Grain boundary-based scan line quantification 
methods, such as the (inverse) SURFOR method of Panozzo (1983, 1984, 
1987), the intercept method of Launeau and Robin (1996) or the 
Cantor-dust method (Volland and Kruhl, 2004), include more informa
tion about the shape and size of grains and pattern characteristics by 
analysing the relationship between the pattern and the scan line orien
tation. Scan lines allow a very detailed evaluation but are limited to the 
features in the pattern section that they capture (Kruhl, 2013). 

The automated version of the SURFOR wheel from Panozzo (1984, 
1987) has been implemented by the introduction of the SURFOR code 
(Heilbronner and Barret, 2014). This FORTRAN program was created to 
quantify fabrics defined by linear traces of grain surfaces from section 
images, and as such is ultimately a 2D limited tool. The SURFOR method 
has been used in hundreds of publications and has been applied to solve 
many geological problems (Herwegh et al., 1999; Molli and Heil
bronner, 1999; Stipp et al., 2002; Kilian et al., 2011). These methods are 
commonly used to analyse SPO and strain in granites (Stein, 2000; Kurz, 
2005; Vigneresse, 2015; Thabet et al., 2017), eclogites (Mauler et al., 
2001; Pleuger et al., 2003; Kurz et al., 2004), mylonites (Stünitz and 
Gerald, 1993; Trullenque et al., 2006) and very common in marble and 
limestones (Schweigl and Neubauer, 1997; Molli et al., 2000; Cantisani 
et al., 2009). Some studies use the SURFOR approach to study hydration 
reactions (Marti et al., 2018a, 2018b). 

The intercept method is one of the oldest methods for quantitative 
analysis of grain boundary pattern anisotropy (Launeau and Robin, 
1996), was first suggested by Saltykov (1958), later used in stereology 
by Underwood (1970), and is based on counting intercepted grain 
boundary segments along parallel sets of scan lines that are rotated 
systematically. The number of boundaries that are intercepted along a 
scan line is called the intercept number. The most successful version of 
an intercept-based pattern quantification method was developed by 
Launeau and Robin (1996), following Launeau et al. (1990) and fol
lowed by Launeau and Robin (2005) and Launeau et al. (2010). Launeau 
and Robin (1996) added the Fourier analysis of intercept count to the 
intercept method. Fast Fourier Transform is part of autocorrelation and 
rose of intercept length (Launeau and Robin, 1996). A great advantage 
of this method is that direction-dependent pattern characteristics can be 
quantified, and this is especially important to link microstructures with 
the physical and mechanical behaviour of rocks in terms of seismic wave 
attenuation, deformation, or materials engineering. 

Scan line-based methods are more selective because they utilize 
fragmented orientation and sectional results, depending on the position, 
angle, and length of scan lines. Information is lost by most scan line- 
based quantification approaches, because of the 10◦ angle between 
scan lines or the gaps between parallel scan lines in a grid. In general, 
scan line-based methods are strong for fast SPO quantification in simple 
patterns (Panozzo, 1983, 1984, 1987; Srivastava, 1995; Launeau and 
Robin, 1996). 

The scan line and grain boundary-based quantification methods from 
Panozzo (1984, 1987) and Launeau and Robin (1996) are commonly 
applied to geological and other patterns for quantification analysis of 
finite strain and anisotropy, including seismic anisotropy (Lee and Jung, 
2015; Jung et al., 2020; Kim and Jung, 2020). They are also applied to 
studies involving anisotropic magnetic susceptibility (Launeau and 
Cruden, 1998; Jayangondaperumal and Dubey, 2001). 

The Cantor-Dust (or Cantor-Set) method was first proposed as a 
concept by Velde et al. (1990) and Harris et al. (1991). It is a method 
that combines boundary intercepts and grain size to describe a pattern. 
The method uses the distance between intercepts rather than the number 
of intercepts and is often used to analyse fractures or fracture spacing 
(Gerik and Kruhl, 2009). Volland and Kruhl (2004) modified the method 
for fractal pattern quantification and automated as the software tool 
AMOCADO by Gerik and Kruhl (2009). 

Yet, published automated grain boundary pattern quantification 
software are limited by inherent simplifications in the approach that 
omit important details of the patterns. The specific aim of this study is to 
introduce GBPaQ, a new collection, or toolbox, of MATLAB™ programs, 
based on the code of FracPaQ – Fracture Pattern Quantification (Healy 
et al., 2017) for the automated quantitative analysis of grain boundary 
patterns. To illustrate and compare SPO quantification methods, two 
initial grain boundary patterns with narrow ranges in initial grain size 
distributions and low average axial ratios of grain-fitted ellipses (r) 
(Fig. 1a) were stretched, and the changes in SPOs tracked. GBPaQ re
quires vector graphic input. In this contribution we first introduce the 
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GBPaQ approach and method and then demonstrate it using two 
different examples of grain boundary patterns. 

2. Methods incorporated into GBPaQ 

In this study, grain boundary patterns were analysed using three 
different approaches. The first approach is based on the fitted ellipse of 
grains (Fig. 1a), a widely recognised grain quantification method, and 
not incorporated into GBPaQ. The length and angle of the fitted ellipse 
longest grain axis and axial ratio of the longest and shortest axis of the 
fitted ellipse are calculated with freely available raster graphics software 
(ImageJ; Schneider et al., 2012). The mean intensity direction with 95% 
confidence interval (MR dir’n) was calculated from the long axis of the 
grain-fitted ellipses with GEOrient (Holcombe, 1998), an application 
designed to plot and analyse stereographic and equal area projections, 
and rose diagrams of geological structural data. The mean intensity is 
the direction of the resultant to the (unit) vectors describing the di
rections (Fischer, 1993; Mardia and Jupp, 2000). All directions are 
rounded to integer values and the mean resultant is given to the nearest 
integer direction. The 95% confidence interval of the mean direction is 

an estimate, based on the percentiles of the wrapped normal distribution 
using the circular standard error after Fischer (1993). The generated 
angles and rose diagrams are displayed counterclockwise with respect to 
the horizontal X, which corresponds to 0◦. This was adjusted so that X is 
vertical, and a clockwise display of angles is used. The first approach 
consists of widely recognised methods and is not incorporated into 
GBPaQ. It is included into the workflow as part of the case study set up 
(i.e., problem specific). 

The second approach to display the data is by showing azimuths and 
lengths of each grain boundary segment in a pattern using equal area 
rose plots generated by GBPaQ (Fig. 1b and c). The mean segment 
orientation (MSO) or circular mean is calculated for each pattern but is 
only truly valid for unimodal distributions. This grain boundary 
segment-based approach originates from fracture analysis and is built 
into the codes of GBPaQ (functionality) by using code from FracPaQ 
(Healy et al., 2017). 

The third approach uses grain boundary segment intercepts (GBSIs) 
by scan lines to collect data on the orientation dependent GBSI densities 
of a grain boundary segment pattern. GBPaQ then generates GBSI den
sity contour rose plots and identifies the average GBSI density xDL(θ), 

Fig. 1. Grain-based and grain boundary segment-based analytical methods used in the workflow of this study and explained using a grain boundary pattern section of 
a sintered zirconia ceramic sample (‘Foam’). a) Established grain-based concepts used in approach one of the workflow, including grain-fitted ellipse-based analysis 
and equivalent circular diameter (ECD), explained on the example of one grain (grain x) of the sintered zirconia sample pattern. b) Grain boundary segment analysis 
explained by using the boundaries of grain x. c) Grain boundary segment analysis applied to the sample grain boundary network, and introduction of the grain 
boundary tensor. 
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the orientation and density of the minimum GBSI density α, and the 
maximum GBSI density ɣ. For this approach new code was developed 
and incorporated into GBPaQ. 

2.1. Segment-based automated analysis 

In this study, grain boundary patterns were analysed using a cus
tomised version of the MATLAB™ toolbox FracPaQ, originally designed 
to quantify fracture patterns (Healy et al., 2017), and renamed GBPaQ 
(Grain Boundary Pattern Quantification). GBPaQ analysis consists of 
two parts, equivalent to the pre-described second and third approach of 
the workflow. 

The first part is based on line statistics derived from coordinate ge
ometry. Uploaded patterns are coloured for segment azimuth and a grain 
boundary tensor can be calculated (Fig. 1b and c). The output options 
include grain boundary length histograms, density maps, and orienta
tion rose diagrams. Further, the patterns are entirely deconstructed, i.e., 
the grain boundary segments are removed from their spatial context, 
and the segment length and azimuth are statistically analysed and 
plotted as segment orientation rose diagrams (Fig. 1b and c). In GBPaQ, 
the analysis of the grain boundary segments by azimuth and the 
resulting rose diagram shows that the longest axis of the fitted ellipse 
and the vector that marks the circular mean, or mean segment orien
tation (MSO) have the same angle (Fig. 1a and b). Yet, the rose diagram 
captures more detailed pattern geometries compared to the grain-fitted 
ellipse-based approach (Fig. 1a and b), as it does not simplify the data 
and incorporates the nature of grains as unregular, non-elliptic shapes. 

2.2. FracPaQ adaptations 

The fracture pattern quantification toolbox FracPaQ was developed 
by Healy et al. (2017) to quantify digital 2D fracture patterns from thin 
section micrographs, geological maps, outcrop or aerial photographs, 
and satellite images. The source code is publicly available on GitHub™ 
and Mathworks™ FileExchange. It is built out of a suite of MATLAB™ 
scripts that incorporate previously published quantitative methods to 
analyse constituent fracture patterns in terms of their orientations, 
lengths, intensity, density, connectivity, and permeability. The imple
mented analytical methods are inherently scale independent and 
therefore applicable to micro- and up to macro-scales. Like for FracPaQ, 
two main types of input file data are accepted: tab-delimited ASCII text 
files of trace nodes (“node file”) and graphical image files of traces 
(“image file”), for example SVG files. Like FracPaQ, GBPaQ builds a 
MATLAB™ struct array of traces (1 per segment in the input file), which 
consist of one or more segments delimited by nodes. Based on the node 
coordinates of each trace and each segment, lengths and orientations of 
the segments in the network are calculated. The quantification of lengths 
and orientations is reduced to simple operations of coordinate geometry. 
After loading the input file into the main plot window, output options 
can be selected on the right-hand side of the main window. When the 
applications are run, each selected map or plot is displayed in a separate 
figure window. The default length unit used is pixels. The produced 
maps and plots can be saved in various formats (e.g., pdf, jpeg, and png). 
Run time is strongly dependent on the number of traces in the input file. 
It can go from a few seconds to minutes. 

GBPaQ simply repurposes the code and methods developed for 
quantification of fracture networks to quantify grain boundary attribute 
distributions and spatial variations based on the length and angle of line 
segments that comprise a grain boundary pattern. The output is then 
displayed as segment angle (azimuth) rose diagrams (Fig. 1b and c, 
middle), optionally length-weighted, and grain boundary (or fabric) 2nd, 
4th and higher rank tensors (Fig. 1c, right side). Length-weighting of 
segments for segment azimuth rose diagrams gives weight to each bin by 
the total segment length that lies within that angular arc. Calculation of 
the tensor is based on the formulations of Oda (1983) (for applications 
see also Brown and Bruhn, 1998, and Suzuki et al., 1998). FracPaQ, uses a 

2nd rank tensor approximation and calculates the anisotropy of perme
ability in 2D by default. GBPaQ uses the same approach and calculates 
fabric tensors using the density of segments (number per unit area), 
squared lengths of segments, and the orientation matrix of Woodcock 
(1977). The fabric tensor of a grain boundary pattern with an SPO will 
display inverse shape, and depending on the rank, more uniform shape 
compared to the grain boundary segment azimuth rose (Fig. 1c). 

2.3. Grain boundary segment intercept-based automated analysis 

The second, new part of GBPaQ and third part of the workflow is the 
grain boundary intercept-based analysis. GBPaQ in its current form has 
an automated radial centre setting (Fig. 2a, middle), so that it runs one 
rotation centre intercept analysis with 360 orientation steps per semi
circle (interval between scan lines dβ = 0.5◦, adjustable). The GBSI 
density is calculated per pixel (adjustable to other units) and displayed 
as a GBSI density contour rose (equal area) (Fig. 2b). GBPaQ scan lines in 
this setting have constant length, defined by the smallest dimension of 
the input pattern image. 

The average GBSI density xD is marked by a circular line on GBSI 
density rose diagrams (Fig. 2b). Values for intensity and azimuth of in
tercepts for maximum, minimum and average intercept number and 
density are annotated additionally. Further, two rose diagrams are 
generated that show azimuth and intensity of the grain boundary seg
ments intercepted along the scan lines with the minimum and maximum 
intercept density (α and γ). 

The basic concept of SPO analysis using scan lines is that a scan line 
parallel to the preferred grain elongation orientation of a pattern crosses 
less grain boundaries than in any other orientation. The distance be
tween grain boundary segments depends, to a first order, on grain size, 
grain shape, grain boundary symmetry, the pattern geometry (sum of all 
grain boundary geometries in the pattern), and pattern homogeneity 
(grain size sorting, foliation domains, etc.). The presence of multiple 
phases and their specific differences in grain symmetries, sizes and 
shapes are also a factor for the characteristics of a grain boundary 
pattern. Grain size, intercept density and intensity variations are 
important in terms of the number of crossed segments: the more grains, 
the bigger the dataset, the more holistic the resulting description of a 
pattern, assuming it is homogeneous. Therefore, grain boundary pattern 
analysis should be conducted relative to grain size to analyse a statisti
cally robust number of grains. 

For grain boundaries described by a segment, length and angle are 
the key characteristics that need to be included in any method that at
tempts to quantify grain boundary-based pattern characteristics. A 
pattern with a well-defined SPO generally consists of long segments (or 
more numerous segments of equal lengths) parallel to the direction of 
the SPO, and shorter segments with increasing angular deviation from 
the SPO orientation (Fig. 3). This relationship gets more pronounced 
with increasing the SPO strength, visible by comparing Fig. 3a to b. It is 
statistically less likely to cross a short segment than a long one, with 
increasing angular difference (up to 90◦) to the scan line. However, the 
likelihood of intercepting closely spaced grain boundary segments is 
increased normal to the SPO direction, which increases the intercept 
density in these scan line orientations (Fig. 3). 

For any given analysis of a grain boundary pattern, the position and 
number of scan lines have a statistical impact and determine if the 
analysis describes a sample in 1D, 2D or 3D. A single scan line provides a 
1D description of grain boundary density. Several parallel scan lines 
provide a 2D component to pattern quantification, but only describe the 
intercept density in one direction. The robust use of scan lines in 2D 
pattern analysis involves two concepts: a radial approach, where the 
scan lines rotate around a centre, and a grid approach, where a set of 
parallel scan lines is simultaneously rotated. The angle between scan 
lines in a centre approach and the angle increment of grid rotation 
matter in terms of the precision and scale at which the pattern is 
analysed. 
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2.4. Calculations and metrics around grain boundary segment intercept 
analysis 

The grain boundary segment intercept (GBSI) analysis using GBPaQ 
yields a new grain boundary network parameter – the minimum in
tensity of grain boundary intercepts (Imin). Imin can be useful for the 
quantitative analysis of SPO strength to assess the deformation history of 
polycrystalline aggregates. The minimum number of grain boundary 
segment intercepts (α) determined by GBPaQ GBSI analysis can be used 
to calculate the minimum intensity Imin (Eq. (1); Table 1), which relates 
the minimum number of grain boundary segment intercepts N(α) to the 

average number of grain boundary segment intercepts xN. xN is the total 
number of intercepted grain boundary segments over all scan lines 
divided by the number of scan lines: 

Imin =
N(α)
xN

(1)  

Imin as a rule ranges between 0 and 1, where 1 equals xN, the average. 
The closer to 1, the weaker the SPO. With Imin decreasing towards 0, the 
SPO strength increases. This form of minimum intensity calculation 
requires that the length of all scan lines is equal. It can be adapted for 
multiple radial scan line centres and adjusted to intercept densities 

Fig. 2. Basic principles of grain boundary segment intercept (GBSI) analysis presented in this study. a) Progression from the one-dimensional placement of a scan line 
in a three-dimensional sample to two two-dimensional approaches, one with radial and the other, more data intense, with grid scan line distributions. b) Introduction 
of the GBSI density contour plot that describes the results from the radial and grid analysis. 

Fig. 3. Example for the influence of SPO on grain boundary segment lengths, distribution, and azimuths. a) GBSI-based analysis of a polygonal pattern, including a 
grain boundary segment map with GBSI density contour rose plot, and number and azimuths of the grain boundary segments intercepted along the scan lines in 
minimum and maximum GBSI density orientations (GBSIs in α and γ, length-weighted). b) GBSI-based analysis (equivalent to a) of a grain boundary segment pattern 
with distinct SPO, showing GBSI density contour development, growing difference in the number of grain boundary segments intercepted along α and γ, and an 
increased preferred orientation of segments intercepted along α and γ. 
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instead of number of intercepts. 
The minimum intensity of grain boundary intercepts (Imin) as a new 

grain boundary network parameter was created with perspective to have 
a fast, dimensionless, and independent value useful to compare several 
patterns with different characteristics. Imin combines grain orientation 
distribution and elongation. Further, it is potentially sensitive to pattern 
attributes that are related to deformation mechanisms, non- 
equidimensional or rounded, elliptical grain shapes, and other charac
teristics of complex patterns. The full potential of Imin has yet to be 
evaluated. 

The total number of GBSIs over multiple scan lines with the same 
orientation (θ) can be defined as 

∑n
i=1N(θ)j. The total number of scan 

lines in orientation θ is defined as n. N(θ) stands for the total number of 
GBSIs by one scan line with orientation θ. For the average number of 
GBSIs, the total number of GBSIs is divided by the total number of scan 
lines (constant length) used. 

Extending the intercept analysis from a radial distribution of scan 
lines with a constant length to a radial distribution with different scan 
line lengths limited by the analysed map or collecting a higher data 
volume through a ‘grid’ scenario (Fig. 2a, right side) necessitates the 
calculation of GBSI densities instead of using absolute numbers of grain 
boundary segment intercepts. Especially for a ‘grid’ scenario, it is more 
efficient to use scan lines with different lengths to capture the whole 
grain boundary network. The total number of GBSIs of all scan lines in 
one orientation, 

∑n
i=1N(θ), is divided by the total length (l) of all scan 

lines (
∑n

i=1li) with that orientation to calculate the total orientation- 
dependent grain boundary segment density DL(θ): 

DL(θ)=
∑n

i=1N(θ)
∑n

i=1li
(2) 

The average number of orientation dependent GBSIs divided by scan 
line length of one scan line, under the condition that the scan line length 
is consistent, gives the average orientation dependent GBSI density x 
DL(θ) for that orientation: 

xDL(θ)=
xNL(θ)

l(θ)
(3) 

The list of symbols and abbreviations (Table 1) used and created for 
the new intercept-based analytical approach of this study is shown in 
Figs. 1–3 and further explanations of the mathematical basis for the GBSI 
minimum intensity and GBSI density are given to provide a basic un
derstanding of the metrics used in this study. 

3. Case studies 

Two 2D grain boundary patterns have been selected as examples to 
illustrate grain boundary segment-based SPO quantification: a poly
crystalline aggregate microstructure comprising grains with a high de
gree of roundness (‘Granular’) derived from an ELLE micro dynamic 
numerical model published in Piazolo et al. (2019), and a polycrystalline 
foam texture-based on an electron backscatter diffraction map of a sin
tered zirconia ceramic sample (‘Foam’). The granular pattern was 
originally created to simulate trace element diffusion with fractionation 
during surface-energy driven grain boundary migration (Jessell et al., 
2003; Steinbach et al., 2016; Llorens et al., 2019; Piazolo et al., 2019). It 
provides an example of a pattern with very low initial grain aspect ratios 
and minor variations in grain size distribution, whereas the grain shapes 
in ‘Foam’ are highly polygonal with relatively straight boundaries, 
minor variations in grain size, and homogeneous distribution (Table 1). 
Both patterns have very low variance in grain size, low SPO strength, 
relatively simple grain boundary patterns, and different grain shape 
symmetries. The patterns were mapped manually via a vector graphics 
program to create datasets in SVG file format for analysis with linear 
grain boundary line segments. The average equivalent circular diameter 
(ECD) and average axial ratio (r) were calculated from data analysis of 
these maps with ImageJ (see Table 2). 

In order to study SPO evolution, grain boundary segment azimuths, 
and scan line intercept density, the two initial texture patterns were 
incrementally ‘stretched’ in the horizontal direction (using a vector 
graphics program) by 5%, 10%, and 50%, whereas the vertical dimen
sion was held constant. These stretches do not simulate isochoric strain, 
as the area (and therefore volume in 3D) of the grains, and therefore the 
grain size, increases with progressive deformation. As such, these strains 
are analogous to x-y plane views of plane strain deformation. 

4. Results 

Results from combined analysis of the grain-fitted ellipse-based 
analysis with ImageJ and grain boundary segment azimuth analysis and 
GBSI-based analysis with GBPaQ show that the initial ‘Granular’ pattern 
does not preserve a SPO by all methods (Fig. 4a). The long axis grain- 
fitted ellipse orientation rose includes a maximum azimuth magnitude 
that covers 8.7% of the data at 38◦, whereas grain boundary segment 
azimuth analysis shows a mean segment orientation (MSO) at 29◦ and 
the GBSI density-based α is 28.5◦. Both grain boundary segment-based 
rose diagrams are uniformly rounded in shape overall. 

The ‘Foam’ initial pattern (Fig. 4b) shows a stronger fitted ellipse 
long axis preferred orientation with the maximum azimuth magnitude of 
12.2% and a well-defined ‘neck’ perpendicular to the maximum 
segment. The segment orientation rose has a distinct symmetry with a 
rhombic shape and bulging flanks. The shape of the GBSI density con
tour rose is almost hexagonal, with several maxima, and α at 135.5◦. 
This is reflecting the polygonal character of the pattern and shows that 
the method is sensitive enough to capture pattern characteristics at this 
level of detail. 

Incremental stretching of both initial patterns results in the system
atic development of SPO (Fig. 4c and d). Throughout the progression, 
the maximum azimuth magnitude of the long axis orientation rose in
creases to 43% and 63.7% for ‘Granular’ and ‘Foam’ patterns, 

Table 1 
List of symbols and abbreviations used.  

Symbol Description 

r Average axial ratio of grain-fitted ellipses 
N Number of segment intercepts 
θ Scan line angle (between 0 and 180◦ from an arbitrary reference frame) 
dβ Angular intervals between scan lines 
n Total number of scan lines with the same orientation 
l Total length of all scan lines 
α Orientation of scan line(s) with minimum segment intercept density 
ɣ Orientation of scan line(s) with maximum segment intercept density 
φ Angle between minimum and maximum segment intercept scan lines 
N(α) Minimum number of segment intercepts 
N(ɣ) Maximum number of segment intercepts 
xN Average number of segment intercepts (total number of intercepts divided 

by number of scan lines 
DL(θ) Orientation dependent segment intercept density (number of intercepts 

along one scan line orientation divided by scan line length of scan line(s) 
with this orientation) 

xDL(θ) Average orientation dependent segment intercept density (grid approach) 
xNL(θ) Average number of orientation dependent segment intercepts (grid 

approach) 
DL(α) Minimum segment intercept density 
DL(ɣ) Maximum segment intercept density 
Imin Minimum intercept intensity  

Table 2 
Selection criteria of the three primary patterns.  

Sample s #grains nECD±nSD r±SD 

‘Granular’ 5293 657 1±0.39 1.38±0.33 
‘Foam’ 5925 953 1±0.50 1.59±0.50 

s = number of segments in a pattern, #grains = number of whole grains per 
sample, nECD = equivalent circular diameter normalized to 1, nSD = normal
ized standard deviation, r = average grain axial ratio. 
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respectively, whereas the 95% confidence interval decreases from 
±18.2◦ and ±5.5◦ to ±0.2◦ and ±0.3◦. The segment orientation rose of 
‘Foam’ reveals a rhombohedral shape until 400% stretch, with pro
gressive thinning and elongation of the rhombus. The shape of the GBSI 

density rose for the ‘Foam’ pattern initially changes towards rhombic 
(at ~ 110–200% stretch), and then rapidly develops an ‘hourglass shape’ 
with α close to 90◦, whereas the ‘Granular’ pattern forms the hourglass 
shape after ~ 250% stretch. This hourglass shape captures the 

Fig. 4. Two case studies of ‘simple’ initial 2D grain microstructures: ‘Granular’ and ‘Foam’, analysed via three different analytical methods. a) and b) Analysis of 
original trace patterns of each microstructure with long axis orientation rose plots, based on the long axis of the fitted (grain) ellipses from ImageJ analysis data. 
Grains cut by the frame are excluded from the ImageJ analysis. The (grain boundary) segment orientation is plotted as equal area, non-length-weighted roses via 
GBPaQ. This dataset includes segments of rim grains. GBSI density contour rose diagrams from radial scan line distribution analysis. c) and d) Evolution of the 
patterns with stretching steps. A section of the grain boundary pattern with one grain marked throughout the stretching steps is shown for each selected step. 
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progression of SPO during horizontal incremental ‘stretching’ (plane 
strain deformation). 

The value of length-weighting of the grain boundary segment azi
muth data is tested by plotting the length-weighted and not length- 
weighted data of one input pattern into one rose and colouring the 
congruent sections (Fig. 5a). Length-weighting makes only a slight dif
ference for the initial ‘Granular’ pattern with regular radial distribution 
of data in the grain boundary segment azimuth rose (Fig. 5a, top). 
Stretching of the ‘Granular’ pattern (150%) results in a rapid re- 
orientation of segment azimuths and length-weighting of the segments 
shows a more distinct effect with an increased range of azimuth mag
nitudes (Fig. 5a, middle). The non-length-weighted rose of the ‘Foam’ 
pattern (100%) has a very evenly rhombohedral shape, whereas the 
length-weighted rose shows that the maximum azimuth magnitude is 
surrounded by several similar intensity peaks (plateau) (Fig. 5a). 

The direct comparison of the two approaches incorporated in 
GBPaQ, using a rose diagram at a stage where the pattern is undeformed 
(100%) or has a low level of deformation (150%) demonstrates how 
sensitive grain boundary segment azimuth and GBSI analysis are to the 
exact nature of the data (Fig. 5b). A regular radial distribution (Fig. 5b, 
top) with no obvious relation of local maxima and minima turns into a 
distinct inverse shape after 150% stretching for the ‘Granular’ case study 
(Fig. 5b, middle). 

Plotting the GBSI density contour roses of all steps for the two pat
terns into a single rose diagram each further visualises that the density 
contours rapidly close in parallel to the orientation of stretching 

(Fig. 5c). Because the stretches do not simulate isochoric strain and 
strains are analogous to x-y plane views of plane strain deformation, the 
maximum GBSI density values, i.e., the top and bottom of the hourglass 
shape, do not change as rapidly and stay within a smaller range of 
magnitude compared to the minimum GBSI density values. Similar 
shape progression trends are visible for both case studies. 

The grain boundary pattern evolution of the case studies is analysed 
by plotting the GBSI-based minimum intensity Imin against the average 
axial ratio of the grain-fitted ellipsoids r. The Imin development shows 
that Imin first decreases rapidly towards 0 with increasing stretching 
(Fig. 6a). Both grain boundary patterns have Imin trends that evolve 
following a general power function (y = x-a) during stretching (Fig. 6b). 

The variance of r, the standard error of the average axial ratio of 
grains in the grain boundary pattern, increases with increasing r because 
the range of the grain axial ratios increases due to the stretching. Grains 
that are initially more elongated and favourably oriented to the direc
tion of stretching tend to become elongated more rapidly during the 
early steps. At the beginning of the evolution, with average axial ratios 
below 3 and Imin values above 0.55, the ‘Granular’ texture generally has 
higher Imin values compared to that of ‘Foam’. Several identical values of 
Imin for increasing r are caused by limitations of the grain size in the grain 
boundary patterns. At a certain point of the analysis, the grain boundary 
density stays constant until the loss of a single GBSI causes a ‘step’ to
wards lower Imin that stays constant again until loss of another GBSI. 

Fig. 5. Comparison of GBPaQ analytical methods of the ‘Granular’ and ‘Foam’ patterns at stages with no or weaker SPOs. a) Comparison of superimposed length- 
weighted and not length-weighted grain boundary segment orientation roses from GBPaQ analysis. b) Comparison of superimposed length-weighted segment 
orientation and GBSI density plots. c) Superimposed GBSI density contour rose diagrams of all stretching steps of the ‘Granular’ pattern and the ‘Foam’ grain 
boundary pattern. 
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5. Discussion 

5.1. Comparison of the three approaches used 

The long axis orientation (fitted ellipse), segment orientation, and 
GBSI density and orientation results of the ‘Granular’ pattern are 
perfectly consistent with each other (Fig. 4a,c). The ‘Foam’ pattern re
sults show distinct deviations between the different methods (Fig. 4b,d). 
Whereas the long axis orientation and segment orientation roses are 
consistent at low stretch, GBSI density α is different by ~100◦. There
fore, α is susceptible to subtle variations in the grain boundary pattern at 
low strains (weak SPOs) and does not necessarily coincide with the di
rection of stretching or orientation of the SPO. 

The impact of length-weighting of grain boundary segments for 
segment azimuth analysis depends on the strength of the SPO and the 
grain shape (Figs. 4 and 5a). At low SPOs, this impact is small if the grain 
boundary segments describe highly rounded grains. If that is not the 
case, length-weighting of segments may provide additional information 
on the fabric, like features associated with a polygonal grain structure 
(Fig. 5a, bottom). However, the polygonal shape of the ‘Foam’ pattern 
translates better into the non-length-weighted rose, which is very evenly 
rhombohedral. 

The mean intensity direction with 95% confidence interval (MR 
dir’n) of the long axis orientations of the grain-fitted ellipsoids and the 
circular mean segment orientation (MSO) of the grain boundary 
segment azimuths are based on the complete pattern, whereas the GBSI 
analysis without smoothing is selective (Figs. 1 and 2). Single radial scan 
results are susceptible to pattern inhomogeneity (i.e., stochastic varia
tion), and are consequently sensitive to the position of the scan lines. 
GBPaQ does not have the option of applying the ‘grid’ scan line analysis 
yet. The distinct deviation of the density contour shape and angle α from 
GBSI density analysis, compared to results from the other methods 
(Fig. 4b,d) are a direct measure of inhomogeneity (stochastic fluctua
tions) in the grain boundary pattern rather than an ‘uncertainty’ due to 
imprecise quantification. The location of α depends on a single mini
mum value, which may be subject to such stochastic fluctuations in the 
grain boundary pattern. The application of a smoothing function could 
significantly reduce the impact of such stochastic fluctuations. However, 
the minimum GBSI density DL(α) is a true measurement of the pattern 
and therefore a descriptor of a grain boundary pattern. 

Contrary to conventional, more sophisticated strain analysis 
methods (e.g., Fry method, Delaunay Triangulation Nearest Neighbour 
Method), any smoothing algorithm needs to honour the complex shape 

of the GBSI density plots rather than smoothing these complex shapes to 
perfect ellipses. For example, some smoothing algorithms could easily 
eradicate GBSI minima and maxima, and therefore features like the 
rhombohedral GBSI density contour of the ‘Foam’ pattern would be lost. 
Therefore, it is necessary to evaluate the degree of necessary smoothing 
to allow for complex shapes. 

5.2. Systematic evolution of Imin with increasing SPO strength 

The grain boundary pattern evolution of the case studies is analysed 
by plotting the GBSI-based minimum intensity Imin against the average 
axial ratio of the grain-fitted ellipsoids r. Imin incorporates the grain 
elongation and the strength of preferred orientation of those elongated 
grains. When the SPO is weak, Imin is influenced by other factors like 
irregular grain shape characteristics. The average axial ratio r accounts 
for the grain elongation independent from the orientation of the grains 
relative to each other and is used as a measure of strain (stretch). Pre
dictions of Imin from r or vice versa must be treated with caution, as the 
factors that influence Imin besides the SPO are not fully understood in 
terms of their relative impact. A tool for the identification and quanti
fication of such factors would be useful. 

The power law trend relationship of Imin and r (Fig. 6) is consistent 
with the simple geometrical consideration that the stronger the SPO, the 
greater the spacing between grain boundary segments in the maximum 
grain elongation alignment direction. Hence, stretching (strain) results 
in the rapid decrease of the number of GBSIs in α. This power law 
relationship is also visible in the GBSI density contour diagrams 
(Fig. 5c), where the contours at first rapidly (exponentially) close in 
parallel with the stretching orientation. The grain boundary segments 
get re-oriented and increase in length successively with increasing 
stretch. The concept of stretching is analogous to x-y plane views of 
plane strain deformation. The degree of this rotation during stretching is 
strongly dependent on the initial orientation and to a slightly lesser 
degree, on their length. Segments with closer azimuths to the direction 
of stretch rotate within the first increments of strain and lengthen more 
rapidly. The segments intercepted along α are selectively shorter and 
increasingly sorted for angles perpendicular to the orientation from the 
scan line with increasing SPO strength. In nature, formation of SPOs is of 
course often significantly more complex, but the basic concept of elon
gated grains and increased preferred orientation applies. 

Fig. 6. Minimum intercept intensity Imin of the two patterns and stretching steps, plotted versus average axial ratio r of the fitted ellipse in a), and as power trend lines 
in log-log space in b). 
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5.3. Potential applications of GBSI-based quantification to geological 
problems 

The power law trend relation is a combination of two method ap
proaches, as it combines the fitted ellipse-based r and the GBSI-based Imin 
concept. The calculation of the new network parameter Imin provides a 
tool for quantifying the SPO strength without being limited by scale or 
unit, and therefore makes it easy to compare a pattern to any other. The 
Imin versus r diagram with the definition of a reference power law trend 
makes it possible to plot any r or Imin and determine a range of the 
corresponding value. For the establishment of such a reference diagram, 
further investigations with different strain geometries and patterns with 
more complex geometry are inevitable. Further, the variance of Imin for 
patterns with low SPO (Fig. 6a) needs to be investigated. Identification 
and quantification of deformation mechanisms using a GBSI-based 
method in combination with quantitative grain boundary irregularity 
via sphericity parameter determination, as introduced by Fan et al. 
(2021), may be possible and of great value to determine what factors 
influence the GBSI density and Imin. 

The big advantage of a GBSI approach is that pattern characteristics 
like the directional density of grain boundaries and grain pattern ge
ometry are analysed directionally. Therefore, the GBSI rose plot can be 
used to study the impact of grain boundaries on directional character
istics like acoustic wave velocity anisotropy. Though it is known that 
seismic velocity is controlled to a high order by crystallographic 
preferred orientation (CPO) (e.g., Lloyd et al., 2011; Zhong et al., 2014; 
Vel et al., 2016), the impact of other petrofabrics like grain boundaries 
and SPO is not yet fully understood (e.g., Burlini and Kunze, 2000; 
Valcke et al., 2006; Vargas-Meleza et al., 2015). 

Three possible main applications that involve GBSI-based quantifi
cation analysis via GBPaQ are identified, illustrating different strengths 
of this approach. 

I) More representative pattern quantification combining fitted el
lipse, segment geometry, and GBSI methods provides the oppor
tunity of analysing more complex patterns than was possible 
before.  

II) Comparative, quick (seconds to few minutes) SPO quantification 
of different, potentially unrelated grain boundary segment pat
terns by calculating Imin values, and with the potential to deter
mine correspondent pattern characteristics using a future, more 
refined Imin versus strain diagram with reference power curve(s).  

III) Direction-based grain boundary pattern quantification via GBSI 
density and orientation analysis provides more representative 
data on directional characteristics. GBPaQ could develop into a 
useful tool for studying the impact of grain boundary pattern 
inhomogeneity and anisotropy on rock characteristics like 
seismic wave attenuation, physical and mechanical behaviour. 
For this purpose, numerical models with pre-determined defor
mation parameters additional to analysing a range of well-known 
natural rock grain boundary patterns could be studied. 

6. Conclusions 

Given the established importance of grain boundary networks, it is 
critical that we quantify them with objective, robust, repeatable and 
open source methods. Accordingly, it is of major importance to quantify 
grain boundaries using state of the art automation (with toolboxes like 
GBPaQ) to support recent analytical developments (e.g., micro-CT). The 
minimum intercept intensity power law trend and GBSI density contour 
rose diagram are promising tools for further SPO and grain boundary 
pattern geometry quantification. 

Testing of the GBSI approach on two different grain boundary pat
terns has led to the following findings.  

• Length-weighting of segment orientation roses represents pattern 
geometry that may weaken SPO quantification but gives a more 
representative description of the grain boundary pattern without 
simplification.  

• GBSI density roses capture a more representative depiction of 
directional characteristics of a grain boundary pattern, yet the ori
entations of α and ɣ are more likely to have big angular variations 
compared to non-GBSI-based methods, particularly in undeformed or 
weakly deformed samples. Higher angular variations in α and ɣ are 
anticipated for populations of approximately equant grains.  

• Plotting the evolution of the GBSI minimum intensity Imin versus the 
average grain axial ratio r as data points shows a general trend that 
can be described by a power law.  

• Further case studies involving numerical models and natural samples 
are necessary to further evaluate the value of Imin and the relation of 
this new grain boundary network parameter to strain. 
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