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Abstract 

I explored the relationship between accounting quality and credit default risk for banks in 

the Eurozone. I set a model of banks in Orbis from 2015 to 2023. I aimed to broaden the 

literature on the banking sector since it has been largely neglected because of its particular 

balance sheet and financial measures. In agreement with previous findings, the Wilcoxon test 

revealed that the IFRS 9 mandatory adoption decreases the credit default risk for banks in the 

Eurozone. The results are accurate after robustness checks However, this study is limited to the 

Eurozone. Further, since IFRS was often adopted along with concurrent institutional reforms, 

it is difficult to identify the real effects of IFRS. To my knowledge, it is the first study that 

analyzes the relationship between accounting quality and credit default risk for banks from an 

accounting perspective in the Eurozone since previous scholars focused on capital-market 

impacts. This study contributes to developing a promising line of research in accounting and 

finance. Further, another implication would be to incentivize policymakers to focus on the 

improvement of institutional settings rather than the harmonization of accounting standards. 
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1. Introduction 

Institutional differences across countries result in information asymmetry in financial reports 

(Brown, 2016). For this reason, International Reporting Standards (IFRS) generate 

comparability, permitting to investors process more information (Gao et al., 2019). 

Accordingly, there has been increasing interest in understanding the economic consequences 

derived from this set of accounting standards (Leuz & Wysocki, 2016). To date, IFRS 9 

facilitates the provision of future credit losses (Novotny-Farkas, 2016; Kyiu & Tawiah, 2023), 

playing a crucial role for banks by mitigating their upward and downward movements derived 

from economic cycles (Bushman & Williams, 2012).  

Hence, I aimed to broaden the literature on the banking sector as it has been largely neglected 

by previous scholars because of its particular balance sheet and financial measures (Beatty & 

Lino, 2014) and, concerning the IFRS, previous scholars mainly concentrated on investigating 

its role in enhancing comparability (Barth et al., 2012; Landsman et al., 2012; Lin et al., 2019; 

Conaway, 2022). Regarding the effect of IFRS on banks, previous scholars (Kim et al., 2011; 

Ball & Shivakumar, 2015; Brown, 2016) mainly focused on understanding its role in terms of 

contractability. Further, as IFRS 9 mandatory adoption has been in effect since January 1, 2018 

(HSBC Holdings plc, 2018), studies are scarce on this topic, being a promising line of research.  

This study aligns with Kyiu and Tawiah (2023) by attempting to understand the impact of 

IFRS 9 on banks risk. However, since their study considered stocks return as a proxy for banks 

risk, addressing a call by Leuz and Wysocki (2016), I went beyond the capital-market effect 

and considered the real impacts of IFRS on credit default risk for banks from an accounting 

perspective. According to Bitar et al. (2018), credit default risk is one of the primary risks a 

bank can face, constituting along with operational and market risk, the first pillar of the Basel 

II Accord.   

For this reason, I proposed the following research question: Does accounting quality impact 

credit default risk for banks in the Eurozone?  In agreement with Lamoreaux et al. (2015), I 

defined accounting quality as the mandatory adoption of IFRS. The election for banks is due to 

their relevant role in an economy (Berger et al., 2020). The selection for the Eurozone is 

justified by the fact that the effects of IFRS are more pronounced in countries with strong 

regulatory systems (Barth et al., 2012). Concerning the objective, I analyzed the relationship 

between accounting quality and credit default risk for banks. This study, to my best knowledge, 
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is the first study that analyzes the relationship between accounting quality and credit default 

risk for banks from an accounting standpoint in the Eurozone. 

In conformity with previous findings (Ball & Shivakumar, 2015; Kyiu & Tawiah, 2023), by 

conducting the non-parametric test, specifically, the Wilcoxon test, this study displayed that 

IFRS 9 mandatory adoption decreases the credit default risk for banks in the Eurozone. The 

results are accurate after robustness checks. This study contributes to the development of a 

promising line of research in accounting and finance. Further, in conformity with Jeanjean and 

Stolowy (2008), another implication would be to incentivize policymakers to focus on the 

improvement of institutional settings rather than the harmonization of accounting standards. 

This study is structured as follows. Section 2 displays a brief overview of studies on IFRS 

to date. Section 3 exhibits a brief conceptualization of IFRS 9 and its importance. Section 4 

introduces the main theories on accounting quality. Section 5 presents the methodology. Section 

6 reveals the data analysis. Section 7 shows the results. And Section 8 displays the conclusions. 

2. A brief overview of studies on IFRS to date 

Table 1 outlines the step-by-step conducted on the Scopus database to analyze what was 

investigated by previous scholars to date. Next, to analyze the emphasis on IFRS studies, I used 

the VOSviewer software to examine the bibliometric networks of the 63 articles from first-

quartile (Q1) journals in accounting. On the VOSviewer, by applying the Overlay Visualization, 

which displays the development of a specific topic over time (VOSviewer, n.d.), it exhibits that 

the focus on IFRS is not recent (see Figure 1).  

Figure 1. IFRS focus in previous literature 

 

Source: Self-elaborated from VOSviewer (2024). 



 

 

6 
 

However, although the banking sector has been largely neglected by previous scholars 

(Beatty & Lino, 2014), the term bank indicates it is gaining more attention on IFRS-related 

topics from scholars in the last years (see Figure 2). 

Figure 2. Evolving of the banking sector in studies on IFRS 

 

Source: Self-elaborated from VOSviewer (2024). 

However, by applying Density Visualization, which provides an overview of the most 

researched topics in a bibliometric analysis (VOSviewer, n.d.), it presents a pronounced focus 

on IFRS in firms (see Figure 3). 

Figure 3. Most research topics on IFRS 

 

Source: Self-elaborated from VOSviewer (2024). 

The importance of executing an analysis of bibliometric networks on previous studies on 

IFRS was to reinforce the selection for examining the impact of IFRS 9 on banks, which is an 

underexplored topic, but which is gaining ground in recent years. 
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3. IFRS 9 conceptualization and its importance  

IFRS 9 plays a crucial role for banks by mitigating their pro-cyclicality (Bushman & 

Williams, 2012). IFRS 9 has been in force since January 1, 2018 (HSBC Holdings plc, 2018). 

IFRS 9 aims to address the complexity of its predecessor, IAS 39 (PwC, n.d.). While IAS 39 

advocated for calculating the provisions through incurred losses only when the evidence of a 

loss was pronounced, IFRS 9 estimates both the current and expected losses (Kyiu & Tawiah, 

2023; Bank for International Settlements, n.d.).  

IFRS 9 defines how financial firms should measure both assets and liabilities. The main 

objective of this financial statement is an annual assessment of their assets and their 

depreciation (Bank for International Settlements, n.d.). Although this financial statement 

increases provisions in financial reports under IFRS 9 (Kyiu & Tawiah, 2023), as banks must 

report previous events, current financial situation, and forecast of credit risk management (Bank 

for International Settlements, n.d.), the likelihood of a bank taking on risky investments is 

smaller because of credit loss provisions (Novotny-Farkas, 2016).  

IFRS 9 presents three stages better illustrated in Figure 4. 

Figure 4. Framework on the three stages of IFRS 9 

 

Source: Self-elaborated from Kyiu and Tawiah (2023). 

4. Literature review 

4.1 Accounting quality 

Historically, each nation has structured its own accounting standards. However, the global 

integration in the capital market has been requiring a harmonization of financial reports (Judge 

et al., 2010). Accordingly, IFRS is a worldwide attempt to achieve comparability (Conaway, 
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2022). The importance of enhancing comparability is the promotion of a sound capital market, 

permitting an increase in the foreign investments flow (DeFond et al., 2011). Over the years, 

various countries adopted IFRS to mitigate information asymmetry (Leuz & Wysocki, 2016). 

From a banking perspective, the main focus of this study, Kim et al. (2011) analyzed the 

effect of the voluntary adoption of IFRS by borrowers on the loan contracts of a cross-country 

sample of non-US firms throughout 18 years. They found that banks define lower rates to IFRS 

adopters and set out less strict covenants. Ball and Shivakumar (2015) examined several 

features of IFRS that may affect the debt contracts of banks. They highlighted significant 

declines of covenants used by banks after the adoption. DeFond et al. (2015) observed that 

IFRS adoption does not impact the crash risk of financial firms. Nevertheless, by considering 

financial firms based in countries with poor banking regulations, IFRS leverages these risk 

ratios. Brown (2016) explored the changes in using private debt covenants post-IFRS adoption. 

The findings are aligned with previous results studies by evidencing the reduction in the 

bureaucracy of contracts after IFRS adoption. López-Espinosa (2021) investigated a cross-

country sample of banks and they pointed out that expected credit losses (ECL), which is 

advocated by IFRS, are more accurate than incurred credit losses (ICL), a normative from IAS 

39, in forecasting banks risk. Nonetheless, by using a cross-country sample of banks, Kyiu and 

Tawiah (2023), one of the first scholars who investigated the impact of IFRS 9 on banks risk, 

revealed a bank risk decrease after IFRS 9 adoption. Conversely, Leuz and Wysocki (2016) 

debated the economic consequences derived from regulations in financial reports, including the 

IFRS, in a cross-country approach, and they did not evidence of the real effects of regulations 

in financial statements. 

In this section, I included studies related to the capital-market standpoint, as previous 

scholars have largely considered this sector to assess the real effect of IFRS on the financial 

results of adopters and the perception of stakeholders in the financial market. Loureiro and 

Taboada (2015) uncovered a strong relationship between IFRS adoption and mergers and 

acquisitions (M&A) deals and stock returns. Gao et al. (2019) verified whether firms can 

improve their liquidity and value after IFRS adoption. They found that IFRS adoption benefits 

them. Liu et al. (2023) analyzed how the mandatory adoption of IFRS by publicly listed firms 

in the European Union (EU) affects its peer private firms. They highlighted that IFRS decreases 

significantly the capital investment of private firms.  
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Finally, the selection of articles on comparability, the most researched topic by previous 

scholars, is justified since harmonization in financial reports drives a decrease in the expected 

risk (Kim et al., 2016). Barth et al. (2012) examined whether IFRS adoption by non-US firms 

enhances comparability and, as a result, they pointed out a greater increase. Landsman et al. 

(2012) explored whether information on earnings management in financial reports increased 

after IFRS adoption. They revealed an increase in this attribute in 16 countries. Lin et al. (2019) 

investigated the effectiveness of mitigating information asymmetry by comparing global and 

local standards in the German context. The results evidenced an increase in comparability after 

the IFRS mandatory adoption in 2005. However, this adoption does not lead to an incremental 

increase in comparability after this period. Conversely, Conaway (2022) verified the temporal 

trend in comparability for a cross-country sample. They uncovered that firms that adopted local 

standards are more comparable than IFRS adopters. 

To better illustrate the reviewed literature on IFRS effect on banks and firms, Table 2 

summarizes the main findings discussed in this section. 

Table 2. The main findings on IFRS effect on banks and firms 

Perspectives Authors Dependent variables 

Relationship between IFRS 

adoption and the dependent 

variables 

 
Kim et al. (2011) 

Rates and strictness of loan 

contracts 

- 

 

Banking 

Ball and Shivakumar (2015) Debt contracts of banks - 

De Fond et al. (2015) Likelihood of crash risk  No evidence 

Brown (2016) Reduction of contractability + 

López-Espinosa et al. (2021) Prediction of banks risk + 

Kyiu and Tawiah (2023) Banks risk - 

 

Capital-market 

Loureiro and Taboada (2015) M&A and stocks returns + 

Leuz and Wysocki (2016) Economic consequences No evidence 

Gao et al. (2019) Firm value and liquidity + 

Liu et al. (2023) Capital investments  - 

 

Comparability 

Barth et al. (2012) Comparability  + 

Landsman et al. (2012) Comparability  + 

Kim et al. (2016) Perception of risk - 

Lin et al. (2019) Comparability  + 

Conaway (2022) Comparability  Local standards > IFRS 

Source: Self-elaborated (2024). 
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By analyzing Table 2, it is possible to infer a strong theoretical framework for the positive 

impact derived from IFRS adoption. 

For this reason, I proposed the following hypothesis. 

H1: Accounting quality decreases the credit default risk for banks. 

5. Methodology 

5.1 Sample 

The data were gathered from the Orbis database, which is a platform that contains business 

and financial information of private and public firms in Europe (European University Institute, 

n.d.), for 9 years (2015–2023). I included 68 active banks whose size classification is defined 

as very large and large because they have greater financial and tangible resources (Knight and 

Kim, 2009). However, since the dependent variable is credit default risk for banks (BankRisk) 

and considering other explanatory and control variables of Equation (1), 36 banks were dropped 

from the sample. Further, 2 banks were removed due to missing values. Accordingly, the 

definitive sample consists of 30 bank-year observations (see the list of banks in Table 3). The 

unique macroeconomic variable (GDP) was obtained from the International Monetary Fund 

(IMF) (International Monetary Fund, 2024). 

5.2 Measuring the credit default risk for banks 

In agreement with Bitar et al. (2018), the dependent variable on credit default risk for banks 

is measured in three ways. The primary measure (BankRisk) is the loan loss reserves to total 

assets ratio. It identifies the loan quality of a bank and, the higher the value, the more the 

precautionary reserve policy is.  To ensure robustness, I also used two proxies for credit default 

risk for banks. My first alternative measure (BankRisk01) used loan loss reserves to gross loans. 

My second alternative measure (BankRisk02) utilized loan loss reserves to impaired loans. To 

better illustrate it, Table 4 outlines all variables that integrate my sample.  

5.3 Measuring the explanatory variables 

Concerning the IFRS, in conformity with Liu et al. (2023), there are three explanatory 

variables. I used a dummy variable (PreIFRS) that coded 1 for the three years before the 

adoption of IFRS 9 (2015–2017) and 0 otherwise. Next, a dummy variable (IFRSRollout) that 

coded 1 for the three years during the rollout period (2018–2020) and 0 otherwise. Finally, a 

dummy variable (PostIFRS) that coded 1 for the three years after the rollout period (until 2023) 
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and 0 otherwise. In agreement with Isidro et al. (2015), the selection for a period of three years 

is justified by its suitability to detect longer-term effects derived from IFRS 9 adoption.   

5.4 Control variables 

In line with previous studies (Laeven & Levine, 2007; Bhagat et al., 2015; Bitar et al., 2018; 

Elnahass et al., 2021; Kyiu & Tawiah, 2023), the model included several bank characteristics 

which are expected to influence the credit default risk for banks.  

Efficiency (Efficiency). This variable is measured as the cost-to-income ratio. It reflects the 

bank overheads, mainly represented by salaries. Accordingly, the higher the value, the less 

efficient the bank is (Bitar et al., 2018).   

Gross domestic product (GDP) growth (GDP). This variable captures the growth of an 

economy (Kyiu & Tawiah, 2023). 

Income diversity (IncomeDiversity). This variable captures the degree to which banks 

diversify between lending and non-lending activities. Hence, the higher the value, the greater 

the diversification (Laeven & Levine, 2007). It is calculated as follows. 

𝐼𝑛𝑐𝑜𝑚𝑒𝐷𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 =  1 − | 
(𝑁𝑒𝑡 𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡 𝑖𝑛𝑐𝑜𝑚𝑒 − 𝑂𝑡ℎ𝑒𝑟 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑖𝑛𝑐𝑜𝑚𝑒)

𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝑖𝑛𝑐𝑜𝑚𝑒
 | 

Natural logarithm of total assets (LnSize). This variable influences bank performance since 

larger banks present greater financial assets and market share (Beck & Demirguc-Kunt, 2006). 

Natural logarithm of tangible equity (LnTangible). This variable removes intangible assets 

from the calculation of an equity base of a bank (Bitar et al., 2018). It is measured as the natural 

logarithm of the ratio of tangible equity of a bank to total assets. 

Ratio of net loans to total loans (NetLoans). A bank that possesses a diversified loan portfolio 

is less exposed to risk. Therefore, the higher the value, the lesser the exposition to risk (Bitar et 

al., 2018). 

Return on average assets (ROAA). This variable captures bank profitability (Kim et al., 

2011). 

According to Bhagat et al. (2015), investment banks take on more risk than commercial 

banks. Accordingly, I used a dummy variable to control bank classification (∑Classification), 

coding 1 for investment banks and 0 otherwise.  
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Further, during the COVID-19 outbreak, banks experienced poor financial performance 

(Elnahass et al., 2021). Hence, I used a dummy variable to control the COVID effect 

(∑COVID), coding 1 for the COVID-19 period (2020) and 0 otherwise.  

In order to address my hypothesis, I proposed Equation (1), (2), and (3). 

Equation (1). 

BankRisk = β0 + β1*PreIFRS + β2*IFRSRollout + β3*PostIFRS + β4*Efficiency + β5*GDP 

+ β6*IncomeDiversity + β7*LnSize + β8*LnTangible + β9*NetLoans + 

β10*ROAA + ∑Classification + ∑COVID + ɛ  

Equation (2). 

BankRisk01 = β0 + β1*PreIFRS + β2*IFRSRollout + β3*PostIFRS + β4*Efficiency + 

β5*GDP   + β6*IncomeDiversity + β7*LnSize + β8*LnTangible + 

β9*NetLoans + β10*ROAA + ∑Classification + ∑COVID + ɛ  

Equation (3). 

BankRisk02 = β0 + β1*PreIFRS + β2*IFRSRollout + β3*PostIFRS + β4*Efficiency + 

β5*GDP + β6*IncomeDiversity + β7*LnSize + β8*LnTangible + 

β9*NetLoans + β10*ROAA + ∑Classification + ∑COVID + ɛ  

6. Data analysis 

6.1 Descriptive statistics 

Figure 5 displays descriptive statistics across 270 bank-year observations from 2015 to 2023. 

The results were obtained from jamovi, a statistical software (jamovi, n.d.). To begin with, the 

primary measure of credit default risk for banks (BankRisk) evidences a mean of 0.0273, 

ranging from 0 to 0.231. Concerning the alternative measures, the primary one (BankRisk01) 

exhibits a mean of 4.2834, with values from 0.152 to 31.955. Regarding the second one 

(BankRisk02), it presents a mean of 62.0957, ranging from 11.353 to 405.043.  

Concerning the explanatory variables, Efficiency displays a mean of 62.29, with values from 

20.876 to 108.968. GDP introduces a mean of 1.7156, with values from –11.200 to 13.800. 

IncomeDiversity evidences a low value of merely 0.2302, ranging from -0.947 to 5.259, 

indicating poor diversification. LnSize exhibits a mean natural logarithm of 18.2075, with 

values from 12.028 to 21.607. In parallel with their sizes, LnTangible presents a mean natural 
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logarithm of 15.4812, ranging from 10.811 to 18.169. NetLoans displays a low value of 0.6158, 

with values from 0.207 to 2.708, indicating a high exposure to risk because of their low 

diversification loan portfolio. Finally, ROAA evidences a mean of 0.5660, ranging from -46.369 

to 15.310. 

Figure 5. Descriptive statistics 

 

Source: jamovi (2024). 

6.2 Correlation 

To begin with, Figure 6 shows the correlation values of the variables in Equation (1) obtained 

from jamovi. Overall, the correlation matrix displays weak correlations, suggesting that no 

variables directly influence the measures of credit default risk for banks (BankRisk, 

BankRisk01, and BankRisk02). Intuitively, the only strong correlation is between LnSize and 

Tangible (0.981***). 

Figure 6. Correlation matrix 

 

Source: jamovi (2024). 
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6.3 Ordinary least squares 

In Gretl, a software-oriented for econometric analyses (Gretl, n.d.), I considered the primary 

measure of credit default risk for banks (BankRisk) with the explanatory and control variables 

of Equation (1). By executing the ordinary least squares (OLS) and selecting the option for 

considering robustness, three variables were removed from the model due to collinearity (i.e., 

IFRSRollout, PostIFRS, and ∑COVID). The obtained results are expressed in Table 5. 

Table 5. OLS for BankRisk 

 Coefficient Standard Error t-value p-value  

const 0,0756641 0,0296853 2,549 0,0117 ** 

PreIFRS 0,0303275 0,00558923 5,426 <0,0001 *** 

Efficiency 0,000314652 0,000301477 1,044 0,2981  

GDP 7,14070e-05 0,00116428 0,06133 0,9512  

IncomeDiversity 0,00484685 0,00455095 1,065 0,2884  

LnSize −0,0359972 0,0101182 −3,558 0,0005 *** 

LnTangible 0,0381770 0,0111650 3,419 0,0008 *** 

NetLoans −0,0259874 0,00933480 −2,784 0,0060 *** 

ROAA −0,00186019 0,00137551 −1,352 0,1781  

Classification −0,0238807 0,00981563 −2,433 0,0160 ** 

 

** p-value < 0.05, *** p-value < 0.01 

Source: Self-elaborated from Gretl (2024). 

Next, I considered the first alternative measure of credit default risk (BankRisk01) with the 

explanatory and control variables of Equation (2). By executing the ordinary least squares 

(OLS) and selecting the option for considering robustness, one variable was removed from the 

model due to collinearity (i.e., PostIFRS). The obtained results are expressed in Table 6. 

Table 6. OLS for BankRisk01 

  Coefficient Standard Error t-test p-value  

const 10,8677 2,78061 3,908 0,0005 *** 

PreIFRS 4,43401 0,665037 6,667 <0,0001 *** 

IFRSRollout 1,99002 0,516758 3,851 0,0006 *** 

Efficiency 0,0533236 0,0318374 1,675 0,1047  

GDP 0,0256757 0,0979678 0,2621 0,7951  

IncomeDiversity 1,68562 0,759751 2,219 0,0345 ** 

LnSize −4,69549 0,866396 −5,420 <0,0001 *** 

LnTangible 4,90592 0,964403 5,087 <0,0001 *** 

NetLoans −4,06382 0,690360 −5,887 <0,0001 *** 

ROAA −0,287137 0,180896 −1,587 0,1233  

COVID −0,875993 1,05251 −0,8323 0,4120  

Classification −2,64561 0,762666 −3,469 0,0017 *** 

** p-value < 0.05, *** p-value < 0.01 

Source: Self-elaborated from Gretl (2024). 
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Finally, I considered the second alternative measure of credit default risk (BankRisk02) with 

the explanatory and control variables of Equation (2). By executing the ordinary least squares 

(OLS) and selecting the option for considering robustness, one variable was removed from the 

model due to collinearity (i.e., PostIFRS). The obtained results are expressed in Table 7. 

Table 7. OLS for BankRisk02 

  Coefficient Standard Error t-test p-value  

const 136,850 20,1424 6,794 <0,0001 *** 

PreIFRS −5,97657 3,88471 −1,538 0,1348  

IFRSRollout −6,11463 6,68398 −0,9148 0,3678  

Efficiency 0,174993 0,314964 0,5556 0,5827  

GDP −0,131321 0,984697 −0,1334 0,8948  

IncomeDiversity −11,0880 2,31699 −4,786 <0,0001 *** 

LnSize −16,6156 6,98925 −2,377 0,0243 ** 

LnTangible 15,3892 7,81931 1,968 0,0587 * 

NetLoans −15,9553 6,03806 −2,642 0,0131 ** 

ROAA 0,299384 0,348146 0,8599 0,3969  

COVID −3,06570 9,70116 −0,3160 0,7543  

Classification −10,7554 6,79618 −1,583 0,124  

** p-value < 0.05, *** p-value < 0.01 

Source: Self-elaborated from Gretl (2024). 

However, the three models cannot be accepted by the absence of normality of the residuals 

(p-value = 0.00) (see Figure 7, 8, and 9). Nevertheless, since my model did not meet this 

criterion, the low R-squared model cannot be accepted (as confirmed by the box plots with 

outliers for the three measures in Figures 10, 11, and 12). 

6.4 Selection of the most suitable model 

In agreement with Dougherty (2011), since I worked on a random sample, it was necessary 

to verify which model was the most adequate for my analysis. To begin with, I conducted the 

random-effect (RE) model (see Table 8).  
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Table 8. Random-effect model 

  Coefficient Standard Error z-test p-value  

const 0,0770922 0,0217052 3,552 0,0004 *** 

PreIFRS 0,0299488 0,00523614 5,720 <0,0001 *** 

IFRSRollout 0,0130680 0,00400511 3,263 0,0011 *** 

Efficiency 0,000352712 0,000235635 1,497 0,1344  

GDP −0,000437362 0,000672870 −0,6500 0,5157  

IncomeDiversity 0,00847664 0,00457425 1,853 0,0639 * 

LnSize −0,0348334 0,00728539 −4,781 <0,0001 *** 

LnTangible 0,0366102 0,00817072 4,481 <0,0001 *** 

NetLoans −0,0253951 0,00566798 −4,480 <0,0001 *** 

ROAA −0,00218725 0,00151867 −1,440 0,1498  

COVID −0,0132897 0,00782204 −1,699 0,0893 * 

Classification −0,0228780 0,00622165 −3,677 0,0002 *** 

      
* p-value < 0.10, ** p-value < 0.05, *** p-value < 0.01 

Source: Self-elaborated from Gretl (2024). 

 

Hence, by conducting the Durbin-Wu-Hausman test, as the p-value was smaller than 0.05 

(p-value = 0.00), the fixed-effect model (FE) is more appropriate than the RE. Then, I executed 

the Breusch-Pagan test, to analyze if the RE is more suitable than the OLS. However, the p-

value was greater than 0.05 (p-value = 0.56083). Consequently, I had to consider the OLS test 

because of its better fit for my model.  

6.5 Kendall’s Tau correlation 

As the three models did not display normality of the residuals, I conducted another 

correlation analysis considering Kendall’s Tau correlation for non-parametric tests. This 

measure is more efficient and robust rather than the Spearman correlation (Croux & Dehon, 

2010), another test widely used for non-parametric tests.  

The obtained results are expressed in Figure 13. I considered the cutoff values for Kendall’s 

Tau correlation based on Schober et al. (2018). I interpreted the cutoff values based on Schober 

et al. (2018). Overall, the correlation matrix evidences weak correlations, suggesting that no 

variables directly influence the measures of credit default risk for banks (BankRisk, 

BankRisk01, and BankRisk02). However, there are moderate correlations between Efficiency 

and ROAA (-0.367***), LnSize and ROAA (-0.320***), and LnTangible and ROAA (-0.268***). 

Finally, in line with the correlation matrix executed in Section 6.2, LnSize and LnTangible 

present very strong correlation (0.860***). 
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Figure 13. Kendall’s Tau correlation matrix 

 

Source: jamovi (2024). 

6.6 Wilcoxon test 

As the model does not present the normality of the residuals, I conducted the Wilcoxon test, 

a non-parametric test used to compare the median of paired data (King et al., 2018). To execute 

this test, I used Real Statistics from Excel, a software package oriented to statistical analyses in 

Excel (Real Statistics, n.d.). I tested the three measures. To interpret the results, I considered 

the p-exact of two-tails since the sample size is small (n = 30). If the p-exact is smaller than 

0.05, it is statistically significant, and the results were significant for two out of three measures, 

namely BankRisk and BankRisk01, indicating a significant decrease in the credit default risk for 

banks post-IFRS 9 mandatory adoption. Table 9 outlines the results. 

Table 9. Wilcoxon test 

 PreIFRS PostIFRS p-exact of two-tails Is it statistically significant? 

BankRisk 0.020 0.012 <0.01 Yes 

BankRisk01 3.501 2.044 <0.01 Yes 

BankRisk02 60.138 67.326 0.053 No 

Source: Self-elaborated from the Real Statistics from Excel (2024). 

7. Results  

The study aimed to address whether accounting quality impacts credit default risk for banks 

in the Eurozone. My main findings demonstrate a significant negative relationship between 

both variables. The results obtained from the execution of the Wilcoxon test found that both the 

primary measure (BankRisk) and the first alternative measure (BankRisk01) displayed a 

pronounced reduction in credit default risk for banks after the mandatory adoption of IFRS 9. 

For BankRisk, there was a 40% reduction in credit default risk, dropping from 0.020 to 0.012. 
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In parallel, for BankRisk01, there was a 41.62% reduction, dropping from 3.501 to 2.044. 

Conversely, BankRisk02 presented a countermovement, by exhibiting an increase from 60.138 

to 67.326. However, the p-exact of two-tails for this variable is greater than 0.05 (p-exact = 

0.053), indicating that this variable is not statistically significant.  

The results aligned with previous findings on the effect of IFRS on banks. In agreement with 

Kyiu and Tawiah (2023), although there is a convergence of the obtained results, they 

highlighted that the impact of IFRS 9 is more pronounced for banks based in countries with 

stronger accounting regulatory systems. According to Barth and Landsman (2010), accounting 

regulation settings influence bank activities because of the effect that financial reports have on 

their capital ratios and supervision. Despite I did not include any control variable related to 

institutional settings, the sound regulation system of the Eurozone may be one of the main 

justifications for these significant reductions post-IFRS 9 mandatory adoption.  

However, Bitar et al. (2018) highlighted an opposite standpoint on accounting settings. They 

pointed out that strict accounting impositions by Basel III such as holding higher capital and 

liquidity ratios are detrimental to the efficiency and performance of banks. Similarly, but 

concerning the IFRS, DeFond et al. (2015) found that IFRS does not impact the bankruptcy 

ratios for financial firms. However, for financial firms based in countries with weak banking 

regulation, which is not the case in the Eurozone, IFRS may even leverage these ratios. 

Nevertheless, the likelihood of a bank taking on risky investments under IFRS 9 is smaller 

because of credit loss provisions (Novotny-Farkas, 2016).  

8. Conclusions 

In this study, I aimed to broaden the literature on the real effects of mandatory IFRS 9 

adoption on the credit default risk for banks in the Eurozone context. As this accounting 

standards setting has been in force since 2018, there are few studies concentrated on 

understanding this financial statement. One of the first scholars that worked on this topic were 

Kyiu and Tawiah (2023).  

Despite the crucial role played by IFRS adoption in the economy (Liu et al., 2023), previous 

literature has been mainly focusing on investigating to which extent IFRS enhances 

comparability in financial reports (Barth et al., 2012; Landsman et al., 2012; Lin et al., 2019; 

Conaway, 2022), as well as its impact on capital-market structure (Loureiro & Taboada, 2015; 

Gao et al., 2019; Liu et al., 2023). However, the banking sector has still been neglected by 

scholars because of its inherent complexity (Beatty & Lino, 2014).  
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For this reason, my research question aimed to address whether accounting quality impacts 

credit default risk for banks in the Eurozone. In parallel, concerning the objective, I aimed to 

analyze the relationship between accounting quality and credit default risk for banks. After 

conducting several statistical analyses and sensitivity checks, I was able to fully address my 

proposed hypothesis (Accounting quality decreases the credit default risk for banks), obtaining 

results in agreement with overall previous findings. 

Regarding the limitations, I fully focused on articles published in Q1 journals. Although this 

enhances more accuracy of the overall study, the great majority of articles that were analyzed 

constitute an interplay among different fields such as accounting, economics, and finance. 

Consequently, it hampered my understanding of some topics and even deepen both the literature 

review and applied methodology. Additionally, because of academic knowledge, I was not able 

to conduct one of the most common statistical procedures conducted by previous scholars such 

as the difference-in-difference test (Kyiu & Tawiah, 2023; Liu et al., 2023). Further, due to the 

dependent, independent, and control variables, Orbis yielded a small sample of 30 bank-year 

observations. However, despite this small size, I executed several statistical checks to enhance 

the robustness of my results. Moreover, the applicability of this study is limited to the Eurozone 

context.  

As I progressed through the literature review development, I realized that IFRS was often 

adopted along with concurrent institutional reforms, making it difficult to identify the real 

effects of isolated IFRS (Leuz & Wysocki, 2016). Accordingly, this indicates future avenues of 

research. I propose to analyze the moderating role of institutional settings in the relationship 

between IFRS 9 and banks risk from a cross-country perspective.  

From an academic perspective, this study contributes to the beginning of the development 

of a promising line of research in accounting and finance. Further, from a practical standpoint, 

in conformity with Jeanjean and Stolowy (2008), the main implication of this study is to 

incentivize policymakers to concentrate on the improvement of institutional reforms than the 

harmonization of financial reports since them is likely to be more relevant for credit default risk 

for banks. 
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Appendix 

Table 1. Selection of articles 

Database Scopus 
Amount of papers in each 

applied filter 

Article title, Abstract, Keywords IFRS 4,472 

Year 2005–2024 4,430 

Subject area Business, Management, and Accounting 3,287 

Document type Article 2,760 

Language English 2,623 

Source type Journal 2,602 

Source title Accounting Review, Review Of Accounting 

Studies, Contemporary Accounting Research, 

Journal Of Accounting Research, and Journal Of 

Accounting And Economics 

108 

Publication stage Final 108 

Keywords IFRS, IFRS Adoption, International Financial 

Reporting Standards (IFRS), International 

Reporting Standards 

63 

Total of articles used in this 

study 

14 14 

Source: Self-elaborated (2024). 
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Table 3. List of banks 

Countries Banks 

Austria 
Erste Group Bank 

Raiffeisen Bank 

Belgium KBC Groupe 

Croatia Podravska Banka 

Cyprus Hellenic Bank 

Estonia AS LHV Group 

France 
Crédit Agricole 

Société Générale 

Germany 
Deutsche Bank 

MLP SE 

Greece Piraeus 

Italy 

Banca Generali 

Banca IFIS 

Banca Monte Dei Paschi 

Banca Popolare di Sondrio 

Banca Sistema 

BPER 

Credito Emiliano 

Intesa Sanpaolo 

Mediobanca 

Lithuania Siauliu Bankas 

Portugal Banco Comercial Português 

Slovak Republic Tatra Bank 

Slovenia Nova Ljubljanska Banka 

Spain 

Banco Sabadell 

Bankinter 

BBVA 

Santander 

The Netherlands 
ABN AMRO 

ING 

Source: Self-elaborated (2024). 
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Table 4. Variables definition 

Variables name Descriptions References 

Dependent variables   

BankRisk* Loan loss reserves/Total assets Bitar et al. (2018) 

BankRisk02** Loan loss reserves/Gross loans Bitar et al. (2018) 

BankRisk03** Loan loss reserves/Impaired loans Bitar et al. (2018) 

Independent variables   

PreIFRS 
Value of 1 for the pre-IFRS 9 period and 0 

otherwise 
Kyiu and Tawiah (2023) 

IFRSRollout 
Value of 1 for the IFRS 9 rollout period and 0 

otherwise 
Kyiu and Tawiah (2023) 

PostIFRS 
Value of 1 for the post-IFRS 9 period and 0 

otherwise 
Kyiu and Tawiah (2023) 

Control variables   

Efficiency Bank overheads Bitar et al. (2018) 

GDP Growth in GDP Kyiu and Tawiah (2023) 

IncomeDiversity 
Banks diversification between lending and non-

lending activities 
Laeven and Levine (2007) 

LnSize Natural logarithm of bank assets 

Bitar et al. (2018) 

Kyiu and Tawiah (2023) 

Liu et al. (2023) 

LnTangible Natural logarithm of tangible equity Bitar et al. (2018) 

NetLoans Loan portfolio diversification Bitar et al. (2018) 

ROAA Return on average assets 

Kyiu and Tawiah (2023) 

Liu et al. (2023) 

∑Classification Value1 for investment banks and 0 otherwise Bhagat et al. (2015) 

∑COVID 
Value of 1 for the COVID-19 period and 0 

otherwise 
Elnahass et al. (2021) 

* Primary measure ** Robustness measure 

Source: Self-elaborated (2024). 
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Figure 7. Statistical test for normality for BankRisk 

 

Source: Gretl (2024). 

Figure 8. Statistical test for normality for BankRisk01 

 

Source: Gretl (2024). 

Figure 8. Statistical test for normality for BankRisk02 

 

 

Source: Gretl (2024). 
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Figure 10. Box plot with outliers for BankRisk 

 

Source: Real Statistics from Excel (2024). 

Figure 11. Box plot with outliers for BankRisk01 

 

Source: Real Statistics from Excel (2024). 

Figure 12. Box plot with outliers for BankRisk02 

 

Source: Real Statistics from Excel (2024). 

 
 


