
Experimental and MC characterization of a NaI(Tl) spectrometer

Author: Marina Soriano Vallverdú
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Advisor: José Maŕıa Fernández Varea

NaI(Tl) detectors are frequently used in γ-ray spectrometry owing to their very high efficiencies.
In this TFG we have performed a complete detector characterization by doing the energy, resolution
and efficiency calibrations. Monte Carlo simulations were used to study the efficiency and to obtain
full decay cascade spectra for various radionuclides, which were compared to the experimental data
and were found to have good agreement.

I. INTRODUCTION

γ-ray spectroscopy plays a fundamental role in a wide
range of scientific fields, from nuclear and atomic physics
to astrophysical research. It also finds applications
in medical physics, where it can be used as a non-
invasive way to visualise or diagnose certain medical con-
ditions. It is widely used in diagnostic imaging, particu-
larly in techniques such as positron emission tomography
(PET) and single photon emission computed tomography
(SPECT). Due to their high atomic number and mass
density, NaI(Tl) detectors are the most common scintil-
lators for γ-ray spectrometry and, combined with their
large volume, also provide very high efficiency. They are
also relatively inexpensive, making them widely accessi-
ble [1, 2]. When a photon enters the detector, it interacts
with the crystal through several potential mechanisms
namely photoelectric absorption, Compton scattering or
electron-positron pair production (which can only hap-
pen if the energy of the γ-photon is greater than 2mec

2).
Due to NaI(Tl) being a crystal, γ-photons interact with
the electrons of the material, elevating them from the
valence band into the conduction band and creating a
hole in the valence band. Subsequently, free electrons
and holes combine to form excitons which, in turn, can
raise the activator atoms (Tl) to an excited state. These
activated atoms will undergo de-excitation, potentially
emitting a photon in the visible range of the electromag-
netic spectrum. Since the amount of light produced in a
scintillator is very small, it must be amplified through a
device called a photomultiplier [1].

The objective of this TFG is to characterise a NaI(Tl)
spectrometer employing various radioactive sources with
ceritifed activity that emit γ-rays of known energy. This
characterization involves determining the energy, reso-
lution, and efficiency response functions. Additionally,
Monte Carlo methods were used to study the efficiency
of the detector and to generate γ-ray spectra for compar-
ison with the experimental data.

II. EXPERIMENTAL SETUP

The measurements were done at the “Laboratori de
F́ısica Moderna”. A cylindrical NaI(Tl) detector (model

09101-00, PHYWE, Germany) coupled to a multi-
channel analyzer (featuring 4000 channels) was used for
the data acquisition. The detector (38 mm diameter,
51 mm height) is surrounded by a reflector case com-
posed of Teflon and it has an external aluminum body
casing that protects the spectrometer and reflector.
A set of five point-like radioactive sources were used

to carry out the measurements, whose specifications are
shown in Table I. The value of the activity Ai is ob-
tained knowing the activity A0 (provided by the man-
ufacturer) at the calibration date, the decay constant λ
and the elapsed time between the day of the calibration
and the day of the experiment ∆t through the formula:
A = A0 e

−λ∆t. The calibration date for the Amersham
sources is (3 January 1997), for the PTB sources is (1
January 2023) and the experiment was performed on (22
December 2023).

TABLE I: Radioactive sources used in the experiment. A0

and A are the activities at the reference date and the day of
the measurement, respectively. The uncertainty is given as
2SD.

Manufacturer Nuclide A0 (kBq) A (kBq)

Amersham 241Am 38.0(1) 36.4(8)
133Ba 45.9(1.5) 7.8(2)
137Cs 41.9(1.1) 22.5(6)

PTB 60Co 157.2(2) 138.34(12)
22Na 28.73(2) 22.2(2)

The sources were located along the detector’s symme-
try axis at a set distance of 50(1) mm by means of a
3D-printed hollow column.
An acquisition time interval of 600 s was chosen for

all spectra. The measured data comprises the raw spec-
trum obtained for each radioactive source, alongside the
background (bg) spectrum. The net spectra are derived
by subtracting the background spectrum from the raw
measurements:

ynetn = yrawn −
(
traw/tbg

)
ybgn , (1)

where n is the MCA channel number.
To accomplish a good energy calibration is best to use

as many sources as possible to try to cover the entire
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operational range of the spectrometer studied. In this
work, a set of 6 intense γ-ray peaks were used to calibrate.
For each spectrum, the data of the peak being studied

has been fitted to a function consisting of 2 contributions,
namely a Gaussian distribution to fit the peak shape and
a polynomial function for the continuous component:

f(n,p) =
N√
2πσ2

exp

[
− (n− µ)2

2σ2

]
+
∑
i

ci n
i, (2)

where µ, σ and N are the centroid, standard deviation
and area of the peak, respectively.

If the fit function is non-linear in the parameters
p = (µ, σ,N, ci), the minimisation has to be performed
iteratively.

The majority of the spectra obtained in this study
show a single, isolated γ-ray peak, but in the case of
60Co two strongly overlapping peaks are observed. The
fit function for the latter was made to be the sum of
two Gaussian distributions, one for each peak, and a
second-degree polynomial to describe the common con-
tinuous Compton components. This function cannot be
linearised, hence it has to be solved by means of non-
linear methods. This was done using the subroutine op-
timitze.curve fit from the Python library SciPy, which
implements the Levenberg–Marquardt least-squares al-
gorithm [3]. It also returned the uncertainties associated
with the parameters of the fit function. The parameters
of the fit obtained for each peak are shown in Table II.

A. Energy Calibration

The purpose of energy calibration is to determine the
relationship between n and the γ-ray energy (E). Here
we adopt the quadratic equation [4–6]

E(n) = a0 + a1 n+ a2 n
2, (3)

where a0, a1 and a2 are adjustable parameters. These
are determined from the centroids and reference energies
[7] of the six analyzed peaks.

B. Energy Resolution

The energy resolution indicates how well the detector
can discriminate γ-rays with similar energies. It estab-
lishes the dependence of the full-width at half maximum
(FWHM) of each peak on its energy.

The broadening of the peaks can be attributed mainly
to uncertainties associated with the following contribu-
tions [2]: (i) Statistical uncertainties in the production
of the charge carriers and in the detection process, WS .
(ii) The non-linear response of the scintillator to γ-ray
energy (intrinsic effective line width), Wi, whose maxi-
mum contribution to the width is ∼ 5% at 400 keV. (iii)
The contribution of the pureness of the detector mate-
rial and electronic noise, WD. It is worth mentioning that
electronic noise is not a significant factor in the resolution
of scintillation detectors [2]. Then, the total width W is

the combination of the aforementioned contributions in
quadrature.
Considering that the width W is mainly dependent

upon WS which is proportional to the square root of
E, WD is independent of the energy and Wi is small
compared to the other two, the relationship between the
FWHM and E will approximately be

FWHM(E) =
√

b0 + b1 E, (4)

where b0 and b1 are adjustable constants that have been
determined, using the least-squares method, from the
standard deviations of the six analyzed peaks.

C. Full-energy peak efficiency

The purpose of efficiency calibration is to relate the
peak area in the obtained spectrum to the activity of the
source. The full-energy peak efficiency εFE is defined as
the ratio between the counts collected in the peak and
the number of γ-rays emitted by the radionuclide. The
formula used to determine the experimental efficiency is

εFE(Ei) =
Ni

Ai pi ti
, (5)

where Ni is the number of counts (area) of the i-th an-
alyzed peak, Ai is the activity of the radionuclide, pi is
the yield (probability of emitting a photon per decay) of
the γ-ray with energy Ei and ti is the acquisition time.
Some factors may have a worsening effect on the εFE

curve [2] (i) Effect of errors in the source geometry. (ii)
Effect of the source to detector distance uncertainty. (iii)
Random summing in high-count-rate spectra, which is
related to the resolution time of the electronic system.
In our case, the sources used have a low activity, hence
this effect may be neglected. (iv) Summing of γ-rays
emitted very nearly simultaneously from the nucleus may
happen when the sources are positioned very closely to
the detector. This is called True Coincidence Summing
(TCS). (v) The effect of self-absorption, which in our
case will be neglected as the sources employed are low-
density and small. (vi) The effect of the attenuation due
to the reflector and shielding of the detector. This is only
relevant for photons of very low energies, as the reflector
and shielding have low atomic numbers and consequently
high transmission factors and would not attenuate higher
energy photons.

III. MONTE CARLO SIMULATIONS

Monte Carlo (MC) methods are used routinely to sim-
ulate radiation transport. The track of each particle is
considered to be a random sequence of free flights that
conclude with interactions that can alter the paticle’s di-
rection and/or its energy, or produce secondary particles.
In order to simulate the interactions between the particles
and the target atoms, information about the differential
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cross sections (DCS) of the different interaction mecha-
nisms is needed.

In this work, the simulations were performed with the
PENELOPE/penEasy code. PENELOPE [8] is a MC
simulation package that performs the coupled transport
of photons, electrons and positrons in complex geome-
tries, and penEasy [9] is a main program for PENELOPE,
both written in Fortran 77.

The penEasy subroutines [9] are controlled by an in-
put file containing all the information about the radiation
source. In this study, monoenergetic and isotropic pho-
tons of various energies, ranging from 30 keV to 1500 keV,
were simulated. Our aim in this study is to reproduce γ-
ray spectra and subsequently determine the efficiency of
the detector for each photon energy.

The particle’s position was set for every simulation at
(0, 0,−5.249) cm, where the plane z = 0 is the frontal
surface of the NaI(Tl) crystal. The number of histories to
be simulated was also set to 107. The absorption energy
Eabs which is defined as the energy threshold at which
particles are assumed to be absorbed within the medium,
was changed to 100 eV for photons and for e± it was set to
Eabs = ∞. Hence, only photon transport is considered.

penEasy’s input file [9] contains several sections ded-
icated to the calculation of quantities of interest. As
the purpose of the simulation is to obtain γ-ray spectra,
the Pulse Height Spectrum Tally (PHS) is used. When
this tally is activated, the program scores the energy de-
posited in the detection material specified in the file and
then classifies it into energy bins.

The geometry adopted for the simulations was defined
using PENELOPE’s geometry library PENGEOM [8].
This package allows the definition of homogeneous bod-
ies, defined by their boundary surfaces and their composi-
tion. Each surface is given by its equation F (⃗r) = 0. We
can then define the inside and the outside of the surface
depending on the sign of F (⃗r), the surface side pointer
SPi: the internal region characterized by F (⃗r) ≤ 0
(SPi = −1) and the external region, denoted by F (⃗r) ≥ 0
(SPi = +1). All surfaces in the PENGEOM package are
described by the general quadrics equation. The advan-
tage of using such functions is that the equation that
determines the intersection of the particle with a surface
becomes quadratic: f(s) = as2 + bs+ c = 0, and finding
its roots is quite easy.

By doing a set of transformations to a quadric sur-
face we are able to simplify the algebraic equation to a
reduced form, given by the expression:

Φ(⃗r) = I1 x
2 + I2 y

2 + I3 z
2 + I4 z + I5 = 0, (6)

where the coefficients Ii can take values +1, −1 or 0.

Fig 1 shows the designed geometry of the NaI detec-
tor. The dimensions were taken from the manufacturer’s
specifications. In addition, to account for the effect of
the photomultiplier, a 30 mm thick aluminium disc was
placed behind the detector [10, 11].

FIG. 1: Cross-section of the geometry used for the simulation.
It shows the NaI(Tl) crystal (purple), Teflon reflector (2.85
mm thick, orange), aluminum body, 0.4 mm thick, and disc
(blue), and air (green).

IV. RESULTS AND DISCUSSION

A. Energy Calibration

The energy-channel relationship yielded a0 =
−5.8(8) keV, a1 = 0.664(7) keV/channel and a2 =
1.7(1) × 10−5 keV/channel2. The experimental values
and the obtained fit are shown in Fig. 2.

FIG. 2: Energy calibration of the NaI(Tl) detector. The sym-
bols are experimental data and the curve corresponds to the
fit.

B. Energy Resolution

The parameters of the resulting FWHM fit are b0 =
−132(20) keV2 and b1 = 7, 96(5) keV, with a correlation
coefficient of R2 = 0.994. Fig. 3 shows the experimental
values and fit.
In the high energy photon region, it is observable that

the highest energy point (pertaining to 60Co) deviates
slightly from the linear trend observed. This deviation
could be attributed to the obtained 60Co fit, which may
not have the same level of accuracy as the other fits,
because of the two overlapping peaks.
The energy resolution of NaI(Tl) detectors is usually

expressed in terms of the % FWHM achieved for the
137Cs γ-ray with energy 661.5 keV. In the case of a new
NaI(Tl) detector, this resolution falls within 7% ∼ 7.5%
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FIG. 3: FWHM2 vs photon energy. The symbols are ex-
perimental values and the straight line corresponds to the fit.
The uncertainty is given as 2SD.

[1]. The observed energy resolution for the utilized de-
tector is 10%, which may indicate possible damage to the
crystal.

As mentioned in [2], NaI(Tl) has an estimated Fano
factor (F ) of 1, so it follows pure Poisson statistics. Then,
the standard deviation of the average number of carriers
produced is given by: σ =

√
FE/w̄, with w̄ the aver-

age energy needed to produce an electron-hole pair. For
semiconductor detectors, the value of b1 is related to F
and w̄ through: b1 = Fw̄. For scintillators, b1 ≫ w̄. This
result can be attributed to the fact that a large fraction
of the energy received by the detector is not used to cre-
ate charge carriers. Knowing that for a NaI(Tl) detector
w̄ ≈ 20 eV, the obtained results show the value of b1 to
be ∼ 30 times greater than w̄.

C. Full-energy peak efficiency

Each source encapsulation has a different thickness de-
pending on the manufacturer, those from PTB are 1 mm
thick and those from Amersham are 2 mm thick, which
increases slightly the experimental source-detector dis-
tance compared to the one used in the simulations. To
compensate for this difference, we have applied a small
solid angle correction to the experimental εFE values.
For the nuclides 133Ba, 22Na and 60Co a coincidence

summing correction has been applied. TCS is an im-
portant effect for radionuclides with multi-gamma decay
spectra. For each of the three sources we have performed
simulations for monoenergetic photons with the nuclides
gamma-ray energy and we have also simulated the spec-
tra for the corresponding full decay cascade of the ra-
dionuclide. We then calculated the correction factor

C(Ei) =
εmono
FE,MC(Ei)

εdecayFE,MC(Ei)
(7)

and applied it to each experimental value εFE(Ei).
The results of the simulations and the calculated ex-

perimental efficiencies are shown in Fig. 4. The geometri-
cal efficiency εg = Ω

4π sr is also plotted in the figure as an

upper limit to the full-energy peak efficiency. Both exper-
imental and simulated values have a similar curve shape,
showing a maximum for energies around E ∼ 60 keV and
a rapid decrease for high energy photons, although the
experimental efficiencies fall below the simulated with a
discrepancy of ∼ 30%.

FIG. 4: Full-energy peak efficiency εFE as a function of en-
ergy. The symbols are the corrected experimental data and
the curve represents the MC simulations. The green line rep-
resents the εg. The uncertainty is given as 2SD.

Due to the poor resolution of the NaI(Tl) detector,
the spectra of 241Am and 60Co show two overlapping
peaks. In the case of 241Am, the peak of the γ-ray at
59.54 keV (the one studied in this work) is overlapped by
the less probable γ-ray at 26.34 keV. This may cause that
a portion of the emitted γ-rays that should be counted
in one of the peaks to be counted in the other one and
subsequently lower the efficiency of said peak.
Another likely cause for the observed discrepancy may

be the possibility of certain parts of the detector being
damaged. If the NaI(Tl) crystal is damaged, it loses the
crucial property of being a monocrystal. This could re-
sult in photons that are unable to reach the photocathode
and contribute to the signal and not being registered in
the spectrum peak [2].
Another possible contributor may be the attenuation

of low-energy photons induced by the source housings,
made of PMMA. This effect has been disregarded, as
calculations have shown that it has a contribution of ap-
proximately 2% to the ε values.

D. γ-ray spectra

As a last step, we have conducted MC simulations for a
full decay cascade of the radionuclides 137Cs and 133Ba.
The comparison between the simulated and experimental
data for nuclide 137Cs is shown in Fig. 5. The one for
133Ba is shown in Fig. 8.
The experimental data have been smoothed and nor-

malized to fit the simulated distributions. The simulated
data include the broadening according to the FWHM(E)
relationship obtained in section IV.B.
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FIG. 5: Experimental (black line) and simulated spectra (or-
ange histogram) for radionuclide 137Cs.

At lower photon energies, it can be seen that the simu-
lated data surpass the experimental data. The first peak
corresponds to characteristic x-rays of energy ∼ 30 keV.
These can easily be attenuated by the encapsulation of
the radioactive sources, which have not been included in
the simulated geometry and may play a role in the ob-
served discrepancy.

The Compton continuum in the simulated spectrum
falls below the experimental spectrum. This is possibly
due to the incomplete geometry used in the simulations,
whereas in the experiment a fraction of the photons that
escape could interact with the environment and re-enter
the detector, contributing to the Compton plateau [5, 11,
12].

In general, we can see that the simulation results agree
with the experimental data, with the experimental full-
energy peak being almost perfectly reproduced by the
simulations.

V. CONCLUSIONS

In this study we have conducted a complete calibration
of a NaI(Tl) scintillation detector. The optimal function
for adjusting the energy-channel relationship was deter-
mined to be a 2nd-degree polynomial. Furthermore, MC
simulations were used to study the full-energy peak effi-
ciency of the detector and, despite applying solid angle
and TCS corrections, some discrepancies were observed
between the experimental and simulated values. The re-
sults of the energy resolution calibration were also val-
idated by comparing the experimental spectra and the
simulated full decay cascades for 137Cs and 133Ba. The
obtained results have raised the possibility that the de-
tector is damaged in certain parts of the active volume,
which could explain the observed reduction in the effi-
ciencies and increased FWHM.

In future studies, more radioactive sources could be
used to better cover the energy range of the spectrome-
ter, and performing measurements with different source-
detector distances could contribute to achieving a more
complete calibration.
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VI. APPENDIX

FIG. 8: Experimental (black line) and simulated spectra (orange histogram) for radionuclide 133Ba.
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