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Abstract 
 

Artificial intelligence (AI) applications underwent exponential growth in the second decade 

of the 21st century. Currently, many AI applications can be used in the fields of 

psychological assessment, intervention and research. This paper addresses the use of AI in 

psychological assessment and intervention, and also discusses some ideas related to AI bias 

and the implications for psychological assessment and intervention, issues concerning 

training for future psychology professionals and modifications and adaptations required in 

codes of ethics for psychologists. 
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1. Artificial intelligence and psychological assessment 

Digital technologies play a role in almost every aspect of our lives and have become 

indispensable in many personal and professional tasks. In the fields of psychological 

assessment, intervention and research, these technologies provide access to diverse groups 

of participants and offer the opportunity to study a wide range of human behaviors in an 

unobtrusive and real-time manner (Light et al., 2024). 

Technological applications in the field of assessment are no long limited to administering 

tests and instruments by means of electronic devices, and can now detect mental health issues 

that may require clinical attention (Glenn & Monteith, 2014; Hagstrom & Maranzan, 2019). 

One of the most recent technologies is artificial intelligence (AI), which can be used to 

collect, analyze and evaluate large amounts of information (Shatte et al., 2019). 

AI is a branch of computer science devoted to creating programs and models that perform 

operations in a similar way to the human mind, such as learning, perception, creativity and 

logical reasoning for decision-making (RAE, 2023). AI systems adapt their behavior and 

analyze the effects of previous actions to work autonomously (European Parliament, 2021). 

This type of technology first emerged in the 1940s. However, it was not until the second 

decade of this century that AI started taking on a significant role in people’s everyday lives 

and society. Some of the most widely used concepts in the field of AI are related to machine 

learning (ML; Samuel, 1959), which generates computer models capable of learning to solve 

problems based on input data. Natural language processing (NLP), which focuses on 

interpreting, interacting with and solving problems using written and spoken language, 

underpins most of the commercial generative language models with which we interact, 

including ChatGPT, Gemini and Bard. Another recent AI approach is deep learning (DL; 

Hinton et al., 2006), which is a learning model based on multilayer neural networks capable 

of learning more efficiently than linear ML models to perform formal and abstract tasks 

(Anyoha, 2017; Ribera & Díaz, 2024). 

AI has multiple applications in the field of psychology; for example, Cao et al. (2017) 

developed an ML model to predict mood disorders from metadata collected for keypresses 

on alphanumeric characters, including duration of a keypress, time since last keypress and 
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distance from the last key along two axes. The model was able to predict participants’ scores 

on the Hamilton Depression Rating Scale and the Young Mania Rating Scale with over 90% 

accuracy. Reece and Danforth (2017) analyzed photogenic markers of depression in a study 

using the Instagram app, while Mandryk et al. (2021) presented a program to predict scores 

in a self-reported depression questionnaire (Patient Health Questionnaire, PHQ-9) based on 

the performance of attention, matching and working memory tasks. Performance in these 

tasks predicted PHQ-9 scores to a significant degree, even when demographic factors that 

can influence depression such as age and gender were taken into account. ML has also been 

used to assess personality traits and characteristics from conversations and interactions 

recorded with mobile apps (Wundrack & Mehl, 2020) and through computer models capable 

of making judgments about personality traits, apparently with greater accuracy than human 

judgment (Kosinski et al., 2014; Youyou et al., 2015). Many of these applications have 

proven useful in mental health (Zhou et al., 2022). 

The use of technological tools such as AI in psychological assessment and intervention 

should be supervised by professionals with adequate training and knowledge of the 

instruments and programs used. Such tools must be used for their intended purpose and be 

underpinned by proven validity and reliability (Landers & Behrend, 2023), which is rare in 

many of the services offered, for which this information is not available. Information about 

the tests used and the people who will evaluate and report the data obtained from the tests is 

also frequently unavailable. With respect to intervention programs, these pose similar 

challenges, with the added problem that the developers of these programs are often not 

psychology professionals. Even when the programs are developed by psychologists (Diáz-

Asper et al., 2024), there is a lack of data on the effectiveness of the intervention and it is 

impossible to ensure that these instruments and programs are used properly. 

 

2. Biases in artificial intelligence and human supervision 

Researchers, ethics bodies and committees, and professional associations are becoming 

increasingly concerned about biases and algorithmic injustice (or algorithmic unfairness) in 

AI-based decision-making processes applied to individual cases in the field of assessment 

and intervention and the potential unintended consequences (Hagstrom & Maranzan, 2019). 
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Applications that use AI in psychological assessment and intervention can present several 

biases: 

1. Algorithmic bias. Algorithms used in AI applications may have inherent 

biases due to the way in which they were designed or programmed. This adds 

to the “black box” nature of some algorithms, which lack access to the source 

code and thus the inner workings. For example, an algorithm could be used to 

assess a video of a job interview or clinical session based on variables such as 

speech content, tone of voice and response latency. If the algorithm relies 

solely on these data and does not consider the patient’s mental health record, 

it could offer erroneous recommendations or diagnoses. 

2. Training bias. If the datasets used to train algorithms are not representative 

of the population, lack validity or reliability, or are biased, the accuracy of the 

predictions, conclusions and recommendations generated will be affected. 

3. Cultural bias. AI applications may reflect cultural and social biases, 

depending on the social conventions of the people who created them 

(adaptation), and this can lead to biased outcomes in terms of psychological 

assessment and treatment. 

Acknowledging these biases is key to actively working toward mitigating them through 

careful selection of algorithm training data, review of the algorithms used, and critical 

evaluation of the results generated by AI applications in the field of psychology. It is also 

worth noting that AI applications should serve as tools to complement the evaluations and 

clinical judgments of trained professionals with a view to avoiding potential biases and errors 

in decision-making. 

It is important to stress that AI systems used in psychological assessment may also have 

unintended negative effects. Mayer et al. (2020) observed that the introduction of AI into the 

management systems of a company’s executive department led to a loss of employees’ 

critical thinking skills and autonomy. Therefore, it is crucial to understand the impact of 

introducing new AI systems in specific situations, especially in fields that involve people, to 

prevent these problems. Recently, a feasibility assessment process for implementing AI-

based decision-making systems called PAAI was proposed (Buschmeyer et al., 2023). This 
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evaluation system considers the entire social environment in which the system is applied and 

the equipment and human capital required for the task, measures the psychological impact, 

and considers both internal resources (e.g., intelligence) and external resources (e.g., social 

support) to mediate the psychological load generated, whether positive (activation and 

experience flow) or negative (mental overload and stress), in accordance with standards of 

satisfaction and performance (ISO, 2019). This evaluation approach would represent a 

significant improvement in the integration procedures of AI-based decision-making systems 

involving interactions with people. 

 

3. Ethics and training for future psychology professionals 

In 1986, Hartman commented on the increasing use of computer programs for assessment 

and intervention among psychologists, pointed out growing concerns about ethical and 

professional issues, and highlighted the importance that “psychologists understand the 

consequences of automating their services” (p. 463). Such concerns about the ethics of 

applying AI are even more relevant today, as the use of AI in psychological assessment and 

intervention presents many challenges and ethical considerations. 

AI applications are used both to conduct and to evaluate psychological and educational 

assessments (Yan et al., 2020), intervention programs, and research to shed light on the 

effectiveness of educational and psychological interventions (D’Mello et al., 2022). AI 

applied to the field of psychological assessment and intervention is developing so rapidly 

that practicing professionals and training programs are struggling to stay up to date. This 

raises the question of what aspects should be considered in the education of future 

psychologists and continuous training for graduates to ensure that these applications are used 

properly. 

 

The following aspects could be useful for both the ethical training of future psychologists 

and the professional development of graduates: 

1. Understanding and knowledge among both users and professionals. Both 

psychologists and users need a clear understanding of the benefits and limitations of 
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AI applications. They should be aware of how AI can be used in assessment, 

diagnosis, intervention and treatment within a rigorous professional and ethical 

framework. 

2. Equality of access. It is essential and a top priority to ensure that AI applications are 

accessible to diverse populations to avoid excluding minority or disadvantaged 

groups. 

3. Consent, privacy and confidentiality in data protection. Individuals must be 

informed about how their data will be used, and their explicit consent must be sought 

before AI is used to assess or treat them. It is essential to guarantee that people’s 

personal and sensitive information is protected and handled confidentially. AI 

applications must adhere to the data protection regulations of the country in which 

they are used (European Union regulation, EU, 2024). 

4. Transparency in procedures and explanations of results. Users, patients and 

professionals must be able to understand how and why an AI application reaches 

specific conclusions or recommendations. The AI application should offer clear and 

understandable explanations about the decision-making process. 

5. Detection and mitigation of bias. AI applications must be designed to prevent and 

correct any type of bias that could impact the assessment and treatment of users or 

patients, thus ensuring fairness and justice in outcomes. 

6. Validity and effectiveness. AI applications must be valid, effective and based on 

scientific evidence. Their efficacy and effectiveness should be tested in controlled 

studies before being implemented in clinical practice. It is crucial to critically evaluate 

these qualities in AI tools before they are used in professional practice. 

7. Professional responsibility and skills acquisition. Ultimate responsibility for 

assessment and intervention decisions should lie with psychologists when using AI 

applications. Such applications should serve as complementary tools and must not 

replace professional judgment. Professionals should also receive training and 

practical instruction on specific technological tools, such as relevant AI software and 

platforms for assessment and intervention. 

8. Supervision and evaluation. Continuous monitoring and evaluation of AI 

applications is crucial to ensure that they are effective and accurate, and adjustments 
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should be made where necessary. Moreover, it is important to establish guidelines 

and criteria for the proper use of AI in various contexts, including assessment, 

intervention and research. 

9. Impact on the therapeutic relationship. The use of AI applications must not disrupt 

the therapeutic relationship between the psychologist and the patient, which is key to 

the success of assessments and treatments. Psychological interventions require a high 

level of empathy and human understanding, which AI applications are currently 

unable to replicate. 

10. Ethical regulation. Professional associations and organizations should establish 

specific guidelines within codes of ethics regarding the use of AI in psychological 

assessment, intervention and research. 

11. Interdisciplinary collaboration. Psychologists and AI experts must collaborate on 

the development and evaluation of the benefits, effectiveness and validity of AI tools. 

This partnership should take a multidisciplinary approach that integrates insights 

from other fields such as ethics, computer science and sociology. 

12. Continuous training and learning. Professionals should be encouraged to actively 

pursue continuous training and stay up-to-date on new technologies and AI 

developments that can benefit psychological assessment, intervention and research. 

4. The psychologist’s code of ethics and the use of artificial intelligence 

The use of clinical AI applications should adhere to the principles established in codes of 

professional ethics and deontology (Light et al., 2024; Skorburg et al., 2024; Villas Olmeda 

& Camacho Ibáñez, 2022). The Deontological Code of the Psychologist, published by the 

General Council of Psychology of Spain, establishes the ethical standards and principles that 

must be followed by psychology professionals. However, this code was written before the 

widespread use of AI in the field of psychology, and therefore does not specifically address 

AI technologies. Table 1 outlines several principles and articles from the current code, along 

with suggestions on how it could be applied or expanded to include the use of AI. 

Table 1.  

Several principles from the current deontological code, along with suggestions on how it 

could be applied to include the use of AI. 
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Current regulations Application adapted to AI 

1. Professional competence and 

continuing education. The code 

mandates that psychologists keep their 

knowledge and skills current by means 

of ongoing training (articles 6, 16, 17 

and 18). 

This should include staying informed about the 

use and potential implications of AI in their 

professional practice. 

2. Confidentiality, privacy and data 

protection. The code emphasizes the 

importance of confidentiality and the 

protection of client data (articles 34, 

39, 40, 44 and 46). 

The code could be expanded to incorporate 

specific guidelines on data management in the 

context of AI. AI applications should adhere to 

these guidelines to ensure that all processed data 

are treated with confidentiality. 

3. Informed consent, transparency and 

explanations. The code requires that 

psychologists obtain informed consent 

from their clients and explain the 

nature of the assessment or 

intervention (articles 25, 29, 34, 35, 37 

and 44). 

The code could be expanded to informing clients 

about the use of AI in assessment, intervention 

and research and the implications. The processes 

of generating, training and using AI models, as 

well as the results, should also be explained to 

clients. 

4. Ethical integrity and responsible 

use. The code recommends integrity 

and ethics in psychological practice 

(articles 35, 37, 40, 44 and 48). 

It is essential that psychologists explicitly ensure 

that AI is used ethically and does not harm clients, 

while also being aware of the potential risks. 

5. Fairness, equity and non-

discrimination. The code emphasizes 

the importance of non-discrimination 

and fair treatment (Article 10). 

 Standards should be established to ensure that 

the use of AI is free from bias and actively 

promotes equity. Continuous monitoring of AI 

systems is necessary to prevent any biases that 

could lead to discrimination of any kind. 

6. Supervision, evaluation and 

professional responsibility. The code 

stipulates that psychologists are 

It is essential that the code include principles to 

ensure professional supervision of the outcomes 

generated by AI applications. This means that 
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accountable for their professional 

decisions (articles 12, 17, 18, 24, 29 

and 48). 

professional responsibility cannot be entirely 

delegated and that the information provided by AI 

must be carefully monitored. Additionally, it is 

important to incorporate legal and professional 

responsibilities regarding the use of AI. 

 

5. Conclusions 

Artificial intelligence is a set of technologies with enormous potential for society and the 

field of psychology. In the specific discipline of psychological assessment, AI must be used 

within a framework of rigorous professionalism and ethical commitment. Implementing AI 

poses a wide range of challenges and issues that must be addressed through an ethical 

approach in line with evolving legislative regulations and standards that are currently under 

discussion by regulatory bodies at European and national level. 
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