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Student dropout is a major concern in studies investigating retention strategies in 

higher education. This study identifies which variables are important to predict 

student dropout, using academic data from 3,583 first-year students on the 

Business Administration (BA) degree at the University of Barcelona (Spain). The 

results indicate that two variables, the percentage of subjects failed and not 

attended in the first semester, demonstrate significant predictive power. This has 

been corroborated with an additional sample of 10,784 students from three-

degree programs (Law, BA, and Economics) at the Complutense University of 

Madrid (Spain), to assess the robustness of the results. Three different algorithms 

have also been utilized: neural networks, random forest, and logit. In the specific 

case of neural networks, the NeuralSens methodology has been employed, which 

is based on the use of sensitivities, allowing for its interpretation. The outcomes 

are highly consistent in all cases: both a simple model (logit) and more 

sophisticated ones (neural networks and random forest) exhibit high accuracy 

(correctly predicted values) and sensitivity (correctly predicted dropouts). In test 

set average values of 77% and 69% have been respectively achieved. In this 

regard, a noteworthy point is that only academic data from the university itself 

was used to develop the models. This ensures that there's no dependence on other 

personal or organizational variables, which can often be difficult to access. 

Keywords: Prediction, university dropout, educational data mining, academic 

performance, neural networks 

1. Introduction 

University studies have become essential for societal and personal development, 

contributing to economic progress and civic responsibility (Kuh et al, 2008; Musso et al, 

2020). However, students often encounter various challenges and crises throughout their 

academic journey, including the recent COVID-19 pandemic, which brought about 

sudden shifts to online education, student isolation, and increased screen dependency. 

As a result, some students may change their study programs, experience delays in 



 

 

degree completion, or ultimately drop out of their studies (Su & Guo, 2021; Sarfraz et 

al., 2022; Teodorescu & Amalfi, 2022). 

Understanding the determinants of academic success in university education has 

been a significant area of research (García-Ros & Pérez-González, 2009; Terenzini et 

al., 1981; Tinto, 1993). In light and post COVID-19 habits, such studies have gained 

even greater relevance. Educational institutions and faculty have a responsibility to 

support students, especially those in need of guidance and assistance. By continuously 

monitoring academic performance using predefined criteria, institutions can identify 

students who are at risk of dropping out and implement early interventions (Kara et al., 

2019; Musso et al., 2020; Ortiz-Lozano et al., 2020; Segovia et al., 2020). 

Previous research has shown that early identification of at-risk students is crucial 

for implementing effective measures such as counselling, mentoring, and tutoring, 

which significantly prevents dropout rates (Cabrera et al., 2006; Herzog, 2004; Lowis & 

Castley, 2008; Soto & Amores, 2020). Focusing on early intervention, educators aim to 

address the challenges faced by freshmen (Thomas, 2012; Vinson et al., 2010; Wilson et 

al., 2016), minimizing the duration and impact of crises that may lead to dropout (Pérez 

et al., 2018). 

The issue of student dropout is not limited to a specific region and has been 

studied globally. In Spain, for example, the Conference of Rectors of Spanish 

Universities (CRUE) has conducted comprehensive research on university dropout 

rates. These reports highlight the substantial percentage of students who either drop out 

or extend their studies beyond the expected duration, with a rate of 14.5% in public 

face-to-face universities. They emphasize the need for policies and initiatives to reduce 

dropout rates as a priority objective (Constante-Amores et al., 2021; Lassibille & 

Navarro, 2007, 2009). However, institutions must balance the urgency of their retention 



 

 

strategies with the resources available (Brooman & Darwent, 2014; Lowis & Castley, 

2008). 

While various variables influence the decision to drop out, not all have the same 

impact. This study focuses on the data collected up to 2021. The study aims to identify 

potential predictive indicators of student engagement or attrition at the university level. 

By examining these variables, the goal is to establish an "early warning system" that can 

identify students at risk of dropping out and enable the implementation of supportive 

interventions. 

This study recognizes the importance of university education and the challenges 

students face. By identifying early dropout predictors and implementing timely 

interventions, educational institutions can effectively support students and reduce 

dropout rates, ensuring their academic success and contributing to societal 

advancement. 

2. Factors affecting student dropout.  

The field of understanding student dropout from university began with Tinto's model 

(Tinto, 1975), which identified various factors that influence academic dropout, 

including demographic, cultural, social, family, socioeconomic, psychological, and 

academic progress variables. Bharadawaj and Pal (2012) found that factors such as 

upper secondary school exam results, family income, place of residence, and family 

status significantly influence student dropout. Other studies have utilized enrolment data 

(Kovacic, 2010), maternal educational level with family income (Devasia et al., 2016), 

and course grade performance to predict dropout. While numerous variables have been 

studied, academic performance consistently emerges as a strong predictor of dropout 

(Casanova et al.,2018). 



 

 

The variables involved in a dropout decision can be categorized into three 

groups: personal, organizational, and goal achievement variables. Personal variables 

encompass characteristics specific to each student, such as gender, ethnic background, 

place of residence, ease of access to university studies, year of study (particularly 

freshmen), early marriage responsibilities, financial concerns, and the perceived loss of 

individual autonomy due to a structured schedule (Aparicio-Chueca et al., 2021; 

Ashour, 2020; McGhie, 2017; Tentsho et al., 2019; Triadó et al., 2020). Lassibille & 

Navarro (2007) confirmed that factors such as gender (only in technical schools), age of 

enrolment, type of pre-university education, type of financial support, paternal level of 

education, and not residing in the university city can impact attrition. Some of these 

factors appear to be stronger than others, but there is no consistent agreement across 

different studies (Hergoz, 2006; Lassibille & Navarro, 2007; Musso et al., 2020). 

Organizational variables pertain to personal plans, such as poorly planned 

coursework, perception of exams as overly challenging, inadequate class scheduling, 

coursework beginning at an advanced level (Salas-Morera et al., 2019) or well-paid job 

opportunities (Ashour, 2020).  

Academic literature consistently links goal achievement variables to academic 

success (Aina, 2013; Demeter et al., 2022; Lowis & Castley, 2008; Schmitt et al., 2020; 

Stoessel et al., 2015; Von Hippel & Hofflinger, 2021). Interestingly, these factors are 

more potent predictors of dropout than sociodemographic data, challenging the 

conventional view of sociodemographics as a reliable dropout indicator (Esteban-García 

et al., 2016; Ortiz-Lozano et al., 2020). Factors such as poor pre-college preparation 

(Tentsho et al., 2019; Toomsalu-Stefanova & Fokina, 2020), low first-semester grade 

point average, poor performance in specific subjects, and failing subjects at the end of 

the first year can contribute to dropout (McGhie, 2017). 



 

 

Identifying at-risk students early on is crucial, with the first year of study being 

the optimal time for detection. Early identification allows for timely intervention and 

support, reducing dropout rates (Herzog, 2006; Lowis & Castley, 2008; Vivian, 2005). 

Maintaining consistent contact with students and providing tutorials (Al-Shabandar et 

al., 2017; Jacobsen, 2019) and engagement opportunities are effective strategies to 

mitigate dropout (Thomas, 2012; Vinson et al., 2010; Wilson et al., 2016, Chemers et 

al., 2001; Horstmanshof & Zimitat, 2007; Kovacic, 2010; Strayhorn, 2009). By focusing 

on predictive factors immediately after the end of the first semester, this research aims 

to confirm the hypothesis that academic results during the first semester have the 

highest predictive capacity for dropout compared to personal and organizational 

variables.  

The objective of this research is twofold. Firstly, it aims to confirm the 

following research hypothesis: Out of the three broad categories of variables previously 

described (personal, organizational, and goal achievement), it is the latter, specifically 

academic results during the first semester, that has the most predictive capacity for 

dropout.  The second objective, if the hypothesis is confirmed, is to develop a predictive 

model of dropout based on readily available academic performance data. The research 

aims to provide universities with a practical tool for identifying at-risk students and 

implementing timely interventions to reduce dropout rates. 

The reason is practical. In the Spanish university system, it is difficult to obtain 

certain information about the student. For example, according to the literature, the 

education of the parents seems to be a relevant variable in predicting both academic 

failure and dropout (Battin-Pearson et al., 2000; Englund et al., 2008; Pritchard & 

Wilson, 2003; Opazo et al., 2021; Spady, 1970). However, this variable is not available 

in many universities, or if it is, it has low reliability, as it is based on voluntary surveys 



 

 

that few students complete, and those who do may provide false information. Therefore, 

for practical purposes, it would be desirable to have a predictive model that does not 

require this variable. The question is to what extent it is possible to develop a 

sufficiently accurate predictive model for dropout using only variables that any 

university has available with absolute certainty: the student's academic performance. 

With these two objectives, the paper is structured as follows. Firstly, the 

methodology is described, which consists of three different phases. Subsequently, the 

results are presented and compared with those obtained in previous research. Finally, 

the conclusions of the study and future lines of research are exposed. 

3. Materials and Methods  

The methodology comprises three main parts. First, a predictive model of dropout is 

developed using data from 3,583 first-year students in the Business Administration 

(BA) degree at the University of Barcelona. Second, an interpretable neural network 

methodology (Pizarroso et al., 2022) is employed to evaluate the variable relevance. 

Finally, a simplified predictive model based solely on academic performance variables 

is proposed and tested on a total of 10,784 students from three different degree 

programs (Law, BA, and Economics) at the Complutense University of Madrid. The R 

programming environment (R Core Team, 2013) and various packages were used for 

data management and statistical analysis: caret (Kuhn, 2020), dplyr (Wickham, 

François, Henry and Müller, 2020), ggplot2 (Wickham, 2016), NeuralSens (Pizarroso et 

al., 2022) and pROC (Robin et al., 2011) packages. 

Phase 1: dropout predictive model (University of Barcelona) 

The first phase of the analysis focuses on first-year students in the Business 

Administration (BA) degree at the University of Barcelona. This context is significant 



 

 

due to the diverse professional opportunities offered by the BA degree, attracting 

students without a clear vocation but requiring specific skills and knowledge, which 

contribute to higher dropout rates (Sosu & Pheunpha, 2019; Asian-Chaves et al., 2021). 

Furthermore, reducing dropout rates is a priority for universities to address 

unemployment and reshape the economic model (Arce et al., 2015). 

The dropout of first-year students was used as the dependent variable. 

Sociodemographic and academic performance variables were used as predictors of this 

behaviour. The sociodemographic variables included: sex, parental educational level, 

parental occupations, student's employment status, and academic origin. The variable 

parental educational level was categorized into two distinct groups: without university 

education (non-graduate) and with university education (base level in the model). 

Regarding parental occupations, we distinguished four categories: Unemployed, Non-

qualified employment, Qualified employment, and University-qualified manager or 

technician (base level in the model). In terms of student employment, three categories 

were defined: no job, employment involving less than 15 hours per week, and 

employment involving more than 15 hours per week (base level in the model). Finally, 

the academic origin was divided into 5 categories: traditional access from high school 

(University Access), transfer from another university degree which the student entered 

from high school (Transfer UA), transfer from another university degree to which the 

student entered from higher vocational training (Transfer HVT), access from higher 

vocational training (base level in the model), and access for individuals over 25 years 

old (Over 25). 

Regarding academic performance, pre-university variables such as university 

access mark and university admission mark are considered. Additionally, performance 



 

 

in the first semester is measured by the percentage of failed subjects, not shown rate 

(subjects not taken), and average grade in the subjects passed. 

After data cleaning, a sample of 3,583 first-year students in the BA degree at the 

University of Barcelona, spanning eight academic years, was analyzed. The data 

collection period ranged from 2010/2011 to 2017/2018, excluding students pursuing 

dual degrees. Overall, this phase of the analysis focuses on understanding the 

characteristics and performance of first-year BA students at the University of Barcelona 

to identify potential predictors of dropout. 

[Table 1] 

Three distinct models were utilized to compare their performance: Neural 

Networks (NN), Random Forest, and Logistic Regression (Logit). NN are 

computational models inspired by the way biological brains process information. They 

are composed of layers containing interconnected nodes, often named "neurons", that 

transform input data into an output. NN excel at modeling complex non-linear 

relationships and can automatically learn features from data. They offer adaptability and 

performance advantages, especially with intricate patterns, compared to conventional 

econometric models. On the other hand, Random Forest is a learning method that 

combines multiple decision trees to produce a more accurate and stable prediction, 

enhancing generalization. Compared to conventional econometric models, Random 

Forest effectively handles non-linear relationships and interactions between variables 

and is less sensitive to outliers. Both Random Forest and NN are models that generally 

exhibit a good performance across a wide variety of problems, and this was the main 

reason for their selection. However, we believed it was relevant to contrast them with a 

logit model, given its simplicity and ease of use. For the NN model, hyperparameters 

were chosen using a grid search method, evaluating one or two neurons in the hidden 



 

 

layer and decay rates between 10-7 and 1. In the case of the Random Forest model, 100 

trees were used, with the minimum node size varying among 2, 5, and 10. The number 

of variables sampled at each split was kept at 1, and the Gini impurity was utilized as 

the criterion to determine where to split the nodes. For the Logit model, an Elastic Net 

penalized logistic regression model was utilized, combining both L1 and L2 penalties. 

In all cases, the optimal cut-off value (threshold) was determined automatically based 

on the Receiver Operating Characteristic (ROC) curve. To avoid overfitting, in all 

models a 10-fold cross-validation was employed, and the train/test split was set at 

80/20. 

Phase 2: analysis of variables relevance (University of Barcelona) 

In Phase 2, the methodology proposed by Pizarroso et al. (2022), NeuralSens, 

was used to evaluate the importance of the variables. It is a methodology that, initially 

conceived in the field of engineering, has already been successfully applied to studies 

on education (see Arroyo-Barrigüete et al, 2023). NeuralSens calculates the sensitivity 

of the dependent variable to each independent variable. For each observational unit, a 

sensitivity is estimated. Therefore, for the i-th variable, we do not obtain a single 

sensitivity (as in an OLS model) but a distribution of them. If the distribution is narrow 

(standard deviation of sensitivities close to zero) and its mean is also close to zero, the 

variable is considered irrelevant. To avoid biases due to the choice of a specific seed, 

the NN was fitted 50 times using bootstrap samples, obtaining the sensitivity 

distribution of each variable based on all of them (179,150 sensitivities for each 

variable). Based on this distribution, the mean and standard deviation were calculated 

following the scheme proposed by Pizarroso et al. (2022). The importance of each 

variable was assessed using the metric proposed by the authors of NeuralSens, the mean 

of squared sensitivities. 



 

 

  

Phase 3: simplified dropout predictive model 

In the final stage, models were adjusted with the three most relevant variables according 

to the previous phase. Similar to Phase 1, three models were compared: NN, Random 

Forest, and Logistic Regression. The hyperparameter selection procedure was 

conducted identically to the process described in Phase 1. A 10-fold cross-validation 

was also performed, and the train/test split was set at 80/20. Again, to avoid biases due 

to a specific choice of seeds, the models were fitted ten times, resulting in mean values 

for accuracy, sensitivity, and specificity. This process ensured the robustness of the 

results and minimized the impact of random variation in individual model fits. 

A critical aspect to consider is evaluating to what extent the results obtained are 

local in nature, that is, they are the consequence of the peculiarities of the degree 

studied, the specific university, or the years from which the sample was collected. For 

this reason, at this stage, we have chosen to evaluate the performance of the model with 

other datasets, specifically data from 10,784 students from three different degree 

programs (Law, BA, and Economics), from different cohorts, and from a different 

university (see Table 2). If the conclusions reached are robust, the model should also 

demonstrate good predictive capacity in these new datasets. 

[Table 2] 

4. Results and Discussion 

Phase 1: dropout predictive model (University of Barcelona) 

Table 3 shows the training and testing results of the model with all variables, using data 

from the 3,583 first-year students of BA at the University of Barcelona. This table 

includes three metrics: accuracy (which indicates the percentage of instances correctly 



 

 

predicted), sensitivity (or recall, which indicates the proportion of actual positives 

correctly identified as such), and specificity (the proportion of actual negatives correctly 

identified as such). The metric of most interest is sensitivity, as it indicates the 

percentage of students correctly identified by the model as at risk of dropping out. 

However, it is also necessary to maintain high levels of accuracy, as a model with a 

high percentage of false positives would not be useful. It can be observed that all three 

models (NN, logit, and random forest) provide good results both in training and test, 

achieving performance equal to or better than that achieved in previous studies in Spain, 

such as those by Ortiz-Lozano et al. (2020), Fernández-García et al. (2021), and Segura 

et al. (2022). Additionally, through an analysis of variable importance, we found that 

even though there are some differences between the models, Not shown rate and Fail 

rate are identified as critical by all of them. 

[Table 3] 

Phase 2: analysis of variables relevance (University of Barcelona) 

Table 4 presents the sensitivity mean, the standard deviation, and the mean squared 

sensitivity of each of the variables included in the model. As stated in the Materials and 

Methods section, these values indicate the type of relationship between input and 

output. The results are clear: Not shown rate and Fail rate are by far the two most 

relevant variables. Other predictors do have an impact, but it is substantially lesser. For 

instance, a lower likelihood of dropout is observed among women, and among students 

who access the studies through a transfer from another degree (whether it's an HVT 

transfer or a UA transfer) and with decreasing access and admission grades. A potential 

explanation for this latter relationship is that a student with a lower admission grade 

may have fewer opportunities in other programs. Consequently, dropping out from his 



 

 

or her current degree could signify a definitive withdrawal from higher education, given 

the lack of alternative options. Holding a paid job for more than 15 hours a week 

increases the likelihood of dropout compared to students without a job or with a job of 

less than 15 hours, and the risk of dropout decreases as the average grade in passed 

subjects increases. Parents' occupation also seems to have a certain impact, negative in 

some cases and positive in others. However, as already indicated, these are much 

smaller effects than in the case of the two critical variables. Particularly interesting is 

the finding that the parents' educational level appears to have a low (in the case of the 

mother) or null (in the case of the father) impact, a result that coincides with that of 

Constante-Amores et al. (2021), and contradicts the findings of Contini et al. (2018), 

that pointed out that students with university-educated parents are more likely to 

continue in higher education. 

[Table 4] 

These results confirm that neither sociodemographic variables, nor variables 

external to the student, are key discriminant predictor variables of first-year dropout. 

Indeed, these variables are important, and their inclusion can enhance the predictive 

capacity of the model, but the improvement is, at best, minimal. This is a result of great 

interest because these variables, such as the education or occupation of the parents, are 

often difficult to obtain. The fact that they don’t seem indispensable for developing a 

predictive model with good precision (as will be shown in the next section) facilitates 

the use of this type of models. In contrast, the results of this study reveal that academic 

results are appropriate data for predicting dropout, as stated by Aina (2013), Lin (2015), 

Lowis & Castley (2008), Stoessel et al. (2015), Schmitt et al. (2020) and Von Hippel, & 

Hofflinger (2021). So, our first hypothesis is confirmed: out of the three broad 

categories of variables (personal, organizational, and goal achievement), it is the latter, 



 

 

specifically academic results during the first semester, that has the most predictive 

capacity for dropout. Indeed, the models confirm that not only does passing a subject 

have a substantial impact, but the act of appearing to exams has an even more 

significant influence: the percentage of subjects not attempted (not shown rate) is the 

most important variable in all the models. 

Phase 3: simplified dropout predictive model 

In the third phase, a simplified model was developed with the aim of evaluating its 

predictive capacity when using only a limited number of variables that are readily 

available in any university. Based solely on the relative importance in the model 

outlined in the previous section (see Table 4), it would seem advisable to include the not 

shown rate and fail rate, followed by other variables. However, adhering to the criterion 

of simplicity (avoiding variables that may not be easily available in any university), a 

model with only three variables was chosen: not shown rate, fail rate, and access mark. 

The results (Table 5) show good performance across the five datasets, with average 

accuracy and sensitivity of 79% and 74% respectively in training, and 77% and 69% in 

testing. Indeed, this is a remarkable finding: the results for the BA degree at the 

University of Barcelona with the simplified model are very similar to those obtained 

with the complete model (as seen in table 3).  

The results shown in table 5 confirm the high predictive power of the three 

selected variables, regardless of the specific characteristics of the degree, the year, the 

university, or the predictive model used. It underscores their relevance in predicting 

student dropout and demonstrates that a simplified model using just these variables can 

be almost as effective as a more complex one that includes additional factors. It's an 

important insight because it suggests that universities can effectively anticipate dropout 

risks using readily available data on student academic performance. The recent 



 

 

systematic review by Cardona et al. (2023) reveals that there is an immense quantity of 

factors that can be used to predict dropout. However, our results suggest that it is 

feasible to obtain good predictions with only three variables, at least in the Spanish 

university context and for degrees in social sciences.  

[Table 5] 

Figures 1 to 3 present the testing results for each model across the various 

datasets. In all cases, it is observed that the best performance is achieved for the BA 

degree at the University of Barcelona and the Economics degree at the Complutense 

University of Madrid. The least effective performance is seen for the Law degree 

(Courses 2015/16 to 2020/21) at the Complutense University of Madrid. 

[Figure 1] 

[Figure 2] 

[Figure 3] 

In this regard, it is necessary to contextualize the results obtained, as they are 

unusually high. Indeed, there are studies that have achieved similar accuracy levels in 

the Spanish university context and using academic data from the first semester. This is 

the case, for example, of Ortiz-Lozano et al. (2020), who achieved 76% accuracy with a 

classification tree model. Another research by Fernández-García et al. (2021) reached 

an accuracy of 80.8% (with a sensitivity of 82.2% and specificity of 79.4%) using an 

ensemble of Gradient Boosting, Random Forest, and Support Vector Machine models. 

For comparison purposes, these studies achieve accuracies similar to those obtained 

with the dataset from the University of Barcelona. However, two very important 

nuances must be highlighted here. 

First, both studies are based on data from an engineering school, not from the 

social sciences, and the sample size is substantially smaller than that used in this study. 



 

 

In this sense, for comparison purposes, a much more realistic benchmark would be the 

work of Segura et al. (2022), whose best model for the field of social sciences and law, 

achieves a sensitivity of 39.05%. In other words, the model proposed in this study 

significantly improves the predictions obtained in that research, which among the three 

mentioned, is the most comparable since it considers the same area of knowledge. 

The second nuance is that all three of the mentioned studies use many more 

variables1. In fact, this is the most notable result obtained: achieving such high levels of 

accuracy with only three variables. This is not a minor issue, as noted in the 

introduction, but it is a matter of enormous practical importance. In the Spanish 

university system, it is challenging to obtain certain student information. Therefore, it 

would be desirable to have a predictive model that requires the fewest variables possible 

and ideally includes exclusively predictors related to information that every university 

has available with absolute certainty: the student's academic performance. The results 

show that it seems feasible to achieve this goal: the three variables identified in Phase 2, 

which correspond exclusively to the student's academic performance, appear to have a 

high predictive capacity. Regardless of the model considered, degree, year or university, 

high levels of accuracy, specificity, and sensitivity are obtained. 

                                                 

Other studies, such as that of Lizarte Simón and Gijón Puerta (2022), in this case using a sample 

of students from Early Childhood, Primary, and Social Education and Pedagogy degree 

programs, achieve an accuracy of 91%, using predictors derived from a survey that evaluates 

various academic dimensions. This means, once again, the model requires access to a series 

of variables that are challenging to obtain. 



 

 

5. Conclusion  

This study adopted a student’s performance-centered action approach. Spain was chosen 

as an interesting context for this analysis because higher education has emerged as a 

field of study in the country for more than two decades and, also, due to the greater 

availability of data sets. 

The objective of this research was twofold. Firstly, it aimed to confirm the 

hypothesis that out of the three broad categories of variables frequently used as 

predictors of dropout - personal, organizational, and goal achievement - it is the latter, 

specifically academic results during the first semester, that holds the most predictive 

capacity for dropout. Using a dataset of 3,583 first-year students on the BA degree at 

the University of Barcelona, this hypothesis has been confirmed. 

The second objective was to develop a simple predictive model of dropout based 

on easily accessible variables, that is, academic performance variables. For this purpose, 

five datasets were used, corresponding to the degrees of BA, Economics, and Law 

across different years and universities, which included a total of 14,367 students. 

Considering only three variables (not shown rate, fail rate, and access mark), a good 

performance was achieved across the five datasets, with average accuracy and 

sensitivity of 79% and 74% respectively in training, and 77% and 69% in test. This 

result allows universities to develop retention strategies for first-year students. By 

identifying the academic performance variables that affect dropout, university 

stakeholders can define strategies to minimize dropout among students at risk.  

In summary, the main conclusion of this study is that it is possible to obtain 

predictive models at the end of the first semester, with good performance and using only 

three performance variables easily accessible to any university. 

However, this research has a significant limitation: in our opinion, the results are 

confined to the Spanish university context and to degrees within the field of social 



 

 

sciences. Given that we have considered two different universities and three distinct 

degrees over several years, we believe that the results are generalizable to other degrees 

within this field. However, it's possible that in other areas, such as STEM studies 

(Science, Technology, Engineering, and Mathematics studies), the predictive capacity 

of the three identified variables may not be as high. In this regard, we consider it a 

future line of research to verify if these results are applicable to other types of degrees 

(i.e., STEM and arts degrees) and to expand the sample to include other universities. 
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Table 1. Description of the variables of the model 

Dependent Variable   Frequency % 

Dropout 
Yes 567 15.82% 
No 3,016 84.18% 

Independent Variables       
Quantitative Variables   Mean SD 

Access mark   6.53 1.31 
Admission mark   8.55 1.05 
Not shown rate   0.06 0.18 
Fail rate   0.19 0.23 
Mean pass   5.99 1.52 

Dichotomic and qualitative Variables Frequency % 

Sex 
Female 2,029 56.63% 
Male 1,554 43.37% 

Father educational level 
Graduate 1,291 36.03% 
Non-Graduate 2,292 63.97% 

Mother educational level 
Graduate 1,329 37.09% 
Non-Graduate 2,254 62.91% 

Father Occupation 

Non-qualified  200 5.58% 
Qualified 2,084 58.16% 
University-qualified  1,283 35.81% 
Unemployed 16 0.45% 

Mother Occupation 

Non-qualified  421 11.75% 
Qualified 2,014 56.21% 
University-qualified  1,027 28.66% 
Unemployed 121 3.38% 

Type of access to university 

Over 25 40 1.12% 
Transfer HVT 30 0.84% 
Transfer UA 197 5.50% 
University access (UA) 2,858 79.77% 
HVT 458 12.78% 

Student work 
No job 2,321 64.78% 
Less 15 hours 190 5.30% 
More 15 hours 1,072 29.92% 

 

  



 

 

 

Table 2. Sample used to evaluate the model's generalization capacity. 

University Degree Years Students 

U. of Barcelona 
Business 

Administration 
2010/11 - 2017/18 3,583 

U. Complutense of Madrid 
Business 

Administration 
2015/16 - 2021/22 (excluding 

2019/20 due to Covid) 
2,896 

U. Complutense of Madrid Law 2010/11 & 2011/12 2,003 

U. Complutense of Madrid Law 
2015/16 - 2021/22 (excluding 

2019/20 due to Covid) 
4,688 

U. Complutense of Madrid Economics 
2015/16 - 2021/22 (excluding 

2019/20 due to Covid) 
1,197 

 

  



 

 

 

Table 3. Results obtained with all variables (NN, RF, and logit models), both in 
training and test sets. Highlighted in bold are the cells with the best accuracy metrics in 
each set 
 
 

Model 
Train set Test set 

Accuracy Sensitivity Specificity Accuracy Sensitivity Specificity 

NN 0.83 0.82 0.83 0.83 0.78 0.84 

Logit 0.82 0.83 0.82 0.81 0.78 0.82 

RF 0.82 0.86 0.81 0.79 0.77 0.80 

 

  



 

 

 

Table 4. Mean,standard deviation and mean squared metrics for sensitivities of each 

variable (NN using 50 bootstrap samples) 

 

    Mean Sens(*) Std Sens(**) 
Mean sq 

Sens (***) 
Access mark 0.22 0.26 0.34 
Admission mark 0.19 0.22 0.29 
Female -0.18 0.72 0.74 
Father educ. Level: non-Graduate 0.05 0.33 0.33 
Mother educ. Level: non-Graduate -0.12 0.41 0.42 

Father Occupation 
Non-qualified  0.32 0.69 0.76 
Qualified -0.05 0.41 0.42 
Unemployed 1.06 1.95 2.22 

Mother Occupation 
Non-qualified  0.04 0.63 0.64 
Qualified 0.18 0.44 0.48 
Unemployed -1.04 1.32 1.69 

Type of access to 
university 

Over 25 0.50 1.74 1.81 
Transfer HVT -0.93 0.95 1.34 
Transfer UA -1.08 1.20 1.61 
University access (UA) -0.09 0.57 0.57 

Student work 
Less 15 hours -0.17 0.90 0.91 
No job -0.13 0.49 0.51 

Not shown rate 9.76 4.76 10.86 
Fail rate 4.00 1.49 4.27 
Mean pass -0.14 0.22 0.26 

 

(*) Mean sensitivity of each variable included in the model. 

(**) Sensitivity standard deviation of each variable included in the model. 

(***) Mean squared sensitivity of each variable included in the model. 

 

 

  



 

 

Table 5. Results obtained with three variables (NN, RF and logit models), both in 

training and test sets, considering different degrees, years, and Universities. Highlighted 

in bold are the cells with the best accuracy metrics in each dataset 

Dataset Model 
Train set Test set 

Accuracy Sensitivity Specificity Accuracy Sensitivity Specificity 

Business Degree  
(U. of Barcelona) 
n: 3,583 
Train set: 2,867 
Test set: 716 

NN 0.82 0.82 0.82 0.81 0.82 0.81 

Logit 0.82 0.81 0.82 0.81 0.80 0.82 

RF 0.83 0.83 0.84 0.82 0.80 0.82 

Business Degree 
(2015 - 2021) 
(U. C. of Madrid) 
n: 2,896 
Train set: 2,318 
Test set: 578 

NN 0.75 0.66 0.77 0.75 0.65 0.77 

Logit 0.77 0.63 0.80 0.77 0.62 0.80 

RF 0.77 0.77 0.77 0.73 0.67 0.75 

Law Degree 
(2010/11 & 
2011/12) 
(U. C. of Madrid) 
n: 2,003 
Train set: 1,603 
Test set: 400 

NN 0.79 0.69 0.81 0.78 0.63 0.82 

Logit 0.79 0.69 0.81 0.79 0.65 0.82 

RF 0.83 0.86 0.82 0.77 0.68 0.79 

Law Degree (2015 - 
2021) 
(U. C. of Madrid) 
n: 4,688 
Train set: 3,751 
Test set: 937 

NN 0.76 0.59 0.79 0.76 0.56 0.79 

Logit 0.79 0.54 0.84 0.79 0.52 0.84 

RF 0.76 0.86 0.75 0.69 0.64 0.70 

Economics Degree 
(2015 - 2021) 
(U. C. of Madrid) 
n: 1,197 
Train set: 958 
Test set: 239 

NN 0.77 0.77 0.77 0.75 0.76 0.75 

Logit 0.77 0.73 0.79 0.76 0.73 0.77 

RF 0.81 0.88 0.79 0.73 0.75 0.72 

 

  



 

 

 

Figure 1. Accuracy and Sensitivity (test set) for the NN model in the 5 datasets. 

 

  



 

 

 

Figure 2. Accuracy and Sensitivity (test set) for the logit model in the 5 datasets. 

 

  



 

 

 

Figure 3. Accuracy and Sensitivity (test set) for the RF model in the 5 datasets. 

 

 


