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Abstract:Computational methods of Integral Imaging allow for the reconstruction of 3D scenes
from information extracted from 2D arrays of elemental images. By combining the information
from these images, the scene can be decomposed into different planes, enabling focus on the desired
depth. The proposed method segments focused regions at each plane of the reconstructed scene,
thereby identifying objects at specific depths. This approach allows for the extraction of information
from each plane of interest and significantly reduces the effects of occlusions between planes. As
a result, our method enhances the accuracy and efficiency of object segmentation by accurately
distinguishing between focused and unfocused regions across different depth planes.

I. INTRODUCTION

Image segmentation based on blur level is a daily ap-
plication in numerous fields. Whether for distinguishing
focused objects, depth estimation, or tracking moving
objects. Methods for this type of segmentation are con-
stantly improving, implementing increasingly complex
codes. This process allows for the extraction of infor-
mation from a specific part of an image.

We have reconstructed a 3D scene, identified planes
providing information, and observed the effect of occlu-
sions through such segmentation based on blur. The
blurriness of a part of the image implies the loss of in-
formation in it. Many efforts focus on improving the
different phases of blur-based segmentation to minimize
information loss. These phases include preprocessing, the
application of one or several blur operators, pixel classi-
fication as blurry or focused, and post-processing of the
obtained results. Numerous studies have explored many
of these operators, examining in which situations each
one is better suited.

The objective of this work is to achieve segmentation
of different planes, focused at various distances. We will
commence with the construction of a 3D scene from a
set of 2D images. Through the reconstruction of the
integral image, we will be able to extract information
from different planes based on depth and observe the ef-
fect of occlusions. The scene will contain several planes
of interest with various objects from which we aim to
gather information. Once the images of the planes of
interest are constructed, objects within each plane will
appear focused while the rest will appear blurred. The
detailed steps for blur-based segmentation, which will be
discussed in the following section, will enable us to ob-
serve the effect of occlusions and determine the extent to
which we can extract relevant information.

The structure of the paper is as follows: Section 2 will
briefly detail the steps taken for the reconstruction of
the 3D image. In Section 3, we will explain the process
that has led us to segment the objects with relevant in-
formation for the different planes of interest in the scene.
The final results will be presented in Section 4. Finally,
Section 5 will outline the conclusions of the study.

II. BACKGROUND

The human visual system perceives the depth of ob-
jects through binocular disparity. This occurs because
the two eyes observe the same scene from slightly differ-
ent viewpoints due to the distance between them. The
first approach to designing a system capable of captur-
ing the plenoptic field of 3D objects was proposed by
Lippmann, who suggested a multi-view camera system
[1]. This system involved inserting an array of lenses in
front of a light sensor, allowing for the capture of two-
dimensional images from different perspectives, called el-
emental images (EIs). To avoid the superposition of these
images, a set of physical barriers was required. The
elemental images contained angular information corre-
sponding to the rays passing through the vertex of the
corresponding lens.

In the capture of plenoptic images, it is considered that
the rays impacting the center of the camera pixels are
the most significant. This implies that each pixel of a
conventional photographic camera captures a plenoptic
field confined to a segment of constant spatial coordinate
but with a variable angular coordinate. The irradiance
distribution in the image taken by the camera can be cal-
culated by angular integration of the plenoptic function,
using the Abel transform for a plane [2].

Additionally, in the literature, a method for calculat-
ing voxel size based on the Gaussian beam distribution
model has been proposed [3], which could be relevant for
understanding how precise measurements of irradiance
distribution in plenoptic images can be obtained.

FIG. 1: Pinhole array approach to the back-projection algo-
rithm [2]. © 2018 Optical Society of America.
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To reconstruct the 3D image from the elemental im-
ages, we need to propagate the rays coming from the
elemental images through a similar microlens array used
for the recording. This process generates reverse propa-
gation to form a 3D image where the object is originally
located. In this work, we have used the elemental images
from [4], extracted with the polarimetric integral imaging
system they proposed.

III. METHODOLOGY

A. Computational Reconstruction

Starting from this point, we are interested in extract-
ing the different angular information contained in each
elemental image of the scene. Computationally, this will
be done using the Shift and Sum method [2]. Defining
Ik,l(x, y) as the pixel value at (x,y) for the elemental im-
age (k,l), we can find the images for a depth z according
to:

I(x, y, z) =

EIx−1∑
k=0

EIy−1∑
l=0

Ik,l

(
x− k

Nxpf

cxz
, y − l

Nypf

cyz

)
(1)

To perform this operation, we need to use the param-
eters used in [4], as shown in the following table:

Elemental Image EIx = 5, EIy = 5

Distance among cameras p = 5mm

Camera focal length f = 50mm

Sensor dimensions Cx = 36mm, Cy = 24mm

Pickup distance z = [440, 540, 690]mm

Number of pixels of elemental images Nx = 1248, Ny = 832

TABLE I: Values of the variables in the experimental setup
[4].

With the aim of centering the elemental image at the cen-
ter of the overlap, we have introduced the variable change
k′ (p′) = k (p) + 2. From this point on, the relative shift
of the elemental images will vary according to the depth,
variable z, that we want to focus on. Through compu-
tational reconstruction, each z value corresponds to all
points on the plane with a consistent pixel displacement,
known as disparity [2]. Consequently, the resulting com-
putational Integral Imaging is a composite of all points
sharing the same disparity, achieved through summation
and averaging.

In the scene, objects have been placed at different
depths, some in front of others. To study these occlu-
sions, we have worked with the planes where these ob-
jects of interest are located; a tree, two cars, and some
bushes in the background.

Central elemental image z = 440mm

z = 540mm z = 690mm

FIG. 2: Central elemental image and reconstructed images of
planes at different depths using the Shift and Sum algorithm.

B. Blur segmentation

1. Preprocessing

Starting from the depth images Fig.4 a), we are in-
terested in highlighting the finer objects before applying
blurring operators. To achieve this goal, we have imple-
mented a dilation operation using a structural element in
the shape of an ellipse and a Top-Hat operation, which
highlights the finer elements with higher intensity than
their surroundings.
To conclude this phase, we have applied the Discrete

Wavelet Transform (DWT). This technique decomposes
signals and images into different scales and orientations,
allowing the capture of fine details and global features.
By applying DWT before blurring operators such as
smoothing filters, undesired high-frequency components,
like noise, can be effectively removed [5].
Equation 2 describes the convolution operation be-

tween an image I and a filter F , where Iconv(i, j) is the
resulting value of the convolution at position (i, j) of the
convolved image:

Iconv(i, j) =

M−a∑
m=0

N−b∑
n=0

I(m,n) · F (i−m, j − n) (2)

I(m,n) represents the values of the original image at po-
sition (m,n), and F (i − m, j − n) represents the values
of the filter at position (i − m, j − n). At the equation
(M,N) and (a, b) are the image and filter dimnesions re-
sepectively. Both a high-pass filter and a low-pass filter
have been applied.

Treball de Fi de Grau 2 Barcelona, June 2024
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2. Blur operators

In this phase, we will apply two blur operators that
will allow us to establish a value for each pixel based on
whether it is focused or not. For the selection of the
different operators, we have based ourselves on the work
carried out in [2].

The first of these will be the Laplacian variation. Given
a certain neighborhood of pixels Ω(x, y), we characterize
the central pixel (x, y) as follows:

MV L(x, y) =
∑

(i,j)∈Ω(x,y)

(∆I(i, j)− ∆̄I)2 (3)

Here, ∆I(i, j) represents the Laplacian of pixel (i, j),
which measures the second spatial derivative of the in-
tensity at that pixel. ∆̄I denotes the mean Laplacian
value computed over the neighborhood Ω(x, y) surround-
ing pixel (x, y). As shown in [6], applying this magnitude
gradient of the second derivative allows us to find the de-
gree of focus. The size of the neighborhood used in Eq.3
has been 21 pixels for all images.

The other operator we have employed is the Local Bi-
nary Pattern. Focused regions exhibit a greater distinc-
tion in the obtained binary patterns than defocused areas
[7]. Computationally, this is achieved by studying the
blurriness measure of each pixel xc, yc as follows:

LBPP,R(xc, yc) =

P−1∑
p=0

S(np − nc) · 2p

where S(x) =


1 if |x| ≥ TLBP

0 if |x| < TLBP

(4)

Where nc is the central pixel, np is the set of pixels in the
neighborhood P , R is the radius of the circle enclosing
the center, and TLBP is the threshold. Similar to Eq.3,
the size of the neighborhood is 21 pixels.

Original image TLBP = 0.016

TLBP = 0.024 TLBP = 0.032

FIG. 3: Local Binary Pattern operator applied on plane 1 (z
= 440mm) with different values for the threshold TLBP.

As observed in Fig.3, the threshold determines how
permissive we are when considering whether it is focused
or not. In each image, different values for TLBP have
been tested, retaining those that yielded the best results,
as shown in Table.II.

Depth (mm) Threshold TLBP

440 0.016

540 0.020

690 0.010

TABLE II: Threshold values based on the image depth.

At this point, we have two blur maps that show values
in different ranges. In order to combine both , we have
normalized each of the images M(x, y) ∈ [0,1] according
to

M̂(x, y) =
M(x, y)−min(M)

max(M)−min(M)
, (5)

where min(M) and max(M) represent the minimum and
maximum values of M respectively.

3. Clasification and post-processing

At this point, we will need to binarize the image based
on whether we consider the pixel to be focused or not.
We have used a new threshold, different for each image,
to determine if the pixel belongs to the focused region or
not.
Other works mention methods involving a double

threshold, and unclassified pixels are refined through a
second step [7].
In the post-processing of the binarized image, the

remove small holes and remove small objects func-
tions from the skimage library were applied. These oper-
ations were crucial for improving the segmentation qual-
ity by removing small undesired regions. In both cases,
a circular structural element was used.

IV. RESULTS

Using the binarized images as masks and overlaying
them onto the corresponding section of the original im-
age, we can obtain the results we are looking for.
To compare these results with the ideal objective, we

manually extracted the focused region as ground truth.
The Fig.4 illustrates the entire process mentioned in this
work. As can be observed, we have worked with thresh-
olds that minimize noise as much as possible. This has
affected us in some cases, considering pixels as unfocused
when they are indeed focused.

Treball de Fi de Grau 3 Barcelona, June 2024
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a)

b)

c)

d)

e)

f)

FIG. 4: Results of the entire process performed: a) Refocused images after the Shift and Sum algorithm. b) Images obtained
from applying preprocessing, the Top-Hat and DWT algorithm. c) Variation of the Laplacian blur map. d) Local Binary
Pattern blur map. e) Mask applied to the initial image. f) Ground truth.
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Analyzing qualitatively the different planes, Fig.c) 4
depicts the tree located at z = 440 mm with a small
occlusion, due to the presence of the car situated at a
relative distance of 100 mm behind.

These occlusions remain evident in the following plane,
z = 540 mm. Both cars are affected by occlusions from
the tree as well as from the two bushes behind, resulting
in a figure with poorer results.

In the plane of the background bushes, there is fairly
good segmentation. In this case, the two cars situated
z = 150 mm ahead are also visible. In this instance, the
minimum threshold required to segment the correspond-
ing plane has led us to include part of the previous plane
as well.

Throughout the previous sections, we have adjusted
various parameters such as thresholds, neighborhoods,
or structural elements. We have aimed to segment each
plane as much as possible, minimizing interference from
others. Using less permissive values could have helped
avoid occlusions, but we would not have extracted the
entire plane.

V. CONCLUSIONS

A three-dimensional scene has been reconstructed from
two-dimensional images. From the depth map, we have
selected those planes that contain information of interest;
z = 440, 540 and 690 mm.

Through a sequence of steps, we have segmented this
information of interest and observed small differences
with the ground truth due to the occlusions of other
planes. Qualitatively, we can see how the occlusions cor-
respond to the previous or subsequent plane. The oc-

clusion becomes more pronounced as the adjacent plane
gets closer.

In this work, we have carried out a process starting
from flat images from which we have obtained a depth
map. Subsequently, through an image processing pro-
cess, we have segmented the focused part of the image,
whose objects are located at the plane we are seeking.
Using not very complex segmentation methods, we have
managed to approximate the area that we consider fo-
cused.

Other blur operators could yield better results, being
more sensitive to occlusions [5]. In other works, more
complex systems are used for pixel classification once the
blur map is obtained [8]. These improvements are more
precise with the initial steps and allow avoiding the men-
tioned post-processing, thereby losing precision.

To access the source code, visit the following repos-
itory on GitHub:https://github.com/polnape/Blur_
segmentation.git.
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