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This thesis presents the recent results achieved during my Ph.D. This is a 

research project in the field of condensed matter physics, under the supervision 

of Dr. Michael Foerster of the ALBA Synchrotron and Dr. Ferran Macià from the 

University of Barcelona, during November 2020 to February 2024. This thesis 

is based on a collection of articles combined with an overview and a discussion. 

In general, magnetic systems which are influenced by different energy 

factors, realize a final state that tries to minimize the total energy. This can 

produce diverse magnetic patterns that deviate from uniform alignment. 

Observing and controlling the evolution of magnetization is vital for the 

development of fast devices and often requires operations on sub-nanosecond 

time scales. The main objective of this thesis is to generate and observe 

magnetization dynamics at the micro/nano scale in different systems of thin 

magnetic layers from acoustic waves. This approach represents a low-energy 

method compared to other conventional approaches to induce dynamics in 

magnetic systems. X-ray photoemission electron microscopy (XPEEM) is used 

to observe the dynamics of magnetic systems under the effect of acoustic waves. 



 

 
 
 

ix 
 
 

This work is structured in seven chapters. The first chapter consists of a brief 

introduction and the objectives of the thesis. Chapter 2 provides the general 

introduction into the field of magnetism that provides details on the origin of 

magnetism in a particular material. There are various energies present in 

magnetic materials, either intrinsic or extrinsic, that adjust the ground state of 

the material. The global magnetic behavior is governed by the balance between 

these energies, giving rise to various magnetic configurations in the system. 

In the third chapter, knowledge about the synchrotron and synchrotron light 

is presented along with the different sections of the synchrotron that lead to the 

generation of X-rays. PEEM uses these X-rays to obtain images of the magnetic 

behavior of materials. This mechanism is discussed below, which includes the 

instrumentation of the PEEM configuration and the factors that affect its spatial 

resolution. Various characterization techniques can be performed using XPEEM, 

such as XAS, XMCD, XMLD, XPS, etc. to determine the occupation states in 

magnetic systems. In addition, since the thesis was mainly carried out in the 

Alba synchrotron light facility, several attributes related to this installation are 

also presented. 

Chapter four discusses the importance of tuning magnetization in materials 

to improve their properties for various applications. It explores different 

methods to understand and optimize magnetization dynamics within materials. 

The chapter is divided into three parts. First, it provides an overview of the state 

of the art and the underlying physics of magnetization dynamics. Second, it 

analyzes the role of surface acoustic waves (SAW) in the manipulation of 

magnetization dynamics, including the most relevant studies. Finally, the 

experimental setup required to combine SAW generation in magnetic devices 

together with XPEEM imaging is explored, with the aim of observing and 

analyzing the magnetization dynamics, and how the magnetization is coupled to 

acoustic waves. 
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In the fifth chapter, a detailed summary of all the articles included in this 

thesis is presented, followed by the sixth chapter which includes all the articles. 

Among these papers, one has been published in the journal Ultramicroscopy and 

the other two have already been submitted and are under review in Phys. Rev. 

Lett. and Phys. Rev. Research. We have observed that the strain due to SAW 

induces magnetization dynamics in both ferromagnetic and antiferromagnetic 

systems and both systems exhibit comparable efficiency. We designed and built 

a high frequency connection for the XPEEM microscope system that allows 

studying excitations at higher frequencies (>1 GHz) and used it to study 

magneto-acoustic waves (combination of magnetic waves and acoustic waves) 

in ferromagnetic systems such as Ni and Co and to determine their 

magnetoelastic coupling in this regime. 

Finally, the conclusions are summarized and the perspectives are added in 

the seventh chapter. This thesis presents a new approach to generate 

magnetoacoustic waves in magnetic thin layers based on the magnetoelastic 

interaction. On the one hand in antiferromagnetic materials, offering potential 

applications in data storage and on the other in ferromagnetic materials, where 

we observe the weakening of waves at frequencies above 1 GHz; suggesting that 

more work is needed to address this. Striking variations in wave amplitudes at 

specific frequencies in different ferromagnetic systems suggest diverse 

interactions between magnetization waves and acoustic waves. In addition, the 

new system designed for the XPEEM microscope at the ALBA offers 

opportunities to make measurements with time resolution, such as studies of 

magnetization dynamics, domain walls and skyrmion motion using ultra-short 

current pulses. These pathways promise to develop new nanomagnetic devices 

for future data storage applications, emphasizing the importance of continued 

exploration in both fundamental and technological areas. 
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RESUM EN CATALÀ 

 

Aquesta tesi presenta els resultats recents realitzats durant el meu doctorat. 

Es tracta d’un treball de recerca en el camp de la física de la matèria condensada, 

sota la supervisió del Dr. Michael Foerster del Sincrotró ALBA i el Dr. Ferran 

Macià de la Universitat de Barcelona, durant el novembre de 2020 al febrer de 

2024. Aquesta tesi es basa en una col·lecció d’articles combinat amb una visió 

general i una discussió. 

En els sistemes magnètics, influenciats per diferents factors energètics, tenen 

un estat final que intenta minimitzar l'energia total. Això pot produir patrons 

magnètics diversos que disten d'una alineació uniforme. L'observació i el 

control de l'evolució de la magnetització és vital pel desenvolupament de 

dispositius ràpids i sovint requereix operacions a escales de temps inferiors al 

nanosegon. L'objectiu principal d'aquesta tesi és generar i observar dinàmiques 

de magnetització a la micro/nano escala en diferents sistemes de capes fines 

magnètiques a partir de ones acústiques. Aquest enfocament representa un 

mètode de baix consum d'energia en comparació amb altres enfocaments 

convencionals per induir la dinàmica en sistemes magnètics. S’utilitza la 
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microscopia electrònica de fotoemissió de raigs X (XPEEM) per observar la 

dinàmica i dels sistemes magnètics sota l’efecte de les ones acústiques. 

Aquest treball s'estructura en set capítols. El primer capítol consta d'una 

breu introducció i dels objectius de la tesi. El capítol 2 ofereix la introducció 

general dins del camp del magnetisme que proporciona els detalls sobre l'origen 

del magnetisme en un material concret. Hi ha diverses energies presents als 

materials magnètics, ja siguin intrínseques o extrínseques, que ajusten l'estat 

fonamental del material. El comportament magnètic global es regeix per 

l'equilibri entre aquestes energies, donant lloc a diverses configuracions 

magnètiques en el sistema.  

En el tercer capítol, es presenten coneixements sobre el sincrotró i la llum de 

sincrotró juntament amb les diferents seccions del sincrotró que condueixen a 

la generació de raigs X. PEEM utilitza aquests raigs X per obtenir imatges del 

comportament magnètic dels materials. Aquest mecanisme es discuteix més 

endavant, que inclou la instrumentació de la configuració del PEEM i els factors 

que afecten la seva resolució espaial. Es poden realitzar diverses tècniques de 

caracterització mitjançant XPEEM, com ara XAS, XMCD, XMLD, XPS, etc. per 

determinar els estats d'ocupació en els sistemes magnètics. A més, com que la 

tesi s’ha realitzat principalment a la instal·lació de Llum del Sincrotró Alba, 

també es presenten diversos atributs relacionats amb aquesta instal·lació. 

El capítol quatre analitza la importància d'ajustar la magnetització en 

materials per millorar les seves propietats per a diverses aplicacions. Explora 

diferents mètodes per comprendre i optimitzar la dinàmica de magnetització 

dins dels materials. El capítol està dividit en tres parts. En primer lloc, ofereix 

una visió general de l'estat de l'art i la física subjacent de la dinàmica de 

magnetització. En segon lloc, analitza el paper de les ones acústiques 

superficials (SAW) en la manipulació de la dinàmica de magnetització, incloent 

els estudis més rellevants. Finalment, s'aprofundeix en la configuració 

experimental necessària per combinar la generació SAW en dispositius 
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magnètics juntament amb la presa d’imatges XPEEM, amb l’objectiu d’observar 

i analitzar la dinàmica de magnetització, i com la magnetització s'acobla a amb 

les ones acústiques. 

En el cinquè capítol, es presenta un resum detallat de tots els articles inclosos 

en aquesta tesi, seguit del sisè capítol que inclou tots els articles. Entre aquests 

articles, un s'ha publicat a la revista d'Ultramicroscopy i els altres dos ja s'han 

enviat i estan en procés de revisió a Phys. Rev. Lett. i Phys. Rev. Research. Hem 

observat que la tensió deguda a SAW indueix dinàmiques de magnetització tant 

en sistemes ferromagnètics com en sistemes antiferromagnètics i ambdós 

sistemes presenten una eficiència comparable. Hem dissenyat i construït un 

sistema al microscopi XPEEM que permet estudiar excitacions a més altes 

freqüències (>1GHz) i ho hem utilitzat per estudiar les ones magneto-

acústiques (combinació d’ones magnètiques i ones acústiques) en sistemes 

ferromagnètics com Ni i Co i de per determinar-ne l'acoblament magnetoelàstic.  

Finalment, es resumeixen les conclusions i s'afegeixen les perspectives en el 

setè capítol. Aquesta tesi presenta un nou enfocament per generar ones 

magnetoacústiques en capes primes magnètiques a partir de la interacció 

magnetoelàstica. Per una banda en materials antiferromagnets, oferint 

aplicacions potencials en l'emmagatzematge de dades i per l’altra en materials 

ferromagnets, on observem el debilitament de les ones a freqüències per sobre 

de 1 GHz; fet que suggereix que més investigacions són necessàries. Les 

variacions sorprenents en les amplituds de les ones a freqüències específiques 

en diferents sistemes ferromagnètics suggereixen interaccions diverses entre 

les ones de magnetització i les ones acústiques. A més, el nou sistema dissenyat 

perl microscopi XPEEM a ALBA ofereix oportunitats per fer mesures amb 

resolució temporal, com són els estudis sobre la dinàmica de magnetització, les 

parets de domini i el moviment del skyrmions mitjançant polsos de corrent ultra 

curts. Aquestes vies prometen desenvolupar nous dispositius nanomagnètics 

per a futures aplicacions d'emmagatzematge de dades, posant èmfasi en la 



 

 
 
 

xiv 
 
 

importància de l'exploració continuada tant en els àmbits fonamentals com en 

els tecnològics. 

 



 

   
 

1 
 

 

 

 

 

 

 

 

 

 

 

 



 

   
 

2 
 

Chapter 1 

 

        

 

For many applications in the realm of telecommunications and information 

technology, like data storage, it is imperative to utilize magnetic materials that 

are as diminutive as possible. This downsizing enables enhanced storage 

capacity, reduced energy consumption, and reduced production costs (for 

emerging technologies). As novel materials and more compact devices are 

manufactured, they give rise to new phenomena, necessitating a fresh 

understanding of the underlying physics. The scale at which these emerging 

magnetic materials operate, typically on the order of nanometers, serves as the 

interface between the microcosmic quantum realm and the macroscopic 

classical world—known as the mesoscale. Magnetic thin films with nanoscale 

thicknesses represent mesoscopic systems that can be integrated into magnetic 

multilayers, patterns and 3D structures, with emerging novel properties.  

Although not limited to this area, nanomagnetic devices are mostly used in data 

storage applications like hard disk drives, (readout) sensors and magnetic 

random-access memory (MRAM).  

 

The configuration of a magnetic system is determined by the interplay or 

competition of various energy terms within the system. These systems naturally
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progress towards a final state, which can either be dynamic or static, with the 

goal of minimizing the total energy. This can lead to the emergence of magnetic 

patterns distinct from the uniform state where all spins align in the same 

direction. The ability to manage the evolution of magnetization is a crucial 

process in the advancement of faster devices and technologies, often 

necessitating to work at timescales on the order of sub-nanoseconds. In this 

dissertation, I developed a new setup to investigate a novel method for 

controlling the magnetization through the dynamic application of strain as a 

surface acoustic wave (SAW) in ferro- and antiferromagnets. The setup is based 

on an X-ray PhotoEmission Electron Microscope (XPEEM) to which the 

capability of exciting the sample with GHz frequency signals has been added. 

After the present introduction in Chapter 1, the relevant basic principles of 

magnetism are elaborated in detail in the following Chapter 2. Chapter 3 is 

dedicated to explaining the experimental technique of the XPEEM. Exploring the 

synchrotron details, offer an understanding of how synchrotron radiation (X-

rays) is generated and its inherent properties. This is followed by the operation 

principles of PEEM and the type of information which is obtained using different 

modes like e.g., XMCD. Chapter 4 describes in more detail the field of 

magnetization dynamics, driven by time dependent fields, electrical currents 

and surface acoustic waves (SAW). This is followed by an explanation of the 

stroboscopic imaging of SAW in the XPEEM, including the synchronization 

scheme and the contrast formation based on the surface electrical potential 

oscillation. The following section is designated to providing a summary of the 

outcomes (Chapter 5), and a compilation of the main publications (Chapter 6). 

Ultimately, the conclusions are presented in Chapter 7, along with the provision 

of insights regarding future prospects. 
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Magnetism, an enduring force of nature, has been a catalyst for a wide range 

of transformative technologies that shape our contemporary lives. This 

phenomenon originates from the intrinsic magnetic attributes of electrons 

within materials, influencing their behavior across various scales. At its core, 

magnetism is intricately tied to the alignment and motion of magnetic moments, 

which are predominantly borne by electrons. Magnetic materials, harnessed in 

a myriad of applications, have revolutionized modern technology, from the 

magnetic memories in our digital devices to the sensors that propel our 

automobiles and aircraft. The pervasive influence of magnetism on modern 

society is indisputable. Within the context of this chapter, we delve into the 

fundamental concepts of magnetism, with a particular focus on magnetic 

configurations and dynamics in nanoscale materials. 

 

 

Magnetic moment is a quantity which determines the torque exerted by 

magnetic field on a magnetic material. All of the following, loop of electric 

current, bar magnet, and electron possess magnetic moments. These magnetic 

moments interact in various ways, leading to the net magnetic moment of a 

body.
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The magnetic moment in electrons arises due to two microscopic 

contributions: orbital motion, 𝛍୪ = γୣℏ𝐥 and spin, 𝛍ୱ = gୣγୣℏ𝐬, where γୣ =

e/2mୣ is gyromagnetic factor, e and mୣ the charge and mass of an electron, 

respectively, gୣ ≈ 2 corresponds to electron spin-g-factor, l being the orbital 

momentum and s the spin quantum number. The overall electron moment is 

represented by 𝐦 = 𝐥 + 2𝐬. In an atom where many electrons interact, one can 

consider the overall spin moment S and overall angular momentum L giving to 

a quantity 𝐉 = 𝐋 + 𝐒, that is again proportional to the overall atom or ion 

magnetic moment. These magnetic moments can interact with each other, 

leading to various magnetic ordering behaviors. The net magnetic moment of 

the material, often denoted as M, results from the sum of the individual magnetic 

moments and its interactions [1]. 

The overall magnetic moment M in a material is a spatially varying vector 

quantity which depends on the arrangement of atomic or molecular magnetic 

moments. It is expressed as M (r) and describes how magnetic properties 

change throughout the material. This is particularly crucial when studying 

ferromagnetic, antiferromagnetic, or ferrimagnetic materials with complex 

magnetic ordering. In summary, the classical magnetic moment M (r) accounts 

for all magnetic interactions in a material, portraying the overall magnetic 

behavior as a function of position.  

 

 

Ferromagnetism is a type of magnetism exhibited by certain materials, and it 

is characterized by the spontaneous alignment of atomic or molecular magnetic 

moments in the same direction, resulting in a strong and permanent 

magnetization. Ferromagnetic materials have a high magnetic susceptibility and 

can retain their magnetization even after the external magnetic field is removed. 

This property makes them particularly useful in various applications, including 

the manufacturing of permanent magnets and magnetic storage devices. The 

key characteristics of ferromagnetism include:

a) Spontaneous Alignment: In ferromagnetic materials, the magnetic moments 

of individual atoms or ions tend to align themselves in the same direction. 
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This alignment occurs without the need for an external magnetic field. It is 

the result of strong exchange interactions between neighboring magnetic 

moments. 

b) Strong Magnetization: Ferromagnetic materials can become strongly 

magnetized, producing a significant magnetic field. This property is 

responsible for their use in making permanent magnets, such as those found 

in refrigerator magnets and electric motors. 

c) Hysteresis: Ferromagnetic materials exhibit hysteresis, which means that 

their magnetization lags behind changes in the applied magnetic field. Even 

after the external field is removed, the material retains some of its 

magnetization, and it takes a certain level of demagnetizing field to reduce 

the magnetization to zero. 

d) Curie Temperature: Ferromagnetic materials have a critical temperature 

called the Curie temperature (TC). Above this temperature, the material loses 

its ferromagnetic properties and becomes paramagnetic (magnetic moments 

are randomly oriented). Below the Curie temperature, it becomes 

ferromagnetic again. 

Ferromagnetic materials are commonly used in the construction of 

transformers, electric motors, generators, and in particular in the data storage 

industry for making memory devices  

 

 

Antiferromagnetism is a type of magnetic ordering exhibited by certain 

materials in which adjacent atomic or molecular magnetic moments align in 

opposite directions. In an antiferromagnetic material, the individual magnetic 

moments cancel each other out, resulting in a net zero magnetization. 

Antiferromagnetic materials are characterized by their unique magnetic 

properties, which are distinct from the behavior of ferromagnetic materials. The 

key characteristics of antiferromagnetism include: 

a) Opposite Alignment: In antiferromagnetic materials, neighboring atomic or 

molecular magnetic moments are aligned in opposite directions. This means 
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that for every magnetic moment pointing in one direction, there is an 

adjacent moment pointing in the opposite direction. 

b) No Net Magnetization: The opposing alignments of magnetic moments within 

the material result in a net magnetization of zero. Therefore, 

antiferromagnetic materials do not produce an external magnetic field. 

c) No Hysteresis: Unlike ferromagnetic materials, antiferromagnetic materials 

do not exhibit hysteresis in their magnetic properties. When an external 

magnetic field is applied, the atomic or molecular magnetic moments align 

with the field and then return to their original antiparallel alignment when 

the field is removed. 

d) Néel Temperature: Antiferromagnetic materials have a critical temperature 

called the Néel temperature (TN), above which they lose their 

antiferromagnetic order and become paramagnetic. Below the Néel 

temperature, the antiferromagnetic order is maintained. 

Antiferromagnetic materials are used in various scientific and technological 

applications, including research in condensed matter physics and the 

development of advanced magnetic materials for spintronics, which is a field of 

study focused on using the electron's spin for information processing and 

storage. 

 

 

Figure 2.1. Schematic illustrating the arrangements of magnetic moments for 
ferromagnets and antiferromagnets materials in the absence of an external 
magnetic field. 
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There are various energies involved in magnetic systems. Most of the 

energies are intrinsic, whereas, some appear by other sources such as external 

magnetic field, different magnetic layers coupled, etc. The ground state of a 

magnetic system is governed by the balance between these energies. The 

following are the vital energies that determine the magnetic ground state of the 

system. 

 

2.4.1     Zeeman Energy 

This energy is associated with the application of magnetic field on the 

magnetic moment. Mathematically, it can be written as: 

E = −𝛍 ∙ 𝐁.           (1) 

The origin of the magnetic moment can be classical or quantum.  

For the classical approximation, 

Eୣୣ୫ୟ୬ = −μ ∫ dଷr 𝐌(𝐫) ∙ 𝐇.   (2) 

This equation depicts that when the magnetization and external field are 

parallel, the energy is minimum. 

 

2.4.2      Exchange Energy 

Exchange interaction is related to Pauli exclusion principle. When the 

unpaired outer valence electrons orbitals overlap, the parallel-spin state of 

electrons is more stable due to the reduction in electrostatic energy of these 

electron as compared to the energies when their spins are antiparallel. The 

difference between these two energies is known as exchange energy, given as: 

Eୣ୶ =  J୬୫𝐬୬ ∙ 𝐬୫

୬ழ୫

. 

In this equation, n and m denote the position, since the interaction is between 

spin sn and sm. J୬୫ is exchange constant that enumerates the energy variation 

between parallel and antiparallel orientation of electron spins. J୬୫ is positive in 

the case of ferromagnets and antiferromagnetic materials exhibit negative J୬୫ 

such that they possess minimum exchange energy when aligned antiparallel. 
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For an isotropic material, the common expression for exchange energy is 

given as: 

Eୣ୶ =  Aୣ୶ ∫ dଷr ∇ଶ 𝐌,   (3) 

in which Aୣ୶ ቀ=
ஜ

ଶ
=  

ଶୗమ

ୟ
ቁ is exchange constant, N represents the number 

of sites in the unit cell, and a being the nearest neighboring distance, that 

corresponds to the cell size.  

 

2.4.3      Magnetostatic (Dipolar) Energy 

Spins, being considered as magnetic dipoles, interact via long range dipolar 

fields in a solid. Shape anisotropy, also known as magnetostatic energy or 

dipolar energy (Ed) is a type of Zeeman energy that occurs among all the 

moments within the magnetic entity due to their stray fields. In summary, the 

interaction between field and magnetization can be ascribed as the dipolar 

energy: 

Eୢ =
ଵ

ଶ
μ ∫ dଷr 𝐌(𝐫) ∙ 𝐇ୢ(𝐫),   (4) 

 which is considered as Zeeman-related energy. This expression for dipole-

dipole interaction energy quantifies how the magnetic moments of the dipoles 

align with each other and how the energy changes as the dipoles' separation 

distance and orientation with respect to each other change, giving rise to 

formation of magnetic domains in the case of ferromagnetic materials. 

 

2.4.4      Magneto-crystalline Anisotropy Energy 

Assuming zero Zeeman energy (no external magnetic field) in a magnet, the 

magnetization is refrained from any specific direction in the space. 

Nevertheless, the internal energy relies on the magnetization direction, in 

reality, with fundamental crystalline direction of the solids. This occurs due to 

the combined effect of crystal-field effects and spin-orbit effects. The former 

arises in response to the coupling of electron orbitals with the lattice and the 
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later as a result of orbital coupling with spin moments. This internal energy is 

termed as magneto-crystalline anisotropy energy, denoted as Eେ. Because of 

this energy, the magnetization tends to align along specific axis of the solid, 

referred as easy directions.  

The energy, therefore, in classical approximation can be written as: 

Eେ = −
ஜబ

ଶ
∫ dଷr β𝐢𝐣𝐌୧𝐌୨,   (5) 

where β𝐢𝐣 is the 2nd order anisotropy tensor. Under the uniaxial circumstance, 

the term along the easy axis for anisotropy is different from zero, therefore, the 

energy becomes: 

Eେ = −
ஜబ

ଶ
β ∫ dଷr (𝐳 ∙ 𝐌)ଶ = K ∫ dଷr sinଶθ(𝐫) + contstant. (6) 

The K, anisotropy constant, represents the strength of anisotropy in terms of 

energy. The energy, in terms of field, can be written as: 

Eେ = −
ஜబ

ଶ
∫ dଷr 𝐌(𝐫) ∙ 𝐇.   (7) 

Magneto-crystalline anisotropy energy allows to control the magnetic 

properties of materials along specific crystallographic directions. Materials with 

high magneto-crystalline anisotropy energy can create energy barriers that 

prevent spontaneous changes in the orientation of their magnetic moments. 

 

Due to the competition between exchange and dipolar energies in a magnetic 

material, a sample is broken into various regions possessing different 

magnetizations. These regions are called magnetic domains which are 

separated by boundaries or interfaces, referred as domain walls. The behavior 

of domain walls in a material is influenced by several factors, including 

anisotropy energy. The domain walls can form along crystallographic directions 

that are favorable in terms of anisotropy energy. The specific orientation and 

type of domain walls depend on the material's anisotropy energy landscape. In 
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a ferromagnetic material, this breaking down occurs in order to reduce the 

magnetostatic energy generated by dipolar field, depicted in Fig. 2.2. 

 

 

Figure 2.2. Breaking down of ferromagnetic material into magnetic domains. The 

extreme  left state has the highest magnetostatic energy, however, introducing 180⁰ 

domain walls minimizes the magentostatic energy and increases the exchnage 

energy (central). The extreme right with 900  closure domains raises the anisotropy 

energy. 

 

The magnetic flux is confined within the magnetic material by the formation 

of magnetic domains that minimize the magnetostatic energy. Since the domain 

formation leads to the formation of domain walls where exists the 

magnetization rotation, these rotations can be of two types, namely Néel domain 

walls [2] and Bloch domain walls [3]. The former represents the rotation within 

the plane and the latter represents the rotation perpendicular to the plane. The 

difference among both is illustrated in the following figure. 

 

Figure 2.3. Configuration of domain walls with (a) in-plane magnetization (Néel 
wall) and (b) out-of-plane magnetization (Bloch wall). 
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The geometry of the magnetic material defines the domain structure, mainly 

due to exchange and magnetostatic energies, whereas, the width of domain wall 

is governed by the dominance among exchange and anisotropy energies. The 

energy barriers associated with moving a domain wall depend on the 

anisotropy energy landscape. Lower anisotropy energy barriers make it easier 

for domain walls to move, whereas higher energy barriers can inhibit their 

motion and pin domains. 

 

2.5.1      Pinning of Domain Walls 

Magnetization changes in magnetic materials take place due to two 

mechanisms, namely domain rotation and domain wall motion. Manifestation of 

domain wall motion can be in two ways: bowing of domain wall and translation. 

If the domain wall faces a pinning site, these both become irreversible. The 

possible types of pinning sites are illustrated below: 

a) Domain walls can pin due to magnetoelastic coupling (will be discussed in 

detail later) in response to strain that correspond to dislocations in the 

material. Thus, pinning will be stronger under the presence of higher density 

of dislocations, that will restrain the domain wall motion. 

b) There could exists different states in the material that behave magnetically 

different, i.e., non-magnetic or less magnetic in comparison to the nature of 

material as a whole. These inclusions reduce the magnetostatic energy of the 

domain walls at their interface with the magnetic material. Therefore, this 

energetically favorable region tends to pin the domain wall unless an 

external source is employed (higher magnetic field or current) to unpin it. 

Domain wall pinning is caused by those defects mainly whose dimensions are 

in comparison with the size of domain wall thickness (tens of nanometers). In 

some magnetic materials, the grain boundaries and point defects play a critical 

role in pinning the domain walls due to their smaller widths. However, bigger 

precipitates and long-range strain fields are responsible for causing domain 
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wall pinning in materials that possess comparable thickness of domain walls, 

i.e. ≈ 100 nm. 

2

Magnetization dynamics refers to the time-dependent behavior of the 

magnetization in magnetic materials, particularly how it responds to external 

influences such as magnetic fields or temperature changes. Magnetization 

dynamics can be observed at various time scales, from extremely fast processes 

that occur within nanoseconds or even femtoseconds to slower processes that 

can take milliseconds or longer. The balancing of magnetic energies in a 

magnetic material determines the final state of material. The sum of all the 

energies can be termed as total energy, given as: 

E୲୭୲ୟ୪ = Eୣୣ୫ୟ୬ + Eୣ୶ + Eେ+Eୢ,   (8) 

that corresponds to total or effective field 

   μ𝐇ୣ = −
ஔ౪౪ౢ

ஔ𝐌
,    (9) 

which results in an effective magnetic field that only vanishes when the 

magnetic system is at equilibrium. 

The final state of magnetization of a material is determined by the initial state 

along with the entailed magnetic energies, leading to the static or dynamic 

equilibrium state. The magnetization dynamics usually occurs within the time 

scale of nanoseconds. An example of a static equilibrium state would be a 

magnetic domain configuration, whereas an example of a dynamic state would 

be spin-waves or magnetic-resonance states. 

 

2.6.1      Magnetization Dynamics around the Field 

Landau-Lifshitz (LL) equation of motion for magnetic moment in an external 

magnetic field is given as: 

ୢ𝛍(୲)

ୢ୲
 = −γ𝛍(t) × 𝐇(t),    (10) 
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in which γ is the gyromagnetic ratio equals to γ =
ୣ

ଶ୫
, where g is the 

gyromagnetic splitting factor. For solid state, external magnetic field is replaced 

with effective magnetic field (Eq. 9), considering all the internal and external 

contributions and magnetic moment to be replaced by macroscopic 

magnetization [4]. Therefore, LL equation for macroscopic sample will take the 

form: 

ୢ𝐌(୲)

ୢ୲
 = −γμ𝐌(t) × 𝐇ୣ(t).   (11) 

Eq. (11) describes the precession of magnetization around the effective field 

with a resulting frequency determined by the value of the field. It is to be noted 

here that magnetization does not align parallel to the external field, depicted in 

Fig. 2.4a, and instead it precesses infinitely. However, an additional term 

accounting for dissipation causes the magnetization motion to relax to a stable 

equilibrium, which can be seen in Fig. 2.4b. This effect accounting for the 

magnetic dissipation is referred to as magnetization damping, and is 

phenomenologically introduced in (11) as follows: 

𝐇ୢ୧ୱୱ = − α
1

γμ0Ms

d𝐌
dt

,    (12) 

where 𝛼 is the Gilbert damping parameter. Inserting (12) in Eq. (11) gives 

Landau-Lifshitz-Gilbert (LLG) equation for magnetization motion: 

ୢ𝐌(୲)

ୢ୲
 = −γμ𝐌(t) × 𝐇ୣ(t) +



౩
ቀ𝐌(t) ×

ୢ𝐌(୲)

ୢ୲
ቁ. (13) 
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(a) 

 

(b) 

Figure 2.4. (a) Depiction of LL equation without damping. Magnetization rotating 
at constant radius around Heff (black dotted line). (b) The Gilbert damping leading 
to another component moving M towards direction of  H in a spiral path. 

 

In ferromagnetic materials, for each applied magnetic field, there is a 

resulting effective field from the collective contributions of all the magnetic 

moments that determines the precession frequency, which is called 

ferromagnetic resonance (FMR) frequency, and the phenomenon is termed as 

ferromagnetic resonance that was discovered by Griffiths [5]. When an external 

oscillating magnetic field is applied to a ferromagnetic material and sweeping 

the frequency of AC external field, ωac, the absorption of the signal is observed 

in the material, which corresponds to resonance when ωac = ω0. The fit obtained 

with the absorption peak gives the ferromagnetic frequency at specific DC 

external field (Zeeman field) and the linewidth provides information related to 

damping of the material. Furthermore, dependence of ferromagnetic frequency 

can be found by sweeping the Zeeman field that leads to evaluate the effective 

field of the sample. Thus, quantities such as gyromagnetic ratio, exchange 

stiffness, damping constant, can be measured employing this FMR technique. It 

also gives the accurate measurements of the saturation magnetization and 

anisotropy for materials with special geometries such as thin films [6]. 

 

2.6.2      Magnetoelastic Interactions 

Magnetoelastic interactions are divided into two types of effects, namely, the 

magnetostrictive effect which is the effect of magnetization direction on the 
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internal strain in magnetic material; and Villari effect which is the influence of 

strain on the magnetization state. 

Magnetostriction is evident in magnetic materials that experience 

dimensional modifications when the magnetization states of the material 

undergo switching process. This implies that changing magnetization states 

results in distinct strain distributions within the material due to the 

magnetostrictive effect. In 1842, J. Joule observed the mechanical deformation 

of ferromagnetic rod after being magnetized. This phenomenon is termed as 

magnetostriction effect [7], and later, the inverse magnetostriction effect (or 

magnetoelastic effect) was observed by E. Villari in 1865 [8] when the 

magnetization of ferromagnetic material was altered under the stress. This 

effect takes place due to the spin moments coupling to lattice via orbital 

electrons [9]. Therefore, due to change in lattice parameter caused by strain, the 

magnetic ordering in a material is affected, leading to induced anisotropies. This 

results in change in magnetization of the material. The magnetoelastic 

anisotropy can be described as [10]: 

K =  − 
ଷ

ଶ
ୱY ห𝜀௫௫ − 𝜀௬௬ห,    (14) 

where Y represents the Young’s modulus of magnetostrictive material, and 𝜀  

denotes the strain applied along the i-th axis.  

In the case of a crystal with cubic crystal symmetry, the magnetoelastic energy 

density, neglecting second-order effects, is expressed as follows [11, 12]: 

ε୫ୣ୪ = Bଵ ൬ϵ୶୶ ቀm୶
ଶ −

ଵ

ଷ
ቁ + ϵ୷୷ ቀm୷

ଶ −
ଵ

ଷ
ቁ + ϵ ቀm

ଶ −
ଵ

ଷ
ቁ൰ 

+ Bଶ ൫ϵ୶୷m୶m୷ + ϵ୷m୷m + ϵ୶m୶m൯,        (15) 

in which Bଵ and Bଶ denote the linear isotropic and anisotropic magnetoelastic 

coupling constants, respectively. The strength of the interaction among strain 

and magnetization of the films is determined by these coupling constants. This 

is illustrated by few of the studies carried out earlier by inducing surface 

acoustic waves (SAW) in piezoelectric substrates deposited with magnetic 

films. For instance, inducing the SAW signal of different frequencies in LiNbO3 
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substrates deposited with same thickness of ferromagnetic Ni thin films leads 

to various coupling constant values. For 500 MHz, the constant value was found 

to be 9 MJ/m3 [13], whereas for 1 GHz and 3 GHz, it is calculated to be 11 MJ/m3 

and 0.5 MJ/m3, respectively, which is a clear indication that the strength of the 

interaction is non-linear. Using the same substrate with Co thin film being 

deposited, the coupling constant value was calculated to be 3 MJ/m3 at 1 GHz. 

The lower value in comparison with Ni at 1 GHz indicates the presence of 

stronger magnetic anisotropy in Co than in Ni. However, the coupling constant 

value for Heusler alloy (Fe3Si) deposited on GaAs substrate at 500 MHz is 

obtained as 10 MJ/m3 [14]. The strength of this interaction leads to the 

estimation of the magnetization rotation in the thin films caused by the strain. 

Saturation magnetization's magnitude does not influence the magnetoelastic 

energy or strain state. Instead, these factors are determined by the orientation 

of the magnetization vector. Therefore, using Eq. (9) and (15), the influence of 

magnetoelastic field to the effective field is given by: 

𝐇୫ୣ୪ = −
1

μ0Ms
 ൮

2Bଵϵxxmx + Bଶ൫ϵxymy + ϵzxmz൯

2Bଵϵyymy + Bଶ൫ϵxymx + ϵyzmz൯

2Bଵϵzzmz + Bଶ൫ϵzxmx + ϵyzmy൯

൲.  (16) 

It is pertinent to mention that the magnetoelastic field is influenced by 

various elements of both the strain tensor and magnetization components. 

Consequently, if there is non-uniformity in either the strain or magnetization, 

the magnetoelastic field will also exhibit non-uniformity. Hence, the energy 

changes induced by these diverse fields are referred to as magnetoelastic 

energy. Since then, the field of staintronics [15] has been introduced and it is 

inferred that spintronics devices in which magnetization is switched by strain 

rather than other methods, such as magnetic field [16], ultrashort current 

pulses [17 – 19], ferroelectric switching [20], electric field, [21], and optically 

induced thermal gradients [22], may lead to significant energy dissipation 

reduction [23].  
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The term "X-ray Photoemission Electron Microscope," often abbreviated as 

"XPEEM," refers to an advanced imaging and analytical instrument used in 

materials science and surface science. XPEEM combines the capabilities of X-ray 

photoemission spectroscopy (XPS) and X-ray absorption spectroscopy (XAS) 

and electron microscopy to provide detailed information about the 

composition, chemical states, and morphology of surfaces and thin films at the 

nanoscale. In XPEEM, a sample is irradiated with X-rays, which causes the 

emission of photoelectrons from the sample's surface. These emitted 

photoelectrons are collected, and their kinetic energy and angular distribution 

are measured. The resulting data can be used to create high-resolution images 

of the sample's surface and to determine the elemental composition and 

chemical states of the materials. 

In this chapter, synchrotrons as advanced X-ray sources and the radiation 

properties are described. The X-rays are used to illuminate the sample in the 

XPEEM, whose design and operation principles are treated next. Finally, the 

specific endstation where this dissertation was conducted is introduced and 

special sample holders which were built during the thesis are shown.
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 3.1    Synchrotron and Synchrotron Radiation 

Since the discovery of X-rays in 1895, they have been widely utilized as a 

versatile tool for research in almost every scientific field, including physical, 

chemical, biological, pharmaceutical, and archaeological analysis [24, 25]. Due 

to the broad spectrum and significant penetration depth of X-rays, scientists can 

uncover the structure of materials and study dynamics on the nanometer length 

and nanosecond timescales, which has played a crucial role in understanding a 

material's bulk properties and electronic structure [26].  

Synchrotrons as used for X-ray generation (light sources) are electron 

accelerator complexes with storage rings which generate synchrotron radiation 

that features intense X-rays with variable and precise energy and polarization 

states. At the basis is the process of Bremsstrahlung, i.e. when electrons and 

other charged particles are accelerated and change their trajectories under the 

influence of a magnetic field, they emit electromagnetic radiation characterized 

as synchrotron radiations [27]. The schematic planar view of a synchrotron is 

shown in Fig. 3.1. 

 
Figure 3.1. Schematic display of vital componenets of modern synchrotron source. 
Electrons are accelerated through LINAC and booster and injected into the 
storage ring. Radiation is emitted at the bending magnets and  by the insertion 
devices. The emitted photons travel down the beamlines where they are employed 
for the experiments. The radio frequency (RF) supply helps to regain the energy 
which is lost by the radiation of synchrotron light by electrons [28]. 
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A synchrotron consists of three main accelerator sections [5]. Electrons are 

extracted from an electron gun and transferred to a linear accelerator (LINAC), 

where they undergo acceleration until they reach energies of several million 

electron volts (MeV). Subsequently, they are injected into the booster ring, 

where they are further accelerated to reach energies of several giga-electron 

volts (GeV) before being introduced into the storage ring. 

The booster ring periodically injects electrons in bunches to maintain the 

specified current level within the storage ring. This is necessary to replenish the 

storage ring with electrons when its current decreases due to loss of electrons, 

for example due to a collision with a rest gas molecule. Once inside the storage 

ring, the electrons pass through bending magnets strategically placed at circular 

points along the ring's path. These magnets keep the electrons on their 

racetrack orbit. 

The first-generation synchrotrons were primarily used for particle physics-

related experiments and were considered parasitic facilities. They operated 

with storage-ring energies which are efficient for photon production in the 

ultraviolet and soft X-ray regimes. The first dedicated facility designed to obtain 

synchrotron radiations marked the emergence of second-generation 

synchrotrons, achieved through the development of powerful electron storage 

ring systems incorporating bending magnets. 

Subsequent advances aimed at enhancing X-ray beam brilliance, 

accomplished through the careful design of bending magnets and the 

installation of insertion devices (IDs), such as wigglers and undulators. These 

IDs are positioned along the longitudinal path of the storage ring, causing 

periodic perturbations in the electron's trajectory without affecting their 

average direction, resulting in the production of synchrotron radiations. 

This system, with the inclusion of IDs, defines the 3rd generation synchrotron 

facility, renowned for its superior brilliance. The schematic view of a 3rd 

generation storage ring, depicting its main components, is illustrated in the 

following figure. 
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Figure 3.2. Schematic illustration of a storage ring depicting main components 

like bending magnets, undulators, wigglers, quadrupoles, and RF cavity [27]. 

 
 

The purpose of quadrupole magnets is to focus (CHECK) the beam during its 

motion. Wigglers are magnetic structures located in the straight sections of a 

storage ring. Magnetic fields applied by these wigglers cause electrons to follow 

a wiggling path, resulting in the emission of synchrotron radiations. 

In third generation synchrotrons, undulators were introduced. Unlike 

wigglers and bending magnets, undulators provide spectra with narrow bands 

of radiations. These radiations interfere constructively, producing a spectrum 

with a fundamental frequency. As a result, the emittance and brightness of the 

radiation are significantly higher than what can be obtained from bending 

magnets and wigglers alone. A qualitative comparison between the wiggler 

spectrum and that of the undulator is shown below. 

 

 
Figure 3.3. The main difference between wigglers and undulators is only the 
excursion size which electrons are forced to experience from straight path [28]. 
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During the acceleration of electrons and the emission of electromagnetic 

radiations, electrons lose their energy. Without replenishing this energy, 

electrons would spiral toward the inner wall of the storage ring and be lost. To 

prevent this loss, radio frequency cavities are employed. Electrons enter these 

cavities and are accelerated by the electric field, thus regaining the lost energy. 

The beamlines are located along the axes of the IDs and tangentially to the 

storage ring and bending magnets [28]. The initial section of the beamline is 

termed front end and has the following functions: 

a. It provides a separation between beamline vacuum and storage ring 

vacuum. 

b. It monitors the position of the photon beam. 

c. When required, it restrain the X-rays from reaching to the sections 

consisting of the optics and experimental hutches. 

d. The front end separates the low-energy tail of the synchrotron radiation 

spectrum, which can be absorbed by matter and potentially damage the 

optical components. 

 
Before entering the experimental station, the beam passes through the optics 

section which typically consists of several mirrors controlling position and 

focus of the beam and a monochromator filtering the photon energy. The beam 

can be further shaped by apertures. Beamlines that use high-energy X-rays are 

shielded with lead-lined concrete walls to prevent user exposure to these rays. 

This protection is not only for X-rays but also for gamma rays that can result 

from collisions between gas particles and relativistic electrons in the storage 

ring. The energy of these gamma rays is on the order of GeV. As a result, 

experiments are conducted remotely within the experimental hutches, ensuring 

safety from radiation. 

 

3.1.1      Properties of Synchrotron Radiation 

The electromagnetic radiation emitted by synchrotron and used for 

experiments is mostly in the X-ray regime. X-rays are the type of 

electromagnetic radiations that exhibit wavelength in the range of 0.01 – 10 nm, 

which correspond to energies of 100 – 100 keV. This is illustrated in Fig. 3.4.  
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Figure 3.4. The Spectrum of Electromagnetic radiations in which the grey-striped 
region depicts the synchrotron photon energies from 0.01 eV to 5×105 eV. 

 

Synchrotron radiation holds distinct properties which enables it to play a 

vital role in the scientific research. The most outstanding properties are 

elaborated below [28]: 

a. Flux, Emittance, and Brilliance 

3rd generation synchrotrons are equipped with storage rings that 

optimize the photon beam flux and brilliance required for advanced 

experiments. Flux is defined as the number of photons per second per unit 

bandwidth passing through a defined area, in practical terms, the total 

intensity for a given energy range. The flux emitted by electrons is 

proportional to the square of their acceleration, and the centripetal 

acceleration exerted in the storage ring is proportional to γଶ, where, γ 

represents the Lorentz factor γ = 
க

୫ୡమ , with mcଶ the rest mass energy of 

the electron. Therefore, the flux is proportional to γସ, and higher energy 

storage rings are in principle favorable for higher total flux. 

Emittance describes the geometrical distribution of the emitted 

photons, defined as the product of the source size and the emission angle. 

A low emittance beam can be focused by optical method to a smaller spot 

size. Modern synchrotron light sources are optimized for low emittance 

values, i.e. small spot size (electron beam) and almost parallel emission 

angle. 
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Brilliance is basically flux divided by emittance, i.e. the total number 

of photons per energy bandwidth that can be focused into a given spot. 

To optimize brilliance, a high flux and low emittance are needed. 

Brilliance is the decisive quantity for many synchrotron experiments. 

 

b. Coherence 

Coherence is the capacity of the beam to interfere with itself. There 

are two main limits on the beam coherence. The longitudinal coherence 

time comes from the finite bandwidths of the source and is defined as the 

time it takes for the phase of two waves with different frequencies to 

change by 2π radians. It describes how various frequencies within the 

beam's bandwidth will gradually move out of phase with each other. In a 

beamline, the most important component for this longitudinal coherence 

is the monochromator. A second type of decoherence occurs when 

photons with the same frequency travel with slightly different angle. The 

transversal coherent length is dominated by the finite source size with 

divergence and can be affected by errors in the optical components. 

 

c. Polarization 

Synchrotron radiation, like any light can have different polarization of 

the electric field vector. The polarization of the synchrotron X-rays, as 

they exit the storage ring, depends on the line of sight, as depicted in Fig. 

3.5, for a bending magnet source. 

 

 

Figure 3.5. Depiction of polarization of synchrotron radiations with respect to 
viewer’s frame of reference relative to the electron’s orbital plane [28].  
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If observed within the plane of the electron's orbital, the polarization 

is linear within that specific plane due to the oscillation of electrons in the 

horizontal plane. When the line of sight is above the storage ring plane, 

the electrons appear to exhibit an elliptical orbit in a clockwise 

orientation. As a result, the angular momentum (ℏ) from the observer's 

reference is transferred to the emitted beam, making it left-circularly 

polarized (LCP). Conversely, if the observer's frame of reference is below 

the electron's orbital plane, the polarization is right-polarized (RCP). In 

the former case, photons carry a negative angular momentum of -ℏ while 

in the latter, it's a positive +ℏ. Similar considerations apply to IDs like 

wigglers and undulators when the electron orbit in the ring is substituted 

by the electron path in the ID magnetic field. 

The polarization of synchrotron light plays a crucial role for many 

experiments and techniques, for example, dichroic studies targeted at 

magnetism or other electronic phenomena, like orbitals.  

 

While in principle there are different ways of how X-rays can interact with 

matter (absorption, scattering), the process relevant for the PEEM technique is 

the emission of electrons upon absorption of X-rays by a material. Independent 

of the intensity of the incoming X-rays, if the frequency of the X-rays is greater 

than the binding energy of the electron in an atom, the electron can be emitted 

and is called photoelectron (or primary electrons), and the phenomena is 

known as Photoelectric effect. The electron kinetic energy is then given by [29]: 

E୩ = ℏω − Eୠ − Φ    (17) 

where ℏ𝜔 is the energy of X-rays which is fixed, Φ is the work function of the 

analyzer, and Eୠ is the binding energy of electron, and the analysis of Eq. (17) is 

the basis of X-ray photoemission spectroscopy (XPS). 

If the initial electron undergoes scattering processes within the material, or 

another electron from an outer shell fills the vacancy, emitting another photon, 

additional electrons can be emitted from the sample. In general, those electrons 
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are emitted with a low kinetic energy. These secondary electrons, also called 

low-energy Auger, constitute the vast majority of electrons emitted and their 

number is proportional to the absorbed X-rays. The detection of all outgoing 

electrons or the measurement of the replacing electrical current (drain current) 

is one way to perform X-ray absorption spectroscopy measurements (XAS). 

(a) 
 

(b) 
 

(c) 

Figure 3.6. Type and process of emitted electrons by X-ray absorption in PEEM. 
(a) direct photoemission of an electron by X-ray absorption (b) Secondary 
electrons are produced due to cascade of events initiated by production of 
photoelectrons. As soon as the kinetic energy of electrons decreases, mean free 
path increases, which leads to (c) an intense peak in the generation of low energy 
electrons in comparison to Auger electron intensity at higher energies [30]. 

 

 

 

Photoemission electron microscopy (PEEM) is a microscopic technique [31] 

first developed in 1933 by Ernst Brüche [32], who demonstrated that 

photoelectrons produced by UV light can be used to obtain an image of the 

sample. These photoelectrons can be exploited for high-quality imaging when 

accelerated with a high voltage towards the first (objective) lens. A related 

technique which uses a similar high voltage field between the sample and the 

objective lens is Low-energy electron microscopy (LEEM) [33–35] that 

investigates surfaces and interfaces of materials by elastically back-scattered 

electrons [36]. Many dynamic processes, including surface reconstruction, step 

dynamics, epitaxial growth, etc., can be monitored due to the large electron 

backscattering cross-section of materials, permitting video frame rate 

acquisition in LEEM. The idea of LEEM was first proposed by Ernst Bauer [37] 
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and first trials for this technique were carried out in the 1960s. A schematic 

display of this technique is presented in Fig. 3.7. 

 

 

Figure 3.7. Simplified schematic demonstration of a LEEM setup [35]. 

 

Electrons are emitted from the emitter (often a LaB6 crystal) and form a 

parallel beam in the illumination column. This parallel beam of electrons is 

deflected by a prism optic (beam separator) and falls orthogonally onto a flat 

surface. A biased potential is applied between the sample and the lens system 

to decelerate the electrons to lower energies. The backscattered electrons are 

deflected into the imaging column after acceleration from the sample. The 

electrons are then manipulated by multiple lenses to form an image on a two-

dimensional imaging detector. Changing the lens settings, either a real space or 

a reciprocal image (LEED) can be focused on the detector. The size and spot of 

the electron beam falling onto the surface of the material can be defined by the 

illumination aperture. Given that the accelerating field and the lens system is 

already in place, by employing suitable light sources, a LEEM can also be used 

as PEEM [38]. With the advent of Synchrotron X-rays, it is possible to capture 

images depicting the spatial distribution of electrons emitted by samples via X-

ray photoemission spectroscopy (XPS) and X-ray Absorption Near Edge 

Structure (XANES) [30]. Depending on the accepted electron energy, these are 

either primary or secondary electrons emitted upon the interaction with X-rays, 
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as shown in Fig. 3.6. When the mean free path between the electrons becomes 

longer due to low energy (a few eV), these electrons escape the material's 

surface and are collected by PEEM optics. A typical graph illustrating the 

relationship between yield and electron energy can be seen in Fig. 3.6c, showing 

a maximum yield above the work function and a decrease in yield with 

increasing energy. 

X-rays emit a wide spectrum of electrons, encompassing energies from the 

material's illumination level to its work function. This results in a broader range 

of energies for image formation compared to UV radiation [39], which is 

addressed by the addition of an electron energy filter (analyzer). 

 

3.3.1      Instrumentation 

3.3.1.1     Principle of Operation 

The schematic layout of the PEEM only microscope is depicted in the 

following figure, omitting the electron gun and adding the electron kinetic 

energy analyzer: 

 

Figure 3.8. Schematic illustration of the XPEEM [40]. 

 

In XPEEM (X-ray Photoelectron Emission Microscopy), X-rays illuminate the 

sample's surface, leading to the emission of photoelectrons. These 

photoelectrons are then accelerated using a high voltage (typically 10 – 20 kV) 
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to maintain their local information. Electromagnetic lenses magnify the image, 

and the microscope includes deflectors and stigmators for optimizing the 

electron path. Finally, a multichannel plate, coupled to a phosphorous screen, 

detects the electrons, allowing sensitive CCD cameras to capture the image. 

 

3.3.1.2     Lateral Resolution 

The lateral resolution of the PEEM microscope depends on several factors, 

and can reach down to a few nanometers [31]. These factors are: 

 The accelerating HV field 

 The mechanical stability of the setup 

 Quality of the detector 

 Space charge (electrons inside the microscope travel in bunches and 

repel each other. This issue is particularly important with pulsed light 

sources, like synchrotron [41]. 

 The geometrical and chromatic aberrations of the electron lens 

system 

There are several ways to improve the electron optical system performance. 

An iris (contrast aperture), inserted in the back focal plane (BFP) of the 

objective lens, defines the angular reception of the microscope, reducing 

geometrical aberrations. The smallest useful contrast aperture size is reached 

when diffraction effects come into play. Chromatic aberrations (different optical 

characteristics for different electron energies) can be reduced by selecting a 

narrow pass energy band (electron analyzer) and by aberration correction (AC) 

of the objective lens by an electron mirror, which has become recently available. 

The use of AC not only increases the resolution but can also enhances 

transmission by allowing the use of larger contrast apertures [42]. As a general 

rule, however, improvements come with a reduction in intensity. 
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3.3.2 Multi-Technique Surface Characterization in a 

LEEM-PEEM Instrument 

As mentioned before, PEEM is often used in conjunction with LEEM. Thanks 

to the adaptable electron optics a combined LEEM-PEEM instrument can be 

used in different modes to obtain complimentary characterization of samples. 

With the electron gun, LEEM offers high-resolution imaging and low-energy 

spectroscopy (LEEM-IV) and micro-spot diffraction (µ-LEED), and dark-field 

imaging with a selected LEED reflection. These measurements address mostly 

morphological and structural properties. When the incoming electron energy is 

varied around the threshold of reaching the sample, i.e. the MEM-LEEM 

transition (MEM = Mirror Electron Microscope), work function contrast and 

differences are resolved. The change between imaging and diffraction (LEED) is 

realized by adjusting the strength of the electron lenses. A third type of 

measurement is the dispersive mode where the dispersive plane of the electron 

analyzer is imaged onto the detector. A representation of these modes is shown 

in Fig. 3.9. 

  

 
Figure 3.9. Various operation modes of LEEM-PEEM microscope with respective 
optical configurations, (a) spectroscopic imaging, (b) spectroscopic diffraction 
imaging, and (c) micro spectroscopy (dispersive) operation [43]. 
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3.3.2.1      XPEEM  

The term XPEEM is commonly used to refer to a PEEM instrument operated 

with synchrotron radiation in form of X-rays, which allows to extract additional 

information from the sample.  

 

3.3.2.2     X-ray Absorption Spectroscopy (XAS) with PEEM 

Spectroscopic imaging with X-ray absorption spectroscopy (XAS), was 

introduced by Tonner and Harp [44]. Transitions typically occur at the L, M, and 

N edges of metal and metal oxide materials, providing insights into the magnetic 

and chemical behavior of these substances. XAS is carried out using a laterally-

resolved method, measuring the intensity of low-energy secondary emitted 

electrons as a function of photon energy. Therefore, the X-ray monochromator 

determines the energy resolution. The large inelastic mean free path of these 

photoelectron energies enables examination of concealed layers and interfaces 

within materials up to a few nanometers deep from the surface. When analyzing 

organic and carbon-related materials, the transition occurs at the C K-edge. 

However, the problem in this energy range is the typical contamination of the 

beamline optical elements with carbon residues, resulting in strong variations 

of incoming photon flux. 

3.3.2.3     XMCD and XMLD with PEEM 

Other than the photon energy, also, photon polarization can be exploited. The 

most common examples are X-ray magnetic circular dichroism (XMCD) and X-

ray Linear Dichroism (XLD) which can be of magnetic (XMLD) or non-magnetic 

origin. When illuminating the sample with polarized X-rays, the absorption 

cross section and therefore the detected electron intensity depend for instance, 

on the relative orientation of the sample magnetization and the beam 

polarization. For the physical explanation of the XMCD effect, refer to [45]. 

Images with magnetic contrast are achieved by pixel-wise subtracting two 

images with different photon polarizations, such as circular right and left in 

XMCD, and linear horizontal and vertical in XMLD, and then normalizing the 

result by the sum of the two images, as in Eq. 18 [40]: 

Iଡ଼େୈ =  
శି ష

శା ష    (18) 



Chapter 3  XPEEM 
 

34 
 

where (σା) denotes the circular right polarization and (σି) denotes the circular 

left polarization. The XMCD is sensitive to the magnetization component 

projected onto the incoming beam, represented by an equation [46]:  

Iଡ଼େୈ ∝ 𝐤መ ∙ 𝐌,       (19) 

in which 𝐌 corresponds to direction of the sample magnetization onto the 

helicity vector, which is along the incident beam projection 𝐤መ . 

In most instruments, the XMCD-PEEM is preferentially sensitive to the in-

plane component of the magnetization vector because of the grazing-incidence 

angle of the X-ray beam.  

  XMLD is the difference in XAS cross section for the electric field vector (𝑬) 

of linear polarized X-rays oriented parallel and perpendicular to spin axis [47], 

which can be written as: 

Iଡ଼ୈ = μ|| −  μୄ,   (20) 

in which μ|| and μୄ correspond to parallel and perpendicular polarization, 

respectively, of the X-rays.  In XMLD, the contrast is proportional to the the 

square of the dot product of X-ray polarization (electric field vector 𝑬) and local 

magnetization vector, as depicted in Eq. 21: 

Iଡ଼ୈ = |𝐄 ∙ < 𝐌 > |2   (21) 

The XMLD is particularly useful for antiferromagnetic systems where the XMCD 

signal cancels (no net magnetization) but spins are still oriented as, for example, 

in collinear systems. Due to the square on the factor in Eq. 21, the XMLD signals 

from two neighboring antiparallel spins do not cancel, but add up, thus allowing 

the imaging of the antiferromagnetic domains.  

 

3.3.2.4     X-ray Photoemission Spectroscopy (XPS) 

When primary photoelectrons with comparatively high kinetic energy are 

selected with the analyzer, one refers to X-ray Photoemission Spectroscopy 

(XPS-PEEM).  

By varying the detected electron kinetic energy E୩, e.g. by applying a bias 

voltage to the sample (Vୱ୲ୟ୰୲), spectral imaging is performed. The resulting 

image stacks allow to extract local XPS spectra. The energy resolution in this 

case is given by the combination of the incoming photons (beamline) and the 
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analyzer pass widths defined by an energy slit. Since count rate is typically low 

in these settings, an alternative way for measuring local spectra is to introduce 

an aperture in an image plane (field limiting aperture) and use the microscope 

in dispersive plane (Fig. 3.9c). With core-level and valence band photoemission 

PEEM, one can determine the local occupancy of the sample and map variations 

in composition and chemical environment. The same field limiting aperture is 

also used to define the area from which local angular resolved photoemission 

spectroscopy (µ-ARPES) measurements are obtained as kx – ky maps when using 

the microscope in diffraction mode (Fig. 3.9b). 

 

 
ALBA is a 3rd generation synchrotron light source that incorporates a 

composite of electron accelerators for the generation of synchrotron radiation, 

enabling the understanding of atomic structuring of matter through the analysis 

of various properties. The energy of 3 GeV is currently achieved with a current 

of 250 mA and an emittance of 4.3 µm radians [48, 49]. The perimeter of the 

storage ring is 270 m, housing 12 state-of-the-art beamlines that cover the soft 

and hard X-ray range for various characterizations. 

The XPEEM experimental station is based on an Elmitec GmbH commercial 

LEEM-III, and is utilized as Spectroscopic Photoemission and Low Energy 

Electron Microscopy techniques (SPELEEM). The X-ray source used at the 

beamline is an APPLE II helical undulator capable of operating with variable 

polarization. Soft X-ray photons, in the energy range of 0.1 – 2 keV, are directed 

through a plane-grating monochromator and delivered to two independent 

branches: PEEM and NAPP (Near Ambient Pressure Photoemission). Two 

toroidal mirrors are used after the monochromator chamber to focus the beam 

onto an exit slit, and a pair of deflecting mirrors guide the beam to either branch. 

Here, we present the details of the characteristics of the experimental station 

dedicated to the XPEEM facility. 
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3.4.1      The Experimental Station Layout and Microscope 

The setup of the XPEEM, along with its various sections, is illustrated in Fig. 

3.10. A detailed explanation of the setup and the microscope can be found in 

[50]. The system consists of several vacuum chambers, including the main 

chamber (microscope), a preparation chamber, a load-lock section, and an 

entrance chamber. To introduce a sample into the system, it is first inserted into 

the load-lock. Once a sufficient vacuum of 10-7 mbar is achieved, the sample is 

transferred into the entrance chamber. The entrance chamber contains multiple 

parking spaces for storing sample holders, which can be moved and stored using 

a linear manipulator. Following the entrance chamber is the preparation 

chamber, equipped with various tools for surface preparation, such as argon 

sputtering, oxygen treatment during heating, and degassing of the samples. The 

sample can then be moved to the main chamber, where imaging can be 

performed without breaking the vacuum between any chambers. Both the 

preparation and main chambers are equipped with several evaporators for 

performing molecular beam epitaxy deposition of thin films. Inside the main 

chamber, a six-fold manipulator is used to position the sample holder, allowing 

X-rays to illuminate the sample. This setup enables various characterization 

techniques, ranging from LEEM and LEED when using an electron source to 

synchrotron-related XPEEM, XAS, and XPS. 

 
(a) 

 

 
 

(b) 

Figure 3.10. (a) Side-view of the XPEEM experimental station including main 
chamber (PEEM), preparation chamber, entrance chamber, parking, and prompt 
pumping load lock. (b) Top view of the experimental station and the last section of 
the beamline, I0 and KB refocusing mirrors chamber. 
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Upstream of the microscope (Fig. 3.10b), there is an I0 measuring chamber 

equipped with various components, including a gold mesh, gold foil, gold 

evaporator, fluorescent screen, and a calibrated photodiode. However, typically, 

the drain current of the last focusing mirror is used to obtain the normalization 

signal. The X-ray beam is incident on the sample at an angle of 160 degrees due 

to the tilted geometry of the chamber, with the sample surface facing 

downward. The photon beam emerging from the synchrotron is wider 

horizontally than vertically. As a result, the beam projection causes elongation 

across the surface along the narrow vertical dimension of the X-ray beam. 

The microscope, I0, and refocusing mirrors chamber are all placed on the 

same synthetic granite support, designed to minimize external vibrations and 

increase rigidity. The demagnification of the photon beam achieved by the 

bendable Kirkpatrick-Baez (KB) refocusing mirrors [51] is 3.8:1 along the 

horizontal plane and 6.1:1 along the vertical plane. These mirrors enable precise 

control of the photon beam. The microscope is equipped with a LaB6 electron 

gun for LEEM and LEED, as well as a mercury lamp for UV-PEEM 

characterizations, in addition to soft X-rays. As mentioned earlier, in the case of 

LEEM, a magnified image is formed by the backscattered electrons at the 

sample's surface with a lateral resolution of 10 nm in real-time. For PEEM, 

electrons are excited by the photon source and collected to create the image. In 

the most frequently used mode, i.e. XPEEM with low-energy secondary 

electrons, a spatial resolution of down to 20 nm, has been demonstrated [25]. 

For regular operational situations, the sample is maintained at 20 kV and 

positioned at a distance of 2.8 mm from the objective lens. However, in various 

situations, a reduced field setting (operating voltage of 10 kV, and increased 

working distance, up to 5 – 6 mm) can also be utilized. On the one hand, there 

are experimental circumstances that increase the risk of electrical arcs, like 

insulating samples or degassing samples or sample holders (electromagnets), 

exposed wire bonds. On the other hand, certain samples are extremely sensitive 

to arcs, e.g. contacted electrodes and devices which are typically destroyed by 

the very first arc. In the reduced electric field setting, experimental resolution 

of at least 56 nm can be achieved [52]. 
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3.4.2      Sample Holders at the CIRCE-PEEM 

The XPEEM beamline at the Alba Synchrotron is equipped with various types 

of sample holders designed for conducting different experiments, as illustrated 

in Fig. 3.11. 

In Fig. 3.11a, a standard Elmitec sample holder is depicted. It includes a 

filament for heating and a W/Re thermocouple. The sample is positioned at the 

top of the central region and secured with a cap featuring a hole in the center, 

available in various diameters for imaging the sample. These sample holders 

allow for sample heating up to 2000 K using the filaments, which utilize two of 

the electrical connection points on the sample holder. These connections are 

insulated from the sample holder body, as the body serves as a reference 

potential for the photoelectrons, also known as the start voltage. Two of the 

electrical contacts are reserved for the thermocouple, and two additional spare 

contacts are available for other purposes, like applying multi-axial magnetic 

fields or electrical signals to the sample. 

 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

Figure 3.11. Types of sample holder the XPEEM beamline is equipped with. (a) 
Standard Elmitec sample holder for heating up to higher temperatures. (b) Sample 
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holder for applying the magnetic field in out-of-plane direction. (c) Uniaxial 
sample holder to apply the field along the sample axis. (d) Quadrupole sample 
holder capable to apply a vector magnetic field in the sample surface. (e) Sample 
holder compatible with the PCB to apply electrical signals as well as magnetic 
field within the plane of the sample. (f) Sample holder with PCB mounted to apply 
electrical signals. 

 

Within the XPEEM chamber, magnetic fields can be applied to the sample 

using specific custom sample holders, as shown in Fig. 3.11(b-e). Fig. 3.11b 

demonstrates a sample holder that allows the application of an out-of-plane 

magnetic field. The field is generated by passing electrical current through a 

copper wire mounted on the Armco/Permendur yoke, with the length, 

diameter, and the number of windings determining the field strength at the 

sample. 

Fig. 3.11c illustrates a uniaxial/in-plane sample holder, where the sample is 

positioned above the yoke, where the distance between the yoke elements is the 

most crucial quantity to achieve large magnetic fields. The drawback of small 

elements is a loss in spatial homogeneity of the field in the sample position. In 

Fig. 3.11d, a quadrupole sample holder is depicted, capable of applying a biaxial 

in-plane magnetic field, which can be swept through all angles when using 

suitable current values for each set of opposite coils. 

Fig. 3.11e displays a sample holder that can carry a printed circuit board 

(PCB) for making connections to the sample surface to apply additional 

electrical signals. It also contains a small rotatable electromagnet to apply a 

magnetic field in any direction along the sample surface. In Fig. 3.11f, the 

assembly with PCB and sample is shown, where contacts are established via 

wire bonds to the PCB pads. 

 

3.4.3.     Sample Holders for GHz Frequencies 

Within the scope of this thesis, a main objective was to reach and excite the 

sample with GHz electrical signals. A detailed description of the developed 

solution is shown in Chapter 6. In this section, only the modification for the 

sample holder and PCBs are shown. Two sub-miniature push-on (SMP) 
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connectors are soldered using UHV-compatible solders to a dedicated PCB for 

high frequency signals. The PCB is made like in previous versions from Rogers 

4000 raw material, which provides adequate UHV compatibility (Fig. 3.12a). 

The metal spacer under the PCB was machined to accommodate the 

additional SMP connectors. A new cap design has been proposed to allow for 

sufficient space for the SMP connectors which otherwise would collide with the 

end of the cap used previously (compare Fig. 3. 12b). The modification was 

designed to keep the maximum possible cap-coverage of the sample and sample 

holder. 

Fig. 3.12c illustrates the full assembly with the modified cap, the SMP-

soldered PCB, and the sample mounted in the sample holder. Further details on 

PEEM measurements while applying signals to the samples are provided in 

Section 4.3.2. 

 

 

Figure 3.12. Display of modified parts to be employed for higher frequency 
signals. (a) PCB soldering to sub-miniature push-on (SMP) connectors. (b) 
Comparison in the geometry of standard (left) and modified (right) caps for the 
specific PCB. (c) Modified PCB together with the sample and cap mounted in the 
sample holder. 
 

3.4.4     In-/Out-of-Plane Vector Magnet Sample Holder 

Another activity, not directly linked with electrical signals, during this thesis, 

was the fabrication of a new special type of sample holder which can be used as 

a vector magnet combining in-plane and out-out-of-plane magnetic fields. It was 
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prepared and characterized, and is now being offered to regular users. It is 

shown in Fig. 3.13a.  

 

(a) 
 

(b) 

Figure 3.13. (a) Illustration of the new in-/out-of-plane sample holder. Different 
shades of yellow arrows depict the direction of the magnetic field from in-plane to 
out-of-plane of the sample. (b) Characterization of the sample holder in (a) 
showing the magnetic field as a function of applied current through both the coils. 
When using both coils in a suitable combination, any field angle in a plane 
containing the sample surface and normal can be achieved. 

 

This sample holder, known as the in-/out-of-plane magnetic field sample 

holder, is capable of applying a magnetic field that can project either in-plane or 

out-of-plane relative to the sample. The geometry of the two yokes and the 

number of windings in each coil were designed to match the magnetic fields in 

both directions at equal current using three-dimensional OPERA simulation 

software suite of Dassault Systèmes (2018) [53]. This design allows the 

operation as vector magnet with the same two current sources in the Elmitec 

rack which are also used for the in-plane quadrupole sample holder. In our case, 

each side and the central cylinder have 400 turns, generating similar field 

strengths in both planes. The sample is positioned in the gap, supported by two 

edges of the spacer.  

Fig. 3.13b displays a plot of magnetic field as a function of applied current, 

with the black and red lines representing the field along and out of the sample 

plane, respectively. The nearly identical values in both directions at similar 

current values validate our design.  
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Chapter 4 

 

        

MAGNETIZATION DYNAMICS 
DRIVEN BY SURFACE ACOUSTIC 

WAVES (SAW) 

 

Tuning the magnetization in materials is considered to be an efficient way to 

enhance the properties of such materials for their applications in respective 

domains. Various methods are being investigated throughout the years in order 

to understand the mechanisms that take place within the materials during their 

optimizations. In this chapter of the thesis, various techniques have been 

presented that generate and control the magnetization dynamics in magnetic 

materials. Furthermore, an explanation towards imaging such dynamics is also 

presented in this chapter. This is divided into three parts. The first part is 

dedicated to the brief state of the art and the physics associated with different 

mechanisms causing dynamics in magnetization. In the second part, attention is 

drawn towards the understanding of the surface acoustic waves (SAWs) 

followed by the studies carried out to manipulate magnetization dynamics with 

the help of SAWs. The third part is focused on the experimental setup needed to 

combine SAW generation with X-ray photoemission electron microscope 

(XPEEM) imaging.
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4.1    Magnetization Dynamics 

One of the standard approaches for manipulating magnetization is the use of 

magnetic fields created by the flow of current through a coil. Nevertheless, in 

this case, a magnetic field tends to align the magnetization in the same direction 

as it results in a low-energy state of the system. However, low switching speed 

and higher consumption of energy are the vital issues that occur employing 

magnetic fields for magnetization manipulation. Therefore, for the last 20 years, 

attention has been devoted towards new methodologies and studies in order to 

manipulate magnetization and magnetic structures [54, 55]. An alternative to 

magnetic fields in manipulating magnetization is the spin of electrons in an 

electric current flowing through the magnetic material, and the mechanism is 

known as spin-transfer torque (STT) [56, 57]. In this mechanism, torque is 

produced by the spin-polarized conduction electrons into the magnetic layer 

due to the transfer process of angular momentum. With this, the magnetization 

of a ferromagnetic layer may be switched. Further, spin-orbit torque (SOT) [58, 

59], consisting in an electrical current flowing through a bilayer made of a non-

magnetic material with a strong spin-orbit coupling and a ferromagnet can 

produce a variation into the magnetization of the ferromagnet. A spin 

accumulation occurs at the interface layer caused by several spin dependent 

scattering (spin Hall effects [60]) in the non-magnetic material, thus causing the 

magnetization reversal at the ferromagnet. Some of the examples of exploiting 

SOT lead to develop MRAM [61], spin logic devices [62], and high-frequency 

microwave devices [63]. The switching process in both STT and SOT is governed 

by a precessional motion of magnetization described by the Landau-Lifshitz-

Gilbert (LLG) equation [64]. Other means of controlling magnetization utilize 

ultra-short light pulses [65] and the thermal effects associated with it [66, 67]. 

Another promising approach to steer the magnetization in magnetic 

materials is by means of electrical fields which is dominant in developing 

energy-efficient spintronic devices [68]. Earlier studies have been carried out 

among ferromagnetic semiconductors among which magnetization has been 

altered due to carrier concentration modulated by electric field [69, 70]. 

Employing electric fields reduces power consumption and dissipation in 
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comparison with the use of magnetic fields. The effect of electrical fields on 

magnetic states are considerably weak in general but electrical fields may create 

strain and elastic deformations induce disturbances in the solid lattice, hence, 

resulting, in some cases, in the alteration of magnetic properties. 

Magnetostrictive systems are considered to be more encouraging in modifying 

magnetic states by non-magnetic means. Different studies have been carried out 

in which magnetic modifications have been induced by the elastic deformation 

due to electric fields in different material systems [71–75].  

Magnetization dynamics can be probed using various techniques, including 

transport measurements with Anisotropic Magnetoresistance (AMR) [76], 

Magneto-Optical Kerr Effect (MOKE) [77], and X-ray-based methods. In 

transport measurements with AMR, changes in resistance due to magnetic field 

variations provide information about the magnetization dynamics. The AMR 

effect relies on the angular dependence of the resistance in a ferromagnetic 

material. Magneto-Optical Kerr Effect involves measuring the changes in the 

polarization of light reflected from a magnetic material as a function of the 

applied magnetic field, offering insights into the magnetization behavior. X-ray 

techniques, such as X-ray Magnetic Circular Dichroism (XMCD) [78] and X-ray 

Magnetic Linear Dichroism (XMLD) [75], utilize synchrotron radiation to study 

element-specific magnetic properties, providing a detailed understanding of the 

magnetic dynamics at the atomic level. These diverse approaches enable 

researchers to explore and characterize magnetization dynamics in a wide 

range of materials and conditions. 

 

4.2    Magnetization Dynamics by SAW 

4.2.1      Surface Acoustic Waves (SAWs) 

SAWs are strain waves that propagate through the surface of material which 

exhibit elasticity (Fig. 4.1). The amplitude of these waves decays exponentially 

to the depth of the material, such that they are confined in height to about one 

wavelength [79].  
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Figure 4.1. Schematic depiction with regions of compressive and tensile strain 

during propagation of a SAW through piezoelectric material [80]. 

 

The concept of SAW was initially explored by Lord Rayleigh in 1885, where 

he formulated its dispersion relation for isotropic elastic media [81]. However, 

practical applications did not emerge until 1965 when White and Voltmer 

showcased the generation and detection of SAW using interdigital transducers 

(IDTs) deposited on piezoelectric substrates like quartz or lithium niobate [82]. 

SAW can be categorized into various modes based on its polarization direction, 

including Rayleigh SAW (R-SAW) [83], shear-horizontal SAW (SH-SAW) [84], 

and Lamb wave [85]. In layered structures, additional waveforms such as Love 

waves, Sezawa waves, Stoneley waves, and others may exist [86]. 

Owing to its relatively low velocity (~3990 m/s for LiNbO3) compared to 

electromagnetic waves and high sensitivity to frequency (up to the GHz range) 

[87], SAW devices initially found extensive use as filters and delay lines in 

telecommunication systems [88]. Subsequently, SAW technology evolved to 

serve as sensors for diverse physical quantities such as temperature, pressure, 

strain, and mass [89]. The functionality of the SAW devices depends on factors 

such as input power and frequency of electrical signals, geometry and material 

of SAW devices and substrates. SAW devices also find application as actuators, 

enabling the control of microfluids, microdroplets, and particles in fluids. 

SAWs can be generated by depositing IDT electrodes on the surface of a 

piezoelectric material. These IDTs are excited by radio frequency electrical 

signals; hence, the electrical energy is converted to mechanical energy. This 

phenomenon is known as actuation [90]. The frequency of the waves is defined 
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by the spacing d between the fingers of the IDTs, corresponding to the formula 

𝑓SAW = 𝑛
𝑣SAW

𝑑
, where “n” corresponds to different harmonics and “vsaw” is the 

propagation velocity of SAW in specific material. The SAWs are generated if the 

radio frequency of the generator matches the resonance frequency of the IDT, 

thus, the waves are launched and may travel in distance up to millimeters. A 

piezoelectric voltage is also accompanied with these waves that propagate along 

the material’s surface. This will be illustrated in detail in the upcoming chapters. 

SAWs can be used in electronics due to their capability of transforming 

centimeter wave in free space to micrometer scale in a chip. 

 

4.2.2      Magnetization Dynamics by SAWs – State of the Art 

In magnetic systems, SAWs are considered to be a possible effective tool that 

induce magnetization dynamics with less power dissipation within the system. 

The coupling occurs by the phenomenon of inverse magnetostriction (Villari 

Effect), also known as magneto-elastic effect, i.e. the change in magnetic 

properties (mostly anisotropy) due to strain [13, 91–96]. Magnetization 

dynamics due to SAWs have been investigated for long time and clear 

modifications in the magnetic states have been observed [97–106]. 

Alternatively, there have been studies showing changes in the SAW propagation 

induced by magnetization dynamics [107–110]. In the context of the effect of 

the magnetization on the SAW transmission, a nonreciprocal behavior of the 

SAWs has been established in various ferromagnetic, semiconductor [111] and 

dielectrics heterostructures [112] as well as in synthetic antiferromagnets 

[113]. SAWs have also been used to modify static magnetic structures such as 

controlling magnetic domain walls in thin films with perpendicular magnetic 

anisotropy [114]. Other examples of the use of SAW for controlling dynamics of 

magnetic properties of materials include SAW-assisted skyrmion creation in 

asymmetric stack [115], their dynamics in ferromagnets [116], and 

antiferromagnets [117]. From the practical perspective, SAWs have been used 

to promote switching in ferromagnetic films [103] or nano-elements [118], to 

generate magnetization rotations in ferromagnetic bars [119], to assist in 
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magnetic recordings [120], and to modify exchange bias in magnetic field 

sensors [121]. 

 Another promising approach is the generation of magnetization waves by 

SAW, also termed as magneto-acoustic waves, which provide a link to the field 

of magnonics [122]. Studies have been carried out to drive ferromagnetic 

resonances elastically due to SAWs [99], thus, reforming the usual mechanism 

of rf electromagnetic field-induced deformations. Recently, SAWs have been 

induced in the piezoelectric LiNbO3 substrate that excited magneto-acoustic 

waves in ferromagnetic Ni thin film [94]. The long-range propagation of such 

waves directs towards the strong coupling of elastic deformations with the 

magnetization. In this study, not only SAWs but also the magneto-acoustic 

waves were imaged by employing the XPEEM. 

 Imaging of SAW can provide information about acoustic properties of 

materials. Amplitude and frequency response can be extracted from 

measurements studying conversion of electrical signals into acoustic vibrations. 

Information about the process of SAW excitation and propagation in solids can 

be assessed from direct imaging techniques such as X-ray diffraction [123], 

topography [124], the scanning electron microscopy method [125], or 

Transmission-Mode Microwave Impedance Microscopy [126]. By employing 

XPEEM, we can visualize SAW and quantify the associated electric signal, 

obtaining a value for the SAW-generated strain, both in time and space 

[127]. The methodology of imaging SAWs is explained in the next section of this 

chapter.  

In a similar way, information about the interaction between acoustic waves 

and magnetization can be extracted from indirect measurements of either 

magnetic or acoustic properties of materials. An example would be the acoustic 

absorbed energy of an acoustic signal as a function of the magnetic state [98, 

99]. Direct detection and imaging of magneto-acoustic signals is thus interesting 

and the available different techniques offer a variety of challenges and 

opportunities. Some of the used techniques are MOKE [95], MFM [128], XPEEM 

[13], and STXM [129].  
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4.3    Experiments with SAW in XPEEM 

The main focus of this thesis is the measurement of magnetization dynamics 

driven by SAWs in XPEEM into the GHz regime. To start with, the following 

section explains how experiments with SAWs are performed in the PEEM 

microscope. The topics covered include the sample and sample holders, the 

timing method (synchronization), as well as the contrast mechanism of the SAW 

in the direct PEEM image.  

 

4.3.1      Excitation of SAW by IDTs 

For observing the magnetization dynamics in ferromagnetic Ni and Co, black-

LiNbO3 substrates (128⁰ Y-cut) [130] were used, as they provide the best SAW 

properties. For antiferromagnetic CuMnAs films, GaAs, which is a weak 

piezoelectric in the [110] crystalline direction, was used as it allows epitaxial 

growth of the CuMnAs. IDTs, 10 nm Ti, 40 nm Al, 10 nm Ti, with fundamental 

frequencies from 125 MHz – 1 GHz were prepared by collaborators at the Paul 

Drude Institute in Berlin by optical and e-beam lithography (see Fig 4.2a for 

example). Using harmonics of the fundamental frequencies, different SAW 

frequencies can be synchronized with the synchrotron light. While all 

harmonics work equally efficient in the 100s of MHz regime, above 1 GHz, the 

IDTs are only tuned for one specific harmonic due to the non-linear dispersion 

relation of LiNbO3, i.e. the change in the sound velocity. An adaptation to the 

XPEEM requirements is the increased distance (6 – 8 mm) between the IDTs 

which allows to keep the wire bond contacts far away from the region of 

measurement. 

IDTs can be electrically characterized by network analyzer which measures 

the reflected electrical RF power at the device (S11) or the transmitted electrical 

power (S12) between two opposing IDTs when used in a two-port configuration. 

Fig. 4.2b depicts the characterization of a pair of IDTs. The IDTs are designed to 

have first harmonic at 125 MHz and show resonances at the multiples of 125 

MHz. The firm contact of the IDTs is affirmed with the sharp peaks in S12 at 

harmonics of 125 MHz, demonstrated with the black curve in Fig. 4.2b.  
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This type of measurement can be performed when proper high frequency 

contacts are available to the sample. However, some XPEEM experiments are 

conducted with lower bandwidths cables or with only a single IDT. In this case, 

it is still useful to confirm the proper connection and operation of the device 

inside the microscope with the network analyzer. Typical data obtained in these 

conditions is shown in Fig. 4.2c. The black curve shows the transmitted signal 

through the IDTs and the blue curve depicts the reflecting signal. Although, the 

signals are missing strong peaks at resonance, the wiggles in both the curves in 

proximity to a resonance frequency indicate the working connection.  

 

 

(a) 

 

(b) 

 

(c) 

Figure 4.2. (a) The left side shows an IDT device with the contact pads. The right 

side displays the magnified area in the yellow box of the left side showing the 

fingers (antennas) which generate the SAWs, in the direction of white arrow.  (b) 

Electrical characterization of IDTs on a LiNbO3 substrate: Reflection in blue (S11) 

and transmission in orange (S12) as a function of frequency. The wiggles in both 

signals at 125 MHz shows the first harmonics of the resonant frequency. (c)  

Characterization of an IDT in transmission (S12) inside the microscope depicting 

the proper and improper contacts in red and black, respectively.    
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4.3.2      Sample Holder and Mounting 

For XPEEM imaging, samples are mounted in specific sample holder to be 

loaded in the microscope (Fig 4.3a). It includes a printed circuit board (PCB) 

that provides a platform to contact the IDTs with the wire bonds. The sample is 

covered with the cap, as shown in Fig. 4.3(b-c) to avoid the unnecessary part of 

the sample being exposed to the beam. The cap has a hole of diameter 3 – 8 mm 

that allows to image the sample. The cap has to be raised slightly above the 

sample to circumvent the wire bonds contacting the sample. Because of the 

raising of the cap, we face two experimental complications. The first is a region 

of shadow on the sample where X-rays are blocked by the cap, and therefore no 

electrons are emitted. The second is an imaging artifact due to an electrostatic 

lens effect which is illustrated in Fig. 4.3d. In practice, electrostatic lens effect 

proved to be more limiting than the shadow.  

In Fig. 4.3d, the curved-red line depicts the wire bond which is being covered 

by the cap (blue line). The wire bond should be as low as possible to avoid a 

short-circuit with the cap. It is favorable to mount the cap as low as possible to 

minimize the electrostatic lens effect. When the X-rays fall on to the surface of 

the sample, the photoelectrons produce secondary electrons which leave the 

surface of the sample and follow various trajectories (light orange arrows). If 

the distance between the cap and sample is relatively higher, X-rays are blocked 

from reaching the sample and thus, shadow is formed on the sample. This is 

illustrated in Fig. 4.3d as black region on sample. The electrostatic lens effect 

occurs when the point of interest is not sufficiently centered inside the hole of 

the cap. The emitted secondary electrons from the sample surface are deviated 

from their normal path due to the edges of the cap, which form another ring 

electrode at the same potential like the sample. The raised cap distorts the 

electric field which normally is only defined by the sample and the objective lens 

and results in a tilt-like effect on the image, which can be too large to be 

corrected. This electrostatic effect can be minimized in the following way: 

mounting the sample with the region to be imaged (not the substrate) as 

centered as possible in the cap; reducing the loop of wire bonds to the least 

possible height that allows to lower the cap.  
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(a) 

 

(b) 

 

(c) 

 

(d) 

Fig. 4.3. (a) Depiction of sample mounted on PCB within sample holder. Purple 

arrows denote the IDTs whereas brown arrow specifies wire bonds. For the 

electrical connections up to 500 MHz, two standard electrical contacts at the top of 

the sample holder are used (“spares”). The airside cable from the PEEM to the 

main electronic rack has been modified to a coaxial standard while the UHV 

standard feed-throughs are kept. The improved version for GHz signal is discussed 

in detail in Chapter 6. (b) Side-view of the sample holder illustrating contact feet 

and spacer on which the PCB rests. (c) Top-view of the sample holder together with 

the cap covering the sample. (d) Schematic illustration of electrostatic lens effect 

which produces imaging artifacts due to the cap edges. The black area represents 

shadow which is formed when the cap limits the path of X-rays from illuminating 

the sample. 

 

Another challenge for the SAW experiments in XPEEM is that the substrates 

are typically insulators and are charging under the X-ray beam. The measures 

to mitigate sample charging are the use of a reduced beam flux in comparison 

to usual operating conditions, adding additional ground electrodes on top of the 

sample, and working at negative sample bias voltages. 

Since the operation of XPEEM microscope is performed with an accelerating 

voltage (10 – 20 kV), there exists a high possibility of arcs between the sample 

and the objective lens. These arcs can damage the sample, IDTs or the electronic 
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components connected to it. The probability of arcs is reduced by operation at 

relatively less accelerating voltage, i.e. 10 kV, together with an increased 

distance between the objective lens and the sample. This operation is performed 

at the expense of the spatial resolution of the microscope reducing from the 

benchmark 20 – 30 nm to about 50 – 60 nm, though, sustaining the safety of the 

sample. Additionally, samples are degassed in ultra-high vacuum at moderate 

temperatures for at least two hours using a conventional halogen lamp through 

a view-port before experiments.  

 

4.3.3     Synchronizing Electrical Excitations with X-rays 

The X-ray pulses obtained from the Alba Synchrotron are of approximately 

20 – 30 ps length with the repetition rate of 2 ns in multi-bunch mode. At the 

origin of this time structure are the RF accelerating cavities for the electrons, 

which operate at 500 MHz. Even for more complex filling patterns, like hybrid 

mode, the necessary condition of any electron bunch to be in phase with the 2 

ns repetition sequence remains. With the pulses of synchrotron, we can thus 

acquire time-resolved measurements (stroboscopic measurements) much 

faster than the typical time response of the microscope if the sample excitation 

is synchronized with the photon pulses.  

In order to generate such oscillatory signals, a Keysight EXG Vector signal 

generator (RF generator) is utilized to capture the synchrotron master clock 

(phase-lock loop, PLL) from a digital signal distributed by optical fiber. The RF 

generator produces a phase-synchronized analog sinusoidal signals with 

adjustable phase and power between 1.115 MHz (ALBA orbit clock) and 1 GHz. 

The analog signal from the RF generator is then further transmitted via an 

optical fiber link, designed at ALBA [131], into the PEEM high-voltage rack 

where it is converted back to an electrical signal. Depending on the desired 

signal, different treatment such as pre-amplification, filtering and frequency 

multiplication is performed at low level before the final, universal high-power 

amplifier. Optical communication system is designed in such a way that 

transmission of the signal through the sample can be measured as well. The 

schematic illustration of the scheme is presented in Fig. 4.4. 
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Figure 4.4. Illustration of the scheme to apply electrical excitation (SAW) to the 

samples in the XPEEM synchronized with X-rays beam. 

 

The signal arrives to the sample via one of two possible coaxial cable systems. 

The first uses the standard DC-type feedthroughs connected to a coaxial cable 

and works with considerable losses until about 500 MHz. The second was 

designed, built and used during this thesis, and circumvent the standard 

feedthrough with a dedicated high frequency connection which allows 

operation until at least 4 GHz (Chapter 6). 

To carry out the time resolved measurements, samples have to be excited at 

a specific phase with respect to the stroboscopic synchrotron light pulses. With 

the photon pulses at 500 MHz, excitations with n×500 MHz can be used, where 

“n” corresponds to integer values of 1, 2, 3…. Additionally, fractional frequencies 

can be used either with a custom hybrid mode filling pattern [132], or with a 

recently installed electron gating setup [133]. The gating consists in a small 

parallel-plate capacitor introduced in the photoelectron beam path in the 

imaging column which can deflect the photoelectrons with high speed. Deflected 

electrons are then blocked by the contrast aperture. With this technique, one 

can observe excitations at frequencies that follows the relation:  
n

m
×500 where 

“n” denotes integer values and “m” corresponds to 2, 4, and 7, … (dividers of the 

Alba bucket number 448). With this device, stroboscopic data collection is 

possible in the range of 1 MHz – 250 MHz with standard multi-bunch filling 

pattern.  
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4.3.4      SAW Contrast and Amplitude in XPEEM 

In order to quantify the magnetoelastic effect driven by SAW, it is necessary 

to know the SAW mechanical amplitude and thus, the strain applied to an 

overlayer. The SAW amplitude can be determined in XPEEM from the surface 

potential variation. Fig. 4.5a shows the direct XPEEM image of the synchronized 

1 GHz SAWs in LiNbO3 at the bias voltage (Vb) of -2.8 V under the pulsed 

synchrotron X-ray illumination. A clear SAW contrast is evident in the form of 

stripes spaced by 4 µm in the sample when imaged with synchronization 

between SAW and the X-ray illumination. The dark region on the top shows the 

magnetic Ni where no contrast is visible. The dark and bright stripes reflect the 

SAW wavelengths. The obtained contrast is independent of the X-ray energy and 

polarization. Instead, it is dependent on the Vb applied to the sample which 

corresponds to the nominal (neglecting charging) secondary electron kinetic 

energy. By changing the Vb, a gradual change in the contrast is observed.  

 

 

(a) 

 

(b) 

Figure 4.5. (a) XPEEM image of SAW in LiNbO3 at 1 GHz at bias voltage -2.8 V. 

(b) Determination of the SAW electrical amplitude in the XPEEM field of view. 

The average intensity (emitted secondary electrons) of the blue and red boxes in 

(a) is shown as function of the sample bias voltage (nominal electron kinetic 

energy). 

 

In Fig. 4.5b, we plot the profiles extracted from the Fig. 4.5a, which shows the 

spectra corresponding to blue and red boxes, and plot them as a function of Vb. 

Since all the parameters are similar in the measured region (photon flux, SAW 
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amplitude), we refer this shift of the emission spectrum to local SAW phase, 

which is the local piezoelectric surface potential accompanying the SAW 

deformation waves (Fig. 4.6). The shift of photoelectron spectra corresponds to 

the electrical amplitude of the SAWs, e.g. by comparing the midpoints of the 

onset (black lines on both the spectra (Fig. 4.5b)). The measured voltage 

difference in the field of view of the XPEEM is lower but proportional to the SAW 

excitation amplitude applied to the IDTs. This method does allow the 

determination of the real SAW amplitude to which the sample, for example, a 

magnetic layer, is exposed.  

 

Figure 4.6. Schematic illustration of the in-plane strain induced modulation in the 

LiNbO3 caused by the SAW. The blue dashed oscillations show the oscillating 

piezoelectric voltage modulation [13]. 

 

Starting from the electric amplitude, then the strain tensor components, can 

be determined through the numerical solution of the coupled differential 

equations governing the mechanical and electrical displacement, which is 

applied to an acoustic wave propagating in the x-direction of the LiNbO3 

substrate. The calculations have been performed by the collaborator at Paul 

Drude Institute, Berlin, Germany. In order to acquire surface modes, solutions 

are sought that are characterized by decay towards z > 0, while satisfying the 

stress and electric displacement boundary conditions at the surface (z = 0). 

Similar SAW wavelength, as in the experiment, is employed and power density 

is selected such that the amplitude of the simulated piezoelectric potential at z 

= 0 aligns with the measured value. In short, by measuring the surface potential 

induced by the SAWs locally, the local strain can be calculated precisely [134]. 

For the electrical amplitude of 1.0 V in the example of Fig. 4.5a, the 

corresponding strain value of the dominant component 𝜖𝑥𝑥 = 14.3 × 10-5. 
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Stroboscopic XPEEM measurements have been used to observe 

magnetization dynamics in thin magnetic films induced by surface acoustic 

waves (SAW) in the piezoelectric substrates. This work is based on previous 

reports of magneto-acoustic waves in Ni at 500 MHz [94]. The present work 

extends the method successfully to new domains of interest, i.e. new materials 

and higher frequency range. In Paper 1, we excited and observed for the first 

time Néel vector waves in antiferromagnetic CuMnAs by generating SAW of 500 

MHz in a GaAs substrate. The X-ray magnetic linear dichroism (XMLD-PEEM) 

was exploited to obtain the contrast. We were able to show that the efficiency of 

the magneto-acoustic wave excitation in the antiferromagnet is comparable to 

ferromagnetic systems (Ni). Paper 2 is a technical work directed towards the 

instrumentation development of a new setup that is able to excite the samples 

with higher frequency signals and ultrashort-current pulses, overcoming the 

limitations which have been encountered in the old existing setup. In the 3rd 

Paper, we performed the successful operation of the setup that has been 

developed. We excited magneto-acoustic waves in ferromagnetic cobalt and 

nickel thin films at frequencies up to 3 GHz. From the induced XMCD wave 

patterns, we determine the magnetoelastic coupling constants. Due to the large 

Co magnetization creating dipolar fields, the magnetoacoustic wave amplitude 

is smaller than in Ni. A reduction of the coupling efficiency is observed for Ni at
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3 GHz compared to 1 GHz which hints at the ultimate speed limit of the magneto-

elastic coupling for this type of heterostructures.   

Paper 1: The 45 nm thin epitaxial films of antiferromagnetic CuMnAs were 

grown on the lattice-matched GaAs substrate using molecular beam epitaxy 

[135] by the collaborators from University of Nottingham, UK. The IDTs for SAW 

generation were prepared through electron beam lithography and metal 

evaporation with a finger periodicity of 5.73 µm by collaborators from Paul 

Drude Institute, Berlin, Germany. The deposited thin CuMnAs film has been 

characterized using X-ray diffraction (XRD) which confirms the tetragonal 

crystal system (P4/nmm) of CuMnAs (Fig 5.1a). We performed the X-ray 

absorption spectroscopy (XAS) measurement of the thin film, at the 

temperature of T ≃ 235 K, using XPEEM, and the X-ray magnetic linear 

dichroism spectrum (XMLD) was obtained by subtracting the spectra at linear 

horizontal and vertical polarization (Fig. 5.1b). The acquired XMLD spectrum at 

Mn L3,2 edges is similar to the one obtained in [136] and the magnetic features 

are highlighted with the black boxes.  

 
(a) 

 
(b) 

Figure 5.1. (a) XRD measurements of 45 nm thin film of CuMnAs on GaAs 
showing the film (black) and substrate (red) peaks (b) XAS and XMLD spectra of 
CuMnAs/GaAs at the Mn L3,2 edges, obtained with horizontal (black) and vertical 
(red) linear polarization. 

 

SAWs were generated at the frequency of 500 MHz in the GaAs substrate to 

observe the dynamics due to the magnetoelastic effect in the CuMnAs film. To 

detect changes in the domain configuration, we compared XMLD images at 

opposite phases of the SAW. Any significant contrast obtained by subtracting 
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those images would indicate a change of the domain configuration due to the 

magnetoelastic effect, which were negligible or below the detection limit in this 

study. This absence of changes is attributed to the presence of intrinsic pinning 

due to the film microstructure. However, small collective oscillations of the Néel 

vector, i.e. Neel vector waves, are observed and quantified at different 

temperatures. The maximum amplitude of the Néel vector waves was measured 

at room temperature (Fig. 5.2c) while being reduced at lower temperatures 

(223, and 233 K), which indicates an increase in the energy barrier for the spin 

axis rotation with lower temperatures.  

We obtained an image of the Néel vector waves when directly averaging all 

the difference images after shifting them along the SAW propagation direction 

by the number of pixel corresponding to the nominal SAW phase 𝜓 . Fig. 5.2d 

shows the resulting image for the data set at room temperature, which shows 

the largest rotation and contains most individual measurements for improved 

statistics. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 5.2. Néel vector wave (spin axis rotation wave) in CuMnAs observed by 
XMLD-PEEM. XMLD signal (in %) at T ≃ 223 K in (a), T ≃ 233 K, in (b) and T 
≃ 296 K in (c). The black line in each plot shows the data and the blue line is the 
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sinusoidal function curve fitted to the data points. (d) Visualization of the Néel 
vector wave in CuMnAs: average of all XMLD phase difference images at room 
temperature after shifting them along the SAW propagation direction to 
accommodate for the electronic phase shift of the SAW. Yellow and purple colors 
denote a positive or negative dynamic XMLD as indicated by the color scale. 

 

The efficiency (Neel vector rotation in degrees/strain) has been calculated 

for all the cases and found to be maximum at room temperature, i.e. 3.26⁰/strain 

× 10-4. Studies on ferromagnetic materials Ni [94] and Heusler alloy Fe3Si [14] 

found similar efficiencies of 2 – 4.5 (Ni) and 1.6 – 4.1 (Fe3Si). Thus, the dynamic 

magnetoelastic effect in CuMnAs induced by SAW is sizable and comparable 

inefficiency to ferromagnetic materials. This is illustrated in Fig. 5.3. Note that 

since the applied magnetic field has a big influence on the magnetoacoustic 

wave amplitude in ferromagnets, ranges rather than single values are given.  

 

Figure 5.3. Efficiency of the wave excitation in CuMnAs as a function of 
temperature in comparison with all data at 500 MHz SAW. The area for 
ferromagnetic samples corresponds to Ni and Fe3Si at room temperature (RT) and 
covers the range between zero external field and resonance. 

 

Paper 2: The new high frequency (HF) setup is developed in such a way that 

it is being compatible with the existing XPEEM setup and the UHV system at the 

Alba synchrotron facility. The aim of this setup is to excite the samples up to GHz 

frequency range, e.g. to observe the dynamical effects at the intrinsic 

ferromagnetic resonance frequencies of the materials. This setup also extends 

to apply electric current pulses to the samples to visualize the ultrafast domain 
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wall velocities in magnetic nanowires and skyrmion motion. The HF setup is 

based on the sub-miniature push-on (SMP) connection scheme with the sample 

holder inside the XPEEM chamber, shown in Fig. 5.4. The design of the HF setup 

is a Y-shaped assembly having electrical vacuum feedthrough SMA (sub-

miniature version A) and wobble stick to engage and disengage the plug inside 

the microscope with the sample holder. The connection between the plug and 

the feedthrough is made with the coaxial Teflon isolated cables that has better 

flexibility and mitigate the electrical losses in comparison to standard coaxial 

cables. Inside  

 
Figure 5.4. Connection scheme between the sample holder and the high frequency 
cable inside the XPEEM chamber. The cable provides a signal path to the sample 
through a plug that contains two SMP connectors [52]. 

 

the HF setup, a set of polyether ether keton (PEEK) insulators are located at 

different points to avoid any contact between the Teflon insulated cable and the 

inner metallic walls of the HF setup. The sample holder has also been modified 

to make it compatible with the new setup connection scheme. The printed 

circuit board (PCB), on which the sample lays and being contacted, is soldered 

with the SMP connectors that enable the plug to make a connection with the 

sample. With this, the cap design to cover the unnecessary region on the sample 

has been also modified to compensate the SMP contacts on the PCB.  

  The electrical characterization of the HF setup is performed for both the 

types of excitation schemes that will be employed. Fig. 5.5a depicts the electrical 

transmission (S12) vs frequency measured with the network analyzer.  
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(a) 

 
(b) 

Figure 5.5. (a) HF signal transmission through the new (blue) and old (black) 
setup. Inset: characterization of a LiNbO3 sample SAW transmission filter inside 
the PEEM sample stage. b. Output comparison of transmitted nanosecond current 
pulses through a 50 Ohm load for both setups [52]. 

 

The black line shows the S12 signal employing the old setup (standard coaxial 

connection scheme) which portrays significant signal attenuation from 

comparatively low frequencies on. In contrast, the blue line represents the 

transmitted signal using the new HF setup, which clearly illustrates the 

enhancement in the signal efficiency arriving to the sample. The inset of Fig. 5.5a 

shows the S12 signal through a sample of lithium niobate (LiNbO3) with a SAW 

transmission line as used in our experiment. The sharp peaks at the resonance 

frequencies of the IDTs are clearly visible which were completely diminished 

while measuring in the old setup. In Fig. 5.5b, short electrical current pulses 

transmitted through the new and old setup are compared. For a pulse of 1 ns 

duration, some broadening with respect to the original signal but a clearly 

improved amplitude (blue line) is obtained compared to the old setup (black 

line). To apply the electrical excitation signals (sinusoidal or short pulses), 

different electronic setups have been developed from modules. 

 This work also characterizes the performance of a new setup in terms of the 

spatial resolution in XPEEM, which has been reported in the 30 nm range under 

optimum conditions [50]. Various factors such as electron optics quality, 

apertures and alignment, sample mechanical stability, detector sensitivity, and 

space charge can limit the resolution. However, for experiments involving 

electrical contacts on the sample surface, such as electrodes or IDTs, a reduced 
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accelerating field (about factor 3-4) is typically used. It is achieved by reducing 

the high voltage to 10 kV and increasing the sample distance from the objective 

lens. This setting compromises between image quality and the reduction of arcs 

which can destroy the electrode structures on the sample. Arcs are more likely 

to occur due to non-flat surfaces, insulating regions, and degassing elements. 

Contacted electrode structures on the sample are often destroyed by the first 

arc event, possibly due to transient potential difference between different areas 

of the sample. The spatial resolution for the new setup with the reduced field 

setting was measured by imaging a defect in a Co layer grown on Si substrate 

(Fig. 5.6a). The spatial resolution defined as 15-85% edge jump was determined 

to be 56 nm from the line profile (Fig. 5.6b), which is equivalent to the standard 

manipulator under these conditions, i.e. showing no reduction due to the HF 

connection including lateral cables. 

 
(a) 

 
(b) 

Figure 5.6 (a) XPEEM image, obtained with HF cable connected, of a defect on a 
Co/Si sample at reduced acceleration voltage (10 kV) and increased sample 
objective distance; typical for experiments with injected electrical signals, taken 
at 777.8 eV photon energy and 1 V start voltage. (b) Profile along the dashed 
yellow line in (a). The width of the grey box is 56 nm [52]. 

 

Paper 3: This work deals with the investigation of the magnetoelastic effect 

(ME) by X-ray photoemission electron microscopy (XPEEM) at higher 

frequencies (1-3 GHz) in hybrid piezoelectric–magnetic systems. For this 

purpose, 20 nm thin films of Ni and Co were grown on the 128⁰ Y-cut 

piezoelectric LiNbO3 substrate by e-beam evaporation. These films were grown 

within the acoustic path of the interdigital transducers (IDTs), which have been 
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designed to generate surface acoustic waves (SAWs) at 1 and 3 GHz in the case 

of Ni and 1 GHz in the case of Co. The coupling of the SAW with the 

magnetization of the films at various angles was characterized by acoustic-

ferromagnetic resonance (a-FMR) using a network analyzer. In contrast to 

conventional ferromagnetic resonance, here the transmitted signal (S12) 

attenuation varies due to the magnetization precession driven by the strain field 

of the SAW. This implies that more energy is absorbed by the magnetic system 

in the resonance condition when the SAW frequency matches the intrinsic FMR 

adjusted by the external magnetic field. Fig. 5.7 shows the attenuation of SAW 

in both the samples at 1 GHz. In Ni (Fig. 5.7a), the maximum attenuation is 

observed at ±45ᵒ angle between SAW and the external magnetic field (2–3 mT) 

where the ME torque is largest. With the decrease or increase of the angle, the 

ME torque reduces and reaches minimum values at 0⁰ and 90⁰. However, the 

attenuation in Co is observed to be maximum at the angles of ±30⁰, and declines 

promptly above these angles, as depicted in Fig. 5.7b.  

 

 
(a) 

 
(b) 

Figure 5.7. (a) Ni S12 attenuation at 1 GHz for several angles between the SAWand 
the magnetic field showing different absorption values with a maximum close to 
45⁰ and minimums at 0⁰ and above 60⁰. The inset shows a horizontal cut of S12 
attenuation for 𝜑ு = 40⁰ (black curve) and 𝜑ு = 30⁰ (blue curve). (b) Co S12 
attenuation at 1 GHz for several angles between the SAW and the magnetic field. 
Co shows absorption when the SAW and the magnetic field are at an angle between 
-30⁰ and 30⁰. The insets show a horizontal cut of S12 for 𝜑ு = 40⁰ (black curve) and 
𝜑ு = 30⁰ (blue curve). 
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Imaging of the magnetoscoustic waves (MAW) was performed in the XPEEM 

by subtracting XMCD images for opposite SAW phases. With such technique, the 

magnetization dynamics due to SAWs can be observed more clearly, as the static 

contrast is eliminated and the dynamic contrast enhanced. The amplitude of 

MAWs is measured in the obtained images. In order to determine the SAW strain 

amplitude, the secondary electron energy in LiNbO3 is used to measure the 

associated electrical oscillation which allows to calculate the strain components 

by solving the coupled elastic and electromagnetic equations which were 

comparable for all three cases discussed in the following. In the case of Ni, the 

SAW was excited by 1 and 3 GHz frequency signals. An example of SAW together 

with MAWs in Ni at both the excited frequencies is illustrated in Fig. 5.8a. The 

amplitude of MAW normalized to the full XMCD contrast (thus to Ms) as a 

function of the magnetic field is presented in Fig. 5.8b which clearly shows that 

the overall magnetization amplitude at 3 GHz is 1 order of magnitude lower than 

the one at 1 GHz. Also, in the case of Co at 1 GHz (Fig. 5.8d), the normalized 

amplitude signal is relatively smaller (two orders of magnitude) than for Ni at 

the same frequency.  

(a) 

 

(b) 

 

(c) 

 

(d) 
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Figure 5.8. (a) 2-phase XMCD image of Ni showing the MAW driven at 1 GHz 

and 3 GHz. Both color scales are equal to visually see the difference in contrast 

and are expressed in XMCD contrast, which is the difference in absorption 

between light circularly polarized to the right or to the left. (b) Dependence of the 

MAW amplitude on the external magnetic field. The left axis represents the 

excitation at 1 GHz, while the right axis represents the excitation at 3 GHz. (c) 2-

phase XMCD image showing the piezoelectric, LiNbO3, with visible SAWs and the 

ferromagnetic sample, Co, with visible MAWs at an applied magnetic field of 5 

mT. The color scale represents the XMCD contrast, which is the difference in 

absorption between light circularly polarized to the right or to the left. (d) MAW 

amplitude as a function of the applied magnetic field excited by a 1 GHz SAW. 

 

The MAWs amplitude in the three experiments show considerable 

differences, although the strain values are similar. To understand this behavior, 

micromagnetic simulations including the magnetoelastic (ME) contribution 

were performed. The strength of the ME effect is expressed by the coupling 

constant B1. The data for Ni at 1 GHz is reproduced with a value for B1 = 11 

MJ/m3 which is compatible with the expected bulk (inverse) magnetostriction 

constant (Fig 5.9a). The simulation results for Ni show little sensitivity to the 

applied field angle at least in the range of 30–45 degree. However, in order to 

match data in Ni at 3 GHz, obtained in the same sample, it is needed to use a 

strongly reduced value for B1= 0.3 MJ/m3. We ascribe this decay to a reduced 

the efficiency of transmission of the SAW mechanical strain to the Ni thin film at 

high frequencies, thus hinting at the speed limit for practical applications of the 

ME effect. In contrast, in Co, we observe in the simulations a strong dependence 

of the expected MAW amplitude on the angle of the applied field and its strength, 

as seen in Fig. 5.9b. There is a sharp drop of the MAW resonance at low fields 

increasing angles. Therefore, experimental data for Co can be reproduced again 

by bulk like B1 at 1 GHz.   
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(a) 

 
(b) 

Figure 5.9. (a) Results of simulations. (a) Amplitude of MAW in Ni for excitation 
frequencies of 1 and 3 GHz with 𝜑ு = 45⁰ (solid black and orange curves, 
respectively). The dashed lines provide the same information including a small 
anisotropy, 𝐾

௫ = 1 mT. The magnetoelastic constants used for each frequency are 
written in the same color as the simulation curves. The faint black and orange dots 
are the experimental results. (b) Amplitude of the MAW in Co for an excitation 
frequency of 1 GHz at several 𝜑ு, from 10⁰ to 40⁰. The dashed black line represents 
the simulation at 40⁰ with a small anisotropy, 𝐾

௫ = 3 mT, while the faint black dots 
correspond to the experimental results. 
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Magnetoelastic effects in antiferromagnetic CuMnAs are investigated by applying dynamic strain
in the 0.01% range through surface acoustic waves in the GaAs substrate. The magnetic state of
the CuMnAs/GaAs is characterized by a multitude of submicron-sized domains which we image
by x-ray magnetic linear dichroism combined with photoemission electron microscopy. Within the
explored strain range, CuMnAs shows magnetoelastic effects in the form of Néel vector waves with
micrometer wavelength, which corresponds to an averaged overall spin-axis rotation up to 2.4◦

driven by the time-dependent strain from the surface acoustic wave. Measurements at different
temperatures indicate a reduction of the wave amplitude when lowering the temperature. However,
no domain wall motion has been detected on the nanosecond timescale.

Antiferromagnets (AFM) have become a focus of re-
cent research in spintronics, mostly thanks to their poten-
tial advantages for future devices. Their low stray fields
and robustness versus external magnetic fields are favor-
able for the further down-scaling of memory elements and
their high-frequency internal resonances promise higher
intrinsic speed limits for operation. However, together
with these advantages also challenges arise, for example,
related with the readout and mostly the writing process.
Magnetic field control, although not completely impossi-
ble [1], is impractical due to the field magnitudes required
(≳ 2 T) in order to overcome exchange energy and mod-
ify the magnetization of the two sublattices existing in
the AFM. Domain modification by electrical currents has
been demonstrated through Spin transfer/orbit torque [2]
as well as through thermoelastic effects [3]. Specifically
for CuMnAs, the manipulation of antiferromagnetic do-
mains in thin films has been studied by means of injecting
current pulses [2, 4, 5] and defects [6]. Other approaches
use the transitions to a ferromagnetic (FM) phase, like
in FeRh [7], or the coupling with a FM [8], which com-
promise many of the potential advantages (stray fields,
speed) of AFM materials for usage in a real device. On
the other hand the appearance of closure domain-like fea-
tures in patterned AFM samples has been attributed to

∗ mkhaliq@cells.es
† ferran.macia@ub.edu
‡ mfoerster@cells.es

magnetoelastic effects caused by shape dependent strain
[9, 10], which suggests that much smaller energies than
the exchange energy may be enough to rotate the Néel
vector.

Surface acoustic waves (SAW), are propagating elastic
deformations in the upper micrometric layer of a crystal.
SAW can be conveniently excited in piezoelectric mate-
rials by radiofrequency electrical signals applied to an
antenna-like structure named interdigitated transducer
(IDT). Typical strain amplitudes achieved under UHV
conditions can reach the range of 2 × 10−4 for LiNbO3

in the hundreds of MHz to GHz frequency regime [11].
There is a sizable interaction of SAW with FM systems
in heterostructures, which is driven by the transfer of
the space and time dependent strain state of the under-
layer/substrate into the FM overlayer. The interaction
is mediated by the magnetoelastic effect and has been
investigated by a growing number of groups [12–24] (see
review articles [25–27] and references therein). GaAs is a
piezoelectric substrate suitable for SAW generation and
propagation and allows for epitaxial growth of CuMnAs.
This material has substantial applications in optoelec-
tronic devices due to its outstanding photovoltaic prop-
erties [28] and robust piezoelectricity [29].

In this paper we generate Néel vector waves in
collinear antiferromagnet CuMnAs induced by the time
dependent strain from the supporting GaAs substrate.
We use stroboscopic X-ray photoemission electron
microscopy (XMLD-PEEM) combined with magnetic
linear dichroism to image both dynamic strain and

mailto:mkhaliq@cells.es
mailto:ferran.macia@ub.edu
mailto:mfoerster@cells.es
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FIG. 1. Schematic illustration of the stroboscopic experiment. The CuMnAs thin film is patterned in the acoustic path of
the SAW and analyzed in the PEEM microscope. SAWs are generated in the GaAs substrate by applying an electrical signal
to the IDTs, which is synchronized with the synchrotron frequency (repetition rate time of the X-ray pulses). The microscope
detector (XPEEM Objective) is operated at 10 kV with respect to the sample to accelerate low energy electrons kicked out by
the X-rays. The PEEM image is formed by photoelectrons emitted from the sample under the X-ray illumination. The inset
shows the XPEEM image of the edge of the CuMnAs in presence of SAW, which are visible in the GaAs substrate as they
modify the surface potential (however, no signal appears in the CuMnAs as it shunts the electrical signal and keeps the surface
at a constant voltage).

Néel vector oscillations. We quantify both strain and
amplitude of the Néel vector rotation up to 2.4◦. The
overall amplitude of the observed Néel vector oscillations
decreased with lowering temperature.

Experiments were carried out at the CIRCE beamline
of the ALBA Synchrotron light source [30]. The CuM-
nAs epitaxial thin films with 45 nm thickness were grown
on lattice-matched GaAs substrate by molecular beam
epitaxy as described previously [31]. To generate SAWs
with a frequency tuned to the synchrotron repetition
rate (500 MHz), IDT with a finger periodicity of 5.73 µm
(which determines the SAW wavelength) were patterned
and deposited on the GaAs by electron beam lithography
and metal evaporation. The sample was mounted on a
printed circuit board (PCB) inside the sample holder
and the IDT were contacted with wire bonds to apply
electrical signals. The schematic illustration of the
experiment is presented in Fig. 1. The radiofrequency
signal applied to the IDT generates a SAW beam [32]
traveling along the [110] crystalline direction of the
GaAs substrate and confined to a depth in the order of
the SAW wavelength [27]. The SAW causes a periodic
in-plane, parallel to the SAW propagation direction, and
out-of-plane change in the substrate lattice constant
which is transferred as strain to the CuMnAs film.

In order to assess the structure of the CuMnAs thin
film, X-ray diffraction (XRD) measurements were car-
ried out on the sample using a laboratory diffractome-
ter before the synchrotron experiment. The XRD pat-
tern in Fig. 2a shows the peaks of both the CuMnAs

film (black) and the GaAs substrate (red) with respect
to 2θ. The tetragonal crystal system (P4/nmm) and the
planes (001), (002), (003), and (004) of the antiferromag-
netic thin film were identified with the Powder Diffraction
File 01-082-3986 from the Joint Committee on Powder
Diffraction Standards-International Centre for Diffrac-
tion Data [33–35].
X-ray absorption spectroscopy (XAS) measurements of

the CuMnAs were performed detecting low energy sec-
ondary electrons in the PEEM while scanning the pho-
ton energy. The beamline is equipped with an undulator
that enables the control of the incoming X-ray polar-
ization, for example between linear horizontal (electric
field vector in the sample plane) and vertical (electric
field vector under 16 degree to the sample normal) po-
larization directions. X-ray absorption spectra at the Mn
L3,2 edges, with both polarizations, and their difference
(linear dichroism, XMLD), are depicted in Fig. 2b at
T ≃ 235 K. The features of the XMLD spectrum (blue
line), marked by black boxes, are similar to previously
published data [36].
The imaging of antiferromagnetic domains in the

CuMnAs thin film is performed by PEEM employing
XMLD contrast. Such a contrast is obtained by sub-
tracting different images taken with linear horizontal
polarization at energies before and at the L3 absorption
peak (See details of the methodology in Supp. Mater.
I). Fig. 2c shows the domains arrangement in the
film at 223 K nominal temperature without any SAW
applied. Equivalent images taken with linear vertical
polarization (electric field vector 16◦ to the sample
normal) did not show visible contrast, confirming a
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FIG. 2. (a) XRD measurements of 45 nm thin film of CuM-
nAs on GaAs showing the film (black) and substrate (red)
peaks b) XAS and XMLD spectra of CuMnAs/GaAs at the
Mn L3,2 edges, obtained with horizontal (black) and vertical
(red) linear polarization. c) An XMLD image of CuMnAs
thin film at T ≃ 223 K without applying SAW signal. The
magnetic contrast is clearly visible in CuMnAs. d) Quan-
tification of the SAW: Average intensity (number of emitted
electrons) from the red and blue rectangles in the inset as a
function of sample bias voltage. The inset shows the XPEEM
image of the SAW in GaAs (at the edge with CuMnAs) at 0.7
V bias.

dominant in-plane Néel vector. In order to quantify
the dynamic magnetoelastic effects in the CuMnAs
film, it is necessary to determine first the amplitude
of the SAW-induced strain. We cannot determine this
quantity directly in the studied CuMnAs film because it
is conductive and shunts the electrical component of the
SAW, but instead we can do it in the in GaAs substrate.
The inset of Fig. 2d depicts an XPEEM image of the
sample surface in presence of SAW, measured with 500
MHz pulsed synchrotron X-rays. An intensity contrast
with a periodicity matching the SAW wavelength, i.e.,
5.73 µm, is evident in the sample region not covered
by the CuMnAs film. This contrast originates from
the oscillating piezoelectric potential accompanying the
strain wave at the surface of the GaAs substrate. The
photoelectron spectra displayed in Fig. 2d show the
average intensity (number of detected electrons) at the
areas marked by the red and blue rectangles in the
inset image, recorded as a function of the bias voltage
applied to the substrate for a fixed energy analyzer
configuration. The voltage shift between these curves,
obtained by selecting the positions of maximum slope in
both spectra, amounts to 0.35 V and corresponds to the
peak-to-peak amplitude of the oscillating piezoelectric
potential. This value is used to calculate the amplitude
of the strain field by numerically solving the coupled
differential equations of the mechanical and electrical

displacement, obtaining values in the range of 0.01% at
the sample surface. Details on stroboscopic XPEEM
measurements with synchronized SAW can be found in
[11].

FIG. 3. XMLD images of CuMnAs with opposite electronic
phases ψ = 0◦ in a) and ψ = 180◦ in b) of the SAW exci-
tation at T ≃ 223 K. The direction of SAW propagation is
perpendicular to the dashed lines which are separated by one
wavelength of 5.73 µm. c) Image obtained by subtracting the
images at opposite phases, at the same contrast scale. No
evident variations in the domain boundaries can be observed.

Fig. 3 shows XMLD images at the CuMnAs taken
while the SAW is applied. The bright and dark areas
in Fig. 3 correspond to domains with spin axis parallel
and perpendicular to the X-ray polarization, with a typ-
ical domain size below one micrometer. The presence of
domains with continuously differing gray scale contrast
indicates the absence of significant in-plane anisotropy
for the spin axis in the sample. Between Fig. 3a and 3b,
the phase of the radiofrequency signal exciting the SAW
was shifted by 180◦. Thus, the phase of the SAW in
any given position is inverted for the stroboscopic mea-
surement, i.e., when the X-rays hit the sample. A close
inspection of the individual images shown in Figs. 3a
and 3b as well the difference image (Fig. 3c), same gray
scale, does not show any observable change of the domain
boundaries. The domain wall motion in the CuMnAs in
the present experiment is thus either negligible or be-
low the detection limit. The difference images are used
to eliminate the static domain contrast and enhance the
dynamic changes induced by the SAW.
Several difference images equivalent to the one shown

in Fig. 3c, were recorded at different SAW phases (typi-
cally 15◦) with a larger integration time to reduce noise.
Fig. 4a is a difference image with a contrast enhanced
about 100 times compared to Fig. 3c and shows the oscil-
latory component of the Néel vector. Line profiles along
the direction of the SAW were extracted from each differ-
ence image taken at different SAW phases. The results
are summarized in Fig. 4b–d and correspond to data sets
at low temperature, T = 223 K and T = 233 K, and
room temperature, T = 296 K. The plotted curves corre-
spond to the averaged profiles over all SAW phases (see
Supp. Mater. II for details on the data analysis) and
green lines are best fits with sinusoidal functions, which
are used to obtain the amplitude of the Néel vector signal
at each temperature. The insets of Fig. 4b–d show the
phase value form each difference image profile showing
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FIG. 4. Néel vector wave (spin axis rotation wave) in CuMnAs
observed by XMLD-PEEM. a) Image obtained by subtracting
the XMLD images at opposite phases of SAW. b-d) XMLD
signal (in %) extracted from CuMnAs along the direction of
the propagation of the SAW after averaging at T ≃ 223 K in
b), T ≃ 233 K, in c) and T ≃ 296 K in d). The black line in
each plot shows the data and the green line is the sinusoidal
function curve fitted to the data points. Insets show the fitted
phase shift as a function of the shift ψ in the SAW excitation.

the measured shift of the wave in units of the wavelength,
λ. These values are in excellent agreement with the elec-
tronic phase ψ applied to the IDT, which demonstrates
that the Néel vector oscillations are driven by SAW.

Now we turn to the quantitative analysis of the Néel
vector rotation amplitudes for the three data sets at dif-
ferent temperatures, i.e., T = 223 K, T = 233 K, and
T = 296 K. The results are summarized in Table I. Due
to experimental constraints, the low-temperature data
was taken with an angle of 65◦ between SAW and prob-
ing X-rays, while room temperature data was taken with
a 90◦ angle. The conversion of XMLD amplitude to
rotation in degrees as well as the correction factor for
the reduced sensitivity under 65◦ is calculated in Supp.
Mater. III. As mentioned above, the applied strain from
the SAW has been calculated from the voltage shift of the
secondary electron spectra detected in the PEEM (Fig.
2d). The typical strain amplitudes achieved in our ex-
periments on GaAs are (0.75 − 1) × 10−4. The XMLD
wave amplitude was determined from fits to the aver-
aged line profiles in Fig. 4b–d. In order to convert those
numbers into the corresponding rotation of the spin axis,
we take first into account the temperature dependence
of the XMLD contrast in CuMnAs. The XMLD wave
amplitude is thus normalized to the maximum XMLD
contrast for each temperature in the static domain im-
age (see, Fig. 2c for example), taken as average in three
different locations each. We then consider the film to be
populated by an equal portion of domains in all direc-
tion, i.e., without net in-plane anisotropy and calculate
for each domain i) the rotation angle as fraction of a

maximum angle ϕ0 as explained in Supp. Mater. III and
ii) the sensitivity of the XMLD signal to this rotation as
function of the domain spin axis.
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FIG. 5. Efficiency of the magnetoacoustic wave excitation in
CuMnAs as a function of temperature in comparison with all
data at 500 MHz SAW. The area for Ferromagnetic samples
corresponds to Ni and FeSi at room temperature (RT) and
covers the range between zero external field and resonance.

The numbers reported in Table I show that the Néel
vector wave driven by SAW in CuMnAs can reach a siz-
able 2.44◦ at room temperature. We plotted in Fig. 5
the efficiency of the SAW induced Néel vector wave de-
fined as the overall variation divided by the SAW strain
for the three temperatures. A similar quantity is added
into the graph for magnetoacoustic waves in ferromag-
netic samples measured through XMCD [22, 37]. Values
for ferromagnetic Ni [22] and Heusler alloy Fe3Si [37] are
shown as broad bands, because they depend on the ex-
ternal applied magnetic field, showing a resonance like
peak (Ni showed an efficiency of 2 to 4.5 and FeSi from
1.6 to 4.1). These results indicate a sizable dynamic
magneto-elastic effect in CuMnAs induced by SAW and
a comparable efficiency like in FM materials. The space
and time oscillating strain results in a modulation of the
film’s anisotropy, which in a FM can be understood as
a modulation of the effective magnetic field generating a
modulation of the magnetic moment. However, in AFM
such a small effective magnetic field does not serve to
modulate magnetic moment or to shift magnetic domains
but instead it is capable to rotate the Néel vector with a
similar efficiency. We notice here that detection of spin
axis rotation in CuMnAs is more challenging compared to
magnetoacoustic waves in ferromagnets mainly because
the XMLD contrast is weaker and because the sample is
in a multi-domain state.
A reduction of the Néel vector wave excitation effi-

ciency when lowering temperature, i.e., from 3.3◦/10−4

strain at room temperature (296 K) to 1.8◦/10−4 at 223
K has been observed. While this apparent reduction
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Temperature Max. XMLD SAW orientation Strain XMLD wave Néel vector Efficiency
Domain Contrast w.r.t. X-rays Amplitude amplitude rotation

(K) (×10−3) (degrees) (×10−4) (×10−4) (degrees) (degrees/strain ×10−4)
223 7.6± 1.0 65 0.86± 0.05 1.33 1.56± 0.21 1.81± 0.27
233 6.4± 1.0 65 0.86± 0.05 1.29 1.80± 0.29 2.09± 0.36
296 5.3± 0.7 90 0.75± 0.05 2.26 2.44± 0.33 3.26± 0.49

TABLE I. Quantitative results of the Néel vector wave in CuMnAs at different temperatures.

needs further experiments to be confirmed [38, 39], it may
indicate an increase of the energy barrier for the spin axis
rotation as temperature lowers (a type of “freezing”), or
an increase on the Néel vector anisotropy value.

In summary, we have investigated high frequency (500
MHz) magnetoelastic effects in antiferromagnetic CuM-
nAs excited by SAW in the GaAs substrate using XMLD-
PEEM. An averaged magneto-acoustic wave signal can
be detected in XMLD, corresponding to a rotation of
the spin axis in the individual domains by up to ±2.4◦.
The efficiency of the Néel vector excitation in CuMnAs
is a proof that magnetoelastic effects are a viable way to
manipulate antiferromagnetic systems, even on the sub-
nanosecond time scale. Moreover, in static condition,
the CuMnAs thin film is characterized by a multidomain
configuration of submicron size. No SAW-induced mo-
tion of domain walls has been detected, which could be
related to intrinsic pinning due the film microstructure.
For the future, a combination of GaP substrates with
ZnO based IDT can enable to study SAW driven effects

in high quality single domain patterns of CuMnAs.
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Supplementary Material

I. IMAGING OF DOMAINS

XMLD images are obtained by calculating the asymmetry, [I(E1)–I(E2)]/[I(E1)+I(E2)],

where I(E1) represents the intensity measured with x-ray energy at the Mn L3 absorption

edge peak and I(E2) the one at 0.9 eV before the peak [1]. The images at both energies,

which correspond to the opposite peaks of the XMLD spectrum, are acquired with linear

horizontal x-ray polarization (electric field vector in the sample plane). Thus, images referred

to as XMLD image are employing opposite XMLD contrast at different photon energies, but

are technically obtained with a single polarization in order to enhance the contrast.

II. DATA ANALYSIS AND IMAGING OF NÉEL VECTOR WAVES

We present now the detection of magnetoelastic effects in CuMnAs/GaAs as evidenced

by a Spin rotation axis wave signal similar to waves of the overall magnetic moment observed

in ferromagnets [2, 3], i.e., a phase dependent oscillation of the XMLD contrast averaged

over the multidomain state.

For the measurement of the comparatively weak Néel vector (spin rotation axis) signal an

elaborated data treatment process was needed. The scheme of our method is illustrated in

Fig. S1. A single XMLD image (C) at specific electronic phase, ψ1 (of the SAW excitation)

was acquired by subtracting the images (A and B) obtained at 2 different energies around

the Mn L3 peak, both at linear horizontal polarization which is known to enhance the XMLD

contrast for an image. A second XMLD image (D) at opposite phase (ψ1+180◦) of the SAW

with respect to the first is recorded in the same way. In the difference image C – D, called

ψ1, the static (domain) XMLD contrast is eliminated and only the dynamic change due to

the SAW is added up, enhancing the MAW signal in the film.

For the line profile plots presented in Fig. 4 of the main manuscript, a line profile for

each single difference image was extracted. For each profile, a background is created by

averaging over one wavelength and subsequently subtracted to eliminate the background

from the data. The phase for each line profile as parameter of a sinusoidal fit is shown in the

insets of Fig. 4, confirming the expected shift with the SAW phase. The final line profiles,
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FIG. S1. Schematic diagram of the data treatment process. XMLD images for opposite electronic

(SAW) phases (ψ and ψ + 180) are subtracted. For the data shown in Fig. 4b–d in the main

manuscript, line profiles are extracted, and averaged with the corresponding phase shift after

background subtraction. For the image shown in Fig. 5 in the main manuscript, all 11 difference

images taken at room temperature are averaged with their corresponding phase shifts.

shown in the main panels are obtained by averaging all single profiles after shifting by the

number of pixel corresponding to the nominal SAW phase ψi. The phase-distance (pixel)

relation was determined by direct images of the SAW in GaAs.

Finally we can obtain an image of the Néel vector wave when directly averaging all the

difference images after shifting them along the SAW propagation direction by the number

of pixel corresponding to the nominal SAW phase ψi. Fig. S2 shows the resulting image

for the data sets at room temperature, which shows the largest rotation and contains most

individual data sets for improved statistics.
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FIG. S2. Visualization of the Néel vector wave in CuMnAs: average of all XMLD phase difference

images at room temperature after shifting them along the SAW propagation direction to accom-

modate for the electronic phase shift of the SAW. Yellow and purple colors denote a positive or

negative dynamic XMLD as indicated by the color scale.

III. MODEL OF THE NÉEL VECTOR WAVE AND QUANTIFICATION OF THE

ROTATION ANGLE

As illustrated in Fig. S3 for a random multidomain configuration the SAW is expected to

cause a local oscillation (±ϕ) of the Néel vector, depending on the initial domain state. Based

on the derivative of the magnetoelastic energy E = K sin2(α), where α is the equilibrium

angle of the AFM Néel vector with respect to the SAW propagation direction, and K an

anisotropy constant determined by magnetostriction, we model the spin axis rotation by

α′ = α + 2ϕ0 sinα cosα cos(wt) (1)

where (wt) is the SAW phase in the given location of the domain. This means the rotation

amplitude 2ϕ0 sinα cosα is proportional to the magnetoelastic contribution to the effective

magnetic field (Heff = −dE
dα
) in the LLG formalism. Here, we have supposed that only the

in-plane strain of the SAW contributes to the magnetoelastic effects in the CuMnAs film.

This fucntion is shown in the lower part of Fig. S3 and takes extreme values ±ϕ0 at 45
◦ and

135◦ while being zero at 0◦ and 90◦. The, maybe at first sight, surprising fact of zero rotation

at the energy maxima (90◦) can be understood from the absence of torque on the spin axis
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and also follows from continuity requirements (smooth transition from positive to negative

angle). The shape of this function is also in agreement with our previous experiments

with the same phenomena on polycrystalline Ni, where the efficient magnetoacoustic wave

excitation appears when the sample is in a single domain state under 45◦ with the SAW.

For CuMnAs in a multidomain state, the spin axis rotation can be detected as a large-scale

FIG. S3. Schematic illustration of the magneto-acoustic wave contrast formation in the multido-

main state by XMLD imaging for five different initial domains corresponding to α = 0, 45, 90, 135,

and 180 degrees. Different rows correspond to different strain states (zero, tensile or compressive)

and show the Neel vector state depending on the SAW phase. Fourth row shows the difference in

XMLD contrast between the two SAW phases (second and third row) which is zero in some cases

but has the same sign in the others. Bottom: functional dependence of the spin axis rotation ϕ on

the angle α between spin-axis and SAW.

averaged oscillation of the XMLD contrast when using a suitable angle between the incoming

x-rays and the SAW. In short, in all the areas with the same phase of the SAW-induced
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strain (tensile or compressive), all domains tend to rotate their spin axis towards the same

direction determined by the magneto-elastic effect, even though the actual degree of rotation

is different, as well as the sensitivity of the probing x-ray.

Thus, one needs to write the domain-averaged dynamic XMLD contrast as:

∆XMLDavg =

∫ π

0

D(α) ·∆XMLD(α) dα, (2)

where ∆XMLDavg is the average dynamic (wave) XMLD contrast, ∆XMLD(α) is the wave

contrast obtained in the presence of SAW for a domain with an angle α between the SAW

and spin axis, and D(α) is the distribution of domains as a function of α, for an equal

distribution it becomes D(α) = 1
π
. Note that for the optimum conditions, i.e., 0º and

90º between SAW and x-rays, some averaging, but no compensation of the SAW-induced

dynamic XMLD contrast occurs, i.e., all contrast changes indicated in the fourth row of Fig.

S1 are zero or positive.

In order to calculate the amplitude of the wave like XMLD contrast under SAW for a

given domain we start with XMLD contrast:

XMLD = A sin2(θ) (3)

where θ is the angle between the spin axis and x-ray (in-plane projection). If θ = 0◦,

XMLD = 0, if θ = 90◦, XMLD = A. To determine A, we consider the static domain contrast.

For the moment, we consider for 90°, i.e. θ = 90+α. Since we are interested in the measured

amplitude of the dynamic XMLD contrast we assume the maximum difference in eq. (1) by

comparing

α′ = α + 2ϕ0 sinα cosα (4)

α′ = α− 2ϕ0 sinα cosα (5)

to calculate the dynamic XMLD contrast for a given domain by inserting into eq. (3):

∆XMLD = A sin2(90 + α + 2ϕ0 sinα cosα)− A sin2(90 + α− 2ϕ0 sinα cosα) (6)

= A cos2(α + 2ϕ0 sinα cosα)− A cos2(α− 2ϕ0 sinα cosα) (7)

Since the spin axis rotation amplitude is small, we develop for

ϵ = 2ϕ0 sinα cosα (8)
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cos(α± ϵ) = cosα± ϵ
d cos β

dβ

∣∣∣∣
β=α

= cosα∓ ϵ sinα.

(9)

Eq. (7) is therefore approximated by:

∆XMLD = A
[
(cosα− ϵ sinα)2 − (cosα + ϵ sinα)2

]
(10)

Employing (a+ b)2 − (a− b)2 = −4ab, eq. (10) reduces to

∆XMLD = −4Aϵ cosα sinα. (11)

Substituting eq.(11) and (8) as well as D(α) = 1
π
into eq. (2):

∆XMLDavg =
A

π

∫ π

0

−4 cosα sinα · 2ϕ0 sinα cosα dα

= −8A

π
ϕ0

∫ π

0

sin2 α cos2 α dα
(12)

After solving the integration we get for the wave amplitude, normalized to the domain

contrast:
∆XMLDavg

A
= − 8

π
ϕ0

[
α

8
− sin(4α)

32

]π
0

= −ϕ0 (13)

where A is the difference in a simple XMLD image between 0◦ and 90◦ domains. For

the experiments performed with a different X ray incidence angle, θ = 65◦, the maximum

dynamic XMLD contrast as in eq. (7) will now take the form:

∆XMLD = A sin2(65− α + ϵ)− A sin2(65− α− ϵ). (14)

which is calculated in a similar manner as above. We use now:

sin(65− α± ϵ) = sin(65− α)± ϵ
d sin β

dβ

∣∣∣∣
β=65−α

= sin(65− α)± ϵ · cos(65 + α).

(15)

Combining (14) and (15), we get:

∆XMLD = 4Aϵ. sin(65− α) cos(65 + α). (16)

Substituting eq. (16) and the value of ϵ into eq. (2), we get:

∆XMLDavg

A
=

8

π
ϕ0

∫ π

0

cos(65 + α) sin(65− α) sinα cosα dα. (17)
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Using for the R.H.S.:

cos(65 + α) = cos(65) cosα− sin(65) sinα (18)

sin(65− α) = sin(65) cosα− cos(65) sinα. (19)

Eq. (17) can be written as:

∆XMLDavg

A
=

8

π
ϕ0

∫ π

0

[cos(65) cos(α)− sin(65) sin(α)]

× [sin(65) cos(α)− cos(65) sin(α)] · sin(α) cos(α) dα

=
8

π
ϕ0

∫ π

0

[
sin(α). cos3(α) cos(65) sin(65) + sin2(α) cos2(α) cos2(65)

– sin2(α) cos2(α) sin2(65)– sin3(α) cos(α) sin(65) cos(65)
]
dα

=
8

π
ϕ0

[
0.383

1

4
cos4 α

∣∣∣∣π
0

+ 0.179

(
1

8
α− 1

32
sin(4α)

) ∣∣∣∣π
0

− 1

+0.821

(
1

8
α− 1

32
sin(4α)

) ∣∣∣∣π
0

− 0.383
1

4
sin4 α

∣∣∣∣π
0

]
= 0.179ϕ0 − 0.821ϕ0 = −0.642ϕ0.

(20)
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A B S T R A C T   

We describe a setup that is used for high-frequency electrical sample excitation in a cathode lens electron mi-
croscope with the sample stage at high voltage as used in many synchrotron light sources. Electrical signals are 
transmitted by dedicated high-frequency components to the printed circuit board supporting the sample. Sub- 
miniature push-on connectors (SMP) are used to realize the connection in the ultra-high vacuum chamber, 
bypassing the standard feedthrough. A bandwidth up to 4 GHz with -6 dB attenuation was measured at the 
sample position, which allows to apply sub-nanosecond pulses. We describe different electronic sample excita-
tion schemes and demonstrate a spatial resolution of 56 nm employing the new setup.   

1. Introduction 

Photoemission electron microscopy (PEEM) is a powerful surface 
characterization technique, especially when coupled to a synchrotron X- 
ray beamline (XPEEM mode) in order to excite electrons from the sample 
[1]. Many instruments in use around the world are based on a low en-
ergy electron microscope (LEEM) setup [2], where the sample stage is 
held at negative high voltage (extractor voltage) with respect to the 
cathode lens (at ground potential). The accelerating voltage is a requi-
site for the electron microscope operation, where the image resolution 
depends on the accelerating electric field. Although this scheme is the 
most common, other instruments keep the sample at ground potential 
and the electron optics at high positive potential to perform the imaging 
[3,4]. For this other type of instruments, i.e., sample stage at ground 
potential, electrical connections to the stage are arguably easier and 
high-frequency (HF) options have been already reported [5]. 

The PEEM at the CIRCE beamline of the ALBA Synchrotron is based 
on an Elmitec LEEM-III microscope with sample stage at high voltage 
and is in operation since 2012 [6]. The standard four electrical contacts 
to the sample in this instrument are normally used for heating and 
temperature readout (thermocouple) and are not optimized for high 
frequency signal up to the GHz range. The ALBA setup disposes of two 

additional DC contacts, often used for electric sample excitation [7]. All 
electrical feedthroughs into the ultra-high vacuum (UHV), are inte-
grated into a ceramic block permanently welded onto the sample stage. 
Although the external cables running from the supply rack to the in-
strument were upgraded to coaxial types [7], the UHV feedthroughs and 
the signal path inside the sample holder cartridge itself are not 
impedance-matched with the coaxial cables, and act as a bottleneck for 
the high frequency signal transmission. 

There are two common experiments requiring high-frequency con-
tacts to the sample: short (few nanoseconds and below) electrical pulses, 
and high-frequency continuous excitation. Short pulses are used either 
for static (before-after) or for time-resolved (pump-probe) measure-
ments [8–11] generated either directly by pulse generators or from 
optically triggered switches close to the sample, while continuous sig-
nals are typically restricted to time- or phase- resolved experiments. For 
example, in order to observe current induced domain wall motion in 
magnetic nanowires [12,13] or Skyrmion motion in flat stripes [14], 
short high-current density pulses were applied in XPEEM using a setup 
similar to Ref. [15]. When comparing images taken before and after the 
pulse, shorter pulses permit a more precise measurement of the motion 
velocity because imperfections in the samples can act as pinning sites 
and lead to a systematic underestimation of the speed [12]. Even shorter 
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current pulses are available in other techniques, for example, the gen-
eration and the dynamics of skyrmions have been illustrated with the 
nanosecond current pulses in symmetric bilayers employing AFM [16], 
and in chiral-lattice magnet by Lorentz Transmission Electron Micro-
scope [17]. Time resolved STXM has been used to visualize the Skyrmion 
Hall effect [18]. Additionally, the orbit of a magnetic vortex under 
current excitation has been observed by ultrafast Lorentz microscopy 
[19]. 

Examples of continuous excitation, using periodical HF signals, are 
XPEEM experiments with surface acoustic waves (SAW) [20–24]. Some 
experiments are still possible using the standard feedthroughs up to 500 
MHz, matching the ALBA X-ray repetition rate. Lower sub harmonics 
(125 MHz, 250 MHz) can be accessed in combination with a gating 
system in the electron beam path [20]. Although at 500 MHz, only few 
percent of the original RF power arrives to the sample, effects driven by 
the dynamic strain of the SAW like magnetic domain wall motion and 
their delay [21,22], magneto-acoustic waves [23] and work function 
oscillations in Pt [24] have been observed. However, dynamical effects 
at higher frequencies, like the intrinsic ferromagnetic resonance (FMR), 
have remained elusive due to the continued fast decay of transmission in 
that range [7]. 

In this manuscript we describe the design and operation of a high- 
frequency setup using additional cabling and bypassing the standard 
feedthrough in order to allow the use of dedicated high-frequency 
compatible components all the way to the printed circuit boards 
(PCBs) supporting the sample. The bandwidth extends well into the GHz 
range. In order to mitigate the pertinent issue of high-voltage arcs be-
tween sample and cathode lens, posing any electronics connected to the 
sample stage at risk of damage, modular and comparatively low-cost 
electronics are used. A spatial resolution of 56 nm has been demon-
strated using the new setup and a reduced electric accelerating field 
(large distance between the objective lens and sample), as is typically 
used for this type of experiments. Furthermore, this work has also been 
granted as a patent in Spain [25]. 

2. High-Frequency (HF) setup 

The new setup has been developed to be compatible with the existing 
XPEEM station at the CIRCE Beamline at the ALBA Synchrotron Facility. 
It constitutes a modular addition, i.e., it can be separately mounted and 
dismounted without breaking the chamber vacuum using a pumpable 
gate valve. A single permanent modification of the existing setup was the 
removal of a mu-metal shield around the objective lens. The setup 
comprises additional coaxial cables and SMP plugs to realize a connec-
tion to a printed circuit board integrated into the sample holder (Fig. 1), 
all made with UHV compatible materials. The design details and elec-
trical characteristics are described below. 

2.1. HF cable and plug 

A schematic illustration of the HF setup together with pictures of the 
designed set up is depicted in Fig. 2. It is a long Y-shaped assembly using 
CF 40 UHV components. As can be seen in the picture, the opening on 
one side contains the electrical vacuum feedthrough (Sub-Miniature 
version A, SMA, standard) while the other is fitted with a wobble stick 
that serves to engage and disengage the plug, which connects the cables 
with the sample holder. The connection between feedthrough and plug 
is made by coaxial Teflon isolated cables (Allectra, model: 312-PTFE50- 
S). A thin (1.8 mm) version was selected due to its better flexibility 
despite having slightly higher electrical losses than the thicker versions. 
The central section of the setup comprises a vacuum bellow, which 
compensates the travel of the setup between the retracted position 
(behind the gate valve) and the position in contact with the sample 
stage. In this way the in-vacuum cabling does not fold or stretch, a 
critical point since the cable reference potential is the high voltage of the 
sample stage, while the outer assembly is at ground potential. A set of 
polyether ether keton (PEEK) insulators is placed inside the new setup at 
various points to further avoid the contact of the HF cable with the inner 
metallic walls of the system. On the other hand, the SMA feedthrough 
itself is also at high-voltage potential and electrically separated from the 
rest by a ceramic break. 

2.2. Sample holder and compatible PCB design 

In order to transmit the HF signal to the sample, dedicated PCBs 
compatible with UHV have been designed (See Fig. 3a). The SMP male 
connectors are directly soldered to the PCB. Samples are glued by silver 
paste onto the central area of the PCB and electrical contacts realized 
with ultrasonic wire bonds. The SMP counterpart is integrated into the 
plug at the end of the cable, shown in Fig. 2c. Fig. 3b shows a combined 
image of the sample holder with a mounted sample, without (left) and 
with (right) sample holder cap. The modified cap has cut-outs for the 
bulky SMP connectors and a central hole for imaging. Its lower surface 
has to be separated from the sample surface to avoid short circuits with 
the wire bonds, the same procedure as for low-frequency electrical 
sample connections [7]. The sample holder is compatible with the 
incorporation of a small electromagnet below the PCB. 

2.3. Electrical characterization 

Fig. 4 shows the electrical characterization of the HF connection in 
blue color compared to the old setup in black (standard vacuum feed-
through and sample holder, but with the same HF PCB and with coaxial 
cables on the air side). In panel a) of Fig. 4, the transmitted signals (S12) 
measured with a network analyzer (Keysight FieldFox N9913A with -6 

Fig. 1. Connection scheme between the sample holder and the high frequency cable inside the XPEEM chamber. The cable provides a signal path to the sample 
through a plug that contains two SMP connectors. 
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dBm excitation power) are shown. For these measurements, the trans-
mitted signal is passing directly through the coplanar electrode on the 
PCB (no sample or wirebonds) and includes two coaxial connections 
which can be used, for example, as an in and output of a signal (trans-
mission). Thus, the signal attenuation at the sample level corresponds to 
about one half of the total attenuation of S12. Sij is defined as the ratio of 
signal power measured in port i of a network analyzer vs the signal 
power sourced from port j. This means that S12 corresponds to the 
transmission through our setup, where port 1 and port 2 are connected 
to two coaxial cable system. Both measurements were taken including 
the high voltage cable (depicted in Fig. 5 with black meshed structure) 
between the PEEM main HV rack and the microscope itself. While the 
old setup shows strong attenuation already in the MHz range, the useful 
bandwidth of the new setup is strongly improved, reaching into the low 
GHz range. We would like to stress that this is achieved by combining 
standard of-the-shelf HF components into an assembly compatible with 

the PEEM instrument operating conditions (HV and UHV). As an 
application example, in the inset of Fig. 4a the measurement of a LiNbO3 
sample with a SAW antenna and receiver (opposing interdigital trans-
ducers, IDTs) is shown. The characteristics of the sample with trans-
mission peaks at the resonance frequencies of the IDTs are clearly 
visible. No comparable data can be obtained with the old setup, despite 
the fact that we have used it successfully in the past for experiments with 
SAW from 125 to 500 MHz. Concerning short electrical pulses, Fig. 4b 
depicts measurements performed with a pulse generator (as discussed in 
the next section) and oscilloscope. For a pulse of about 1 ns width, the 
new setup provides clearly improved transmission, although it still 
causes some attenuation and peak broadening. The results of the elec-
trical characterization are summarized in Table 1. 

Fig. 2. a. Schematic illustration of the HF setup depicting the various components b. real view, c. side-view of the plug connected to linear manipulator through an 
adapter. The plug incorporates SMP connectors which link the cable to the printed circuit board in the sample holder. 
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3. Electronic equipment 

Two different modular electronic systems are utilized to provide the 
high-frequency electric signals in the PEEM HV environment. Due to the 
pertinent risk of arcs in the PEEM microscope, which may cause damage 
to the electronics connected to the sample, a modular approach 
comprising simple electronic equipment has been adopted. Any con-
nections from outside environment like a master clock into the HV rack 
need to provide galvanic separation of at least 10 kV and are therefore 
typically realized by optical fibers. The systems for synchronized sinu-
soidal signals and for single nanosecond pulses are illustrated in Figs. 5a 
and 5b, respectively. 

The first system (see Fig. 5a) uses a Keysight EXG Vector signal 
generator model N5172B (RF generator) to capture the synchrotron 
master clock from a digital signal distributed to all ALBA beamlines by 
optical fiber [26,27]. The RF generator produces a phase-synchronized 
analog sinusoidal signals with adjustable phase and power between 
1.115 MHz (ALBA orbit clock) and 1 GHz. The ALBA photon bunch 
repetition rate is around 500 MHz, determined by the radio frequency 
accelerating cavities. The analog signal from the RF generator is trans-
mitted via an optical fiber link designed at ALBA [28] into the PEEM 
high-voltage rack, where it is converted back to an electrical signal. 
Depending on the desired signal, different treatment such as 
pre-amplification, filtering and frequency multiplication is performed at 
low level before the final, universal high-power amplifier (Mini-Circuits 
ZHL-5W-422+). For example, in order to generate a 3 GHz signal, a 
starting frequency of 750 MHz is used, which is then amplified and 

doubled twice, with bandpass filters included after each doubling. 
The system for applying short current pulses is shown in Fig. 5b. In its 

core, an AVTECH AVI-MP-P pulse generator provides short pulses (2- 
100 ns, 40 V) at an exceptional cost factor, at the expense of some 
flexibility (unipolar, fixed amplitude, and pulse width determined by the 
length of attached cable). The pulse generator is followed by either a 
fixed or a remote programmable attenuator (Mini-Circuits RCDAT-3000- 
63W2) which is controlled from a computer through an optical fiber. 
The pulse generator is controlled by an external trigger (here Keysight 
function generator 33220A) and needs an external power supply. The 
pulse transmitted through the sample can be analyzed by an 
oscilloscope. 

4. Measurement examples and spatial resolution 

As an example of data obtained using the high-frequency connection 
we present here the excitation of SAW of different frequencies in 
LiNbO3. SAW show a strong and detectable XPEEM signal in phase- 
synchronized measurements [29]. These waves are generated by inter-
digitated transducer electrodes (IDT) at the edge of the sample and can 
travel several millimeters until the PEEM field of view where the mea-
surements are performed. We focus here on the SAW direct electric 
contrast in the LiNbO3 substrate, i.e. the oscillation of the local surface 
potential. Fig. 6a and b show images of SAW at 1 GHz and 3 GHz with 
associated wavelengths of 4 um and 1.3 um, respectively. The electronic 
setup depicted in Fig. 5a was used, without/with frequency multiplier to 
yield a 1/3 GHz. 3 GHz signal is obtained by 2 steps of frequency 

Fig. 3. a. PCB soldered with SMP connector through which the signal is transmitted to the sample, and b. Sample mounted on the PCB in the sample holder.  

Fig. 4. a. HF signal transmission through the new (blue) and old (black) setup. Inset: characterization of a LiNbO3 sample SAW transmission filter inside the PEEM 
sample stage. b. Output comparison of transmitted nanosecond current pulses through a 50 Ohm load for both setups. 
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doubling from 750 MHz signal. In order to measure the SAW electric 
amplitude, image sequences with varying sample bias voltage were ac-
quired, which corresponds to the nominal kinetic energy of the detected 
photoemitted electrons. In particular, we scan around the low-energy 
photoelectron cutoff. For insulating samples, such as LiNbO3, a local 
shift of the sample surface potential, e.g. due to the SAW, will result in a 
shift of the full electron spectrum, visible as spatial intensity modula-
tions in XPEEM images [24]. The spectra extracted for red and blue 
boxes depicted in Fig. 6a and b are plotted in Fig. 6c and d, showing a 1 V 
amplitude for 1 GHz and a smaller 0.09 V for 3 GHz, mainly due to the 
decreasing IDT efficiency (due to the nonlinear dispersion relation of 

LiNbO3, the second harmonic at 3 GHz is no longer tuned to an exact 
multiple of the 500 MHz and thus the IDT has to be operated at the limit 
of its resonance). 

We now analyze the performance of the new setup in terms of spatial 
resolution. The ultimate spatial resolution in XPEEM has been reported 
in the 20-30 nanometer range [6] and can be limited by several factors: 
quality of the electron optics, apertures and alignment, mechanical 
stability of the sample, detector sensitivity as well as the space charge of 
the electron bunches travelling inside the microscope [30,31]. In prac-
tice, experiments involving electrical contacts on the sample surface 
such as electrodes or IDTs, typically use a reduced accelerating field to 
avoid arcs. The reasoning for this compromise in image quality is 
twofold; on the one hand the inclusion of electrical contacts on the 
sample surface and the gap between the cap and the sample could in-
crease the risk of arcs for a given setting. On the other hand, electrode 
structures on the sample are typically destroyed by the very first arc, 
making it even more crucial than for homogenous samples to avoid arcs. 
The accelerating field is usually reduced by a factor 3-4 with respect to 
high-resolution imaging in order to reduce the risks of arcs between 
sample holder and objective lens. This is done by reducing the high 
voltage to 10 kV and increasing the sample distance from objective lens. 
On the one hand, arcs are more likely for many functional sample en-
vironments due to non-flat surfaces, insulating regions and/or degassing 
elements such as small electromagnets. On the other hand, contacted 

Fig. 5. a. Electronic system used for transmitting HF continuous sinusoidal signals into the sample in XPEEM, b. electronic system to apply single nanosecond pulse 
to the sample in XPEEM. The trigger unit can be operated manually or via optical fiber. 

Table 1 
Comparison of the signal attenuation in transmission through old and new 
setups. All measurements include cables from the rack to the microscope and use 
the same PCB as load.  

Signal New Setup S12 

(dB) 
Standard feedthrough with RG 178 cable in air S12 

(dB) 

0.5 GHz -3.6 -30.0 
1.0 GHz -5.6 N/A 
4.0 GHz -11.9 N/A 

1 ns 
pulse 

-6.2 -16.3  
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electrode structures on the sample are often destroyed by the very first 
arc event, probably due to the transient potential difference between 
different areas of the sample, which gives rise to equilibrating currents. 
Fig. 7a shows an XPEEM image of a defect in a Co layer on a Si substrate, 
measured with the high frequency cable connected, at 10 kV operating 
voltage, 60% increased sample-objective distance and a floating cap; 
which are the typical parameters for experiments with active electrodes 
on the sample surface. The spatial resolution defined as 15–85% edge 
jump was determined to be 56 nm from the line profile in Fig. 7b and 
was equal to the one obtained without the HF cable on the same day. 

5. Conclusions 

We presented a new setup to provide high-frequency electrical sig-
nals to the high-voltage sample stage of the ALBA XPEEM. The setup can 
be mounted and dismounted without modification of the main system or 
breaking the vacuum. The two lateral cable connections terminate in 

SMP connectors making a contact with counterparts at the PCB inte-
grated in the sample holder. The measured bandwidth extends up to 4 
GHz (-5.9 dB for one pass). Modular electronic systems are used for the 
generation of continuous and pulsed signals. A lateral resolution of 56 
nm has been demonstrated in a routine measurement with typical set-
tings for experiments employing on-sample electrodes. The setup, 
together with the recently installed electron gating system [10], pro-
vides excellent conditions for time resolved XPEEM measurements, for 
example to study the interaction of magnetic systems with high fre-
quency SAW [32–35]. In addition, the application of shorter current 
pulses is now possible in a static before-after scheme which allows, for 
example, to study the effect of these pulses to magnetic domain wall or 
skyrmion motion. 
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[19] M. Möller, J.H. Gaida, S. Schäfer, C. Ropers, Few-nm tracking of current-driven 
magnetic vortex orbits using ultrafast Lorentz microscopy, Commun. Phys. 3 
(2020) e36, https://doi.org/10.1038/s42005-020-0301-y. 

[20] L. Aballe, M. Foerster, M. Cabrejo, J. Prat, P. Pittana, R. Sergo, M. Lucian, 
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Study of the magnetoelastic effect in nickel and cobalt thin films at GHz range
using x-ray microscopy
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We use surface acoustic waves of 1 and 3 GHz in hybrid piezoelectric-magnetic systems with either nickel or
cobalt as a magnetic layer to generate magnetoacoustic waves and directly image them using stroboscopic x-ray
magnetic circular dichroism imaging. Our measurements visualize and quantify the amplitudes of both acoustic
and magnetic components of the magnetoacoustic waves, which are generated in the ferromagnetic layer and can
propagate over millimeter distances. Additionally, we quantified the magnetoelastic strain component for nickel
and cobalt through micromagnetic simulations.

DOI: 10.1103/PhysRevResearch.6.023285

I. INTRODUCTION

There is an increasing interest in manipulating magneti-
zation dynamics to create low-power consumption devices
capable of transmitting and encoding information efficiently
[1]. A challenge lies in effectively creating and controlling
magnetic excitations in nanodevices. The most common way
to manipulate magnetization typically involves the use of
magnetic fields. However, this approach has several down-
sides, including issues with nonlocality, and challenges with
integrating controllable magnetic fields into micrometer-scale
devices. Other approaches explore interactions of conducting
electron’s spin [2,3], lattice phonons [4,5], or ultrashort light
pulses [6] with magnetic excitations. Promising alternatives
have been proposed, such as the use of strain. The field of
straintronics [4] studies strain-induced effects in solids and
special attention is directed to magnetic materials as a promis-
ing alternative for reduced energy-consumption devices [7].
Strain couples to magnetic states through the magnetoelas-
tic (ME) effect, which is the change of magnetic properties
due to mechanical deformation. This effect has already been
proposed and used in many applications [5] including the
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Published by the American Physical Society under the terms of the
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reversing magnetization of patterned nanomagnets [8,9] or
inducing a phase transition from antiferromagnetic ordering
to ferromagnetic ordering [10].

The ME effect can be used to generate spin waves—
collective excitations of magnetic order—through surface
acoustic waves (SAWs) [11,12], which are strain waves prop-
agating at the surface of a solid. SAWs generate an oscillating
strain in both space and time which can create an oscillat-
ing magnetic anisotropy field on a magnetostrictive material
[13,14]. This dynamic anisotropy field may induce a magne-
tization variation with the same wavelength and frequency as
the SAWs and the excitation may propagate up to millimeter
distances [15]. These hybrid waves are referred to as magne-
toacoustic waves (MAWs) and have been studied in a wide
range of materials by measuring acoustic attenuation as a
function of the magnetic state [16–20] or by direct imaging
using magneto-optic Kerr effect (MOKE) [20,21] or x-ray
magnetic circular dichroism (XMCD) [15,22]. Using the same
principles, more recently also Néel vector waves have been
observed in antiferromagnetic CuMnAs [23] by x-ray linear
dichroism (XLD).

SAWs are typically generated using interdigital transduc-
ers (IDTs) deposited on piezoelectric substrates [24]. IDTs
are interlocking arrays of metallic electrodes that can excite
SAWs up to GHz frequencies. IDTs are used in electronics
as radio frequency delay lines and filters and their integration
into micrometric devices is well established [25]. SAW-based
technology can be efficiently integrated into low-power de-
vices since the SAW amplitude depends on the amplitude
of the oscillating voltage applied to the IDT instead of the
current.
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FIG. 1. (a) Schematic of the experimental setup. A thin film of either Ni or Co is grown in the middle of the acoustic path (x-y plane),
where SAW propagate along the x direction. The Co sample can only be excited at 1 GHz by either IDT. The microscope (XPEEM Objective)
is operated at 10 kV with respect to the sample to accelerate low energy electrons kicked out by the x rays (which are applied along the y
axis). From this setup, we can obtain XPEEM and XMCD images. The magnetic field is applied in-plane at an angle ϕH = 45◦ relative to the
SAW propagation direction. (b) Local photoelectron energy spectra measured at opposite SAW phases (tensile and compressive). The orange
line represents the dark SAW phase, while the blue line represents the bright SAW phase. The x axis depicts the bias voltage applied between
the sample and the XPEEM objective; voltage shift between both spectra corresponds to the peak-to-peak SAW piezoelectric voltage, Vpp.
(c) Representation of the direction of SAW (x direction), magnetic field (45◦), and x ray (y direction). In this experiment, the SAW and x ray
are perpendicular to each other. The horizontal dashed lines represent the change in magnetization projection captured with the x rays.

Magnetic imaging techniques based on MOKE [26,27] or
XMCD [15,22,28] provide the opportunity to directly measure
MAWs and thus study the effect of the coupling between
strain and spin waves in both space and time. Recent experi-
ments have shown that the ME effect is as efficient in dynamic
processes up to 500 MHz as in static processes [28], thus
fueling the idea of using SAWs in magnonic applications.
Furthermore, experiments on Fe3Si with cubic anisotropy
revealed both resonant and nonresonant MAWs [22] with a
noticeable increase in amplitude at resonance. There is thus
a need for working at the GHz frequency range where most
ferromagnets have internal resonances and where miniatur-
ization of MAWs might meet the requirements for modern
technologies [25].

In this paper, we study MAWs at 1 and 3 GHz in nickel
(Ni) and MAWs at 1 GHz in cobalt (Co) using strobo-
scopic x-ray photoemission electron microscopy (XPEEM)
combined with XMCD imaging. Our analysis reveals that
both Ni and Co exhibit MAWs across a wide range of mag-
netic fields, with each material displaying different profiles
and amplitudes. With the help of micromagnetic simulations,
we are able to quantify the strength of the magnetoelas-
tic coupling for both magnetic materials at the studied
frequencies.

II. EXPERIMENTAL METHODS

Thin films of polycristalline Ni and Co with a thickness of
20 nm were grown on the acoustic path of several SAW delay
lines by e-beam evaporation. The samples exhibit an in-plane
anisotropy with a magnetization saturation of 490 kA/m3

for Ni and 1510 kA/m3 for Co. The delay lines consist of
pairs of unidirectional IDTs deposited on piezoelectric lithium
niobate (128Y-cut LiNbO3) substrates; see Fig. 1. The IDTs
are designed to generate SAWs with frequencies of 1 GHz
and 3 GHz for the Ni sample and only 1 GHz for the Co
sample. These frequencies are conveniently selected to match
the synchrotron repetition rate (499.654 MHz), thus allowing
for stroboscopic images. To generate SAWs, we excite the
IDTs with an oscillating electrical signal of the appropriate
frequency that is transformed into strain through the inverse
piezoelectric effect [11]. Notice that SAWs are limited to a
substrate depth of the order of the SAW wavelength [29],
corresponding to 3.8 µm and 1.26 µm for 1 and 3 GHz, respec-
tively. Within this depth region, the SAW causes a periodic
modulation of the crystal lattice in the substrate and on any
thin film deposited on its surface. If the thin film is magne-
tostrictive, then the periodic displacement of atoms caused
by the SAWs produces a periodic effective magnetic field in
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the thin film as a result of the inverse magnetostrictive effect,
commonly referred to as the ME effect.

The experiment was performed at the XPEEM experimen-
tal station of the ALBA Synchrotron Light Facility [30]. A
schematic representation of the setup is shown in Fig. 1(a).
SAWs are emitted in the x direction and are synchronized
with the repetition rate of the synchrotron x-ray bunches. This
synchronization allows for stroboscopic images at a particular
phase of the SAWs. The x rays from the synchrotron are
directed onto the sample, knocking out secondary electrons
(called photoelectrons). These photoelectrons are then pulled
out of the sample by a 10 kV potential difference between the
XPEEM objective and the sample. The kinetic energy of these
photoelectrons is sensitive to the electrical field at the sample
surface. By adjusting a bias voltage at the detector we can scan
the photoelectron energy spectrum at the sample surface. Fig-
ure 1(b) shows the photoelectron energy spectra at different
SAW phases. The shift in energy between phases is directly
related to the electric potential generated by the SAWs. How-
ever, the metallic nature of the thin films of Ni and Co shields
the piezoelectric field within the first nanometers at the bottom
of the film and therefore the SAW’s electric potential van-
ishes at the film’s top surface. To obtain magnetic contrast,
two XPEEM images with opposite circular light polarization
(circular left and circular right) are subtracted to obtain an
XMCD image. The energy of the x rays is specifically chosen
at the L3 edge of Ni and Co to provide information about
the electrons responsible for the magnetization. More details
on synchronized SAW stroboscopic XPEEM measurements
and the upgraded setup to support >500 MHz excitations can
be found elsewhere [31,32]. The insets of Fig. 1(a) display
the three imaging modalities of the setup. The top-left cor-
ner depicts an XPEEM image with clear SAWs contrast on
the LiNbO3, accompanied by a weak contrast of magnetic
domains on the Co. The top-center depicts an XMCD image
that highlights the magnetic contrast on the Co magnetic do-
mains, accompanied by faint traces of residual SAWs on the
LiNbO3 due to thermal drifts in subsequent images (and thus
slightly different SAW propagation velocities). The top-right
corner depicts a two-phase-XMCD image, which consists of
capturing two XPEEM images with a 180-phase shift in SAW
for each x-ray helicity, followed by a subtraction between
both phases and helicities. This method enhanced both the
magnetic and piezoelectric contrast while eliminating static
contrast such as magnetic domains, enabling a clearer mea-
surement of MAWs. Figure 1(b) illustrates the local spectra
detector counts for Ni at 1 GHz plotted against the bias volt-
age, which is applied between the sample and the XPEEM
objective, at opposite SAW phases, highlighted in orange and
blue. The voltage shift between both spectra (Vpp) corresponds
to the peak-to-peak amplitude of the SAW piezoelectric po-
tential at the surface of the LiNbO3 substrate. Figure 1(c)
shows the directions of the SAW, the magnetic field, and the
x rays. The SAW and the magnetic field are at about 45◦
with respect to each other to exert maximum magnetoelastic
torque [33], whereas the SAW and x rays are perpendic-
ular to each other in order to detect the magnetization
changes in the y direction as represented by the dashed lines
in Fig. 1(c).

III. RESULTS

An initial characterization of the samples was performed to
study the angular dependence of their acoustic-ferromagnetic
resonance (a-FMR) at 1 GHz. The experiment consists of
placing our hybrid device [see Fig. 1(a)] between the poles
of an electromagnet and measuring the transmitted acoustic
signal between IDT1 and IDT2, S21, with a vector network an-
alyzer at different angles between the SAWs and the in-plane
magnetic field. In contrast to FMR, where an rf-magnetic field
is used to drive the magnetization into resonance, a-FMR uses
the periodic strain field of the SAW to induce magnetization
precession by modulating the effective magnetic field of the
sample. Additionally, the nonzero wave vector of the SAW
must be taken into account in the determination of the reso-
nance magnetic fields and frequencies [17].

The coupling between magnetization and SAWs can gen-
erate MAWs under certain conditions of the external magnetic
field. At resonance, significant energy is transferred from the
SAW to the magnetic system, resulting in SAW attenuation
and phase shift that are detected in the S21 measurement [16].
The SAW attenuation as a function of the magnitude and angle
of the applied magnetic field (in both cases, the magnetic field
was swept from negative to positive values) is presented in
Fig. 2. In both samples, a large attenuation is observed, regard-
less of the angle, at a fixed magnetic field that corresponds to
the magnetization-switching field of the film. In addition, Ni
[Fig. 2(a)] shows the typical fourfold shape with large atten-
uation between ±30◦ and ±50◦ and a maximum around 45◦
where the ME torque is the largest [16,33,34]. As the angle
between SAW and the magnetic field exceeds 50◦ or drops
below 30◦, the attenuation decreases, reaching the minimum
ME torque at 0◦ and 90◦. In contrast, the SAW attenuation for
Co [Fig. 2(b)] is strongest at magnetic field angles between
−30◦ and 30◦, above which the attenuation rapidly decays.
Similar results for Co can be found in Ref. [35]. We can
see an asymmetric attenuation in the Co sample for both
positive and negative fields and positive and negative angles.
This nonreciprocal behavior is typically determined by the
effective magnetic fields associated with the SAW due to the
magnetoelastic and magnetorotation couplings [36–38]. Insets
in Figs. 2(a) and 2(b) show S21 attenuation at representative
angles, where the nonreciprocal effect can be observed, espe-
cially for the Co sample.

Prior to capturing XMCD images of the magnetization, the
IDTs are tested by measuring the amplitude of the SAW piezo-
electric potential according to the method shown in Fig. 1(b).
By solving the coupled elastic and electromagnetic equations,
we can obtain the amplitude of the strain components, exx, exz,
and ezz, associated with the SAW images [39,40]. It is impor-
tant to note that the strain components may vary depending on
SAW frequency. Thus we measured the strain component in
each sample at the same SAW excitation frequency and power
that are employed for the XMCD imaging (see Table I).

In the following sections, we show the results obtained
from the XMCD imaging and discuss the amplitude of the
MAWs for the different samples and excitation frequencies.
To normalize the MAW amplitude, we determine the Ms in
units of XMCD contrast from an XMCD image featuring
magnetic domains [see Fig. 1(a)]. The contrast difference
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FIG. 2. (a) Ni S21 attenuation at 1 GHz for several angles be-
tween the SAW and the magnetic field showing different absorption
values with a maximum close to 45◦ and minimums at 0◦ and above
60◦. The inset shows a horizontal cut of S21 attenuation for ϕH = 40◦

(black curve) and ϕH = 30◦ (blue curve). (b) Co S21 attenuation at
1 GHz for several angles between the SAW and the magnetic field.
Co shows absorption when the SAW and the magnetic field are at an
angle between −30◦ and 30◦. The insets show a horizontal cut of S21

for ϕH = 40◦ (black curve) and ϕH = 30◦ (blue curve).

between opposite magnetizations can be directly linked to the
Ms component in the direction of the x rays.

A. MAWs in nickel

The Ni sample was studied for two SAW frequencies: 1 and
3 GHz. Figures 3(a) and 3(b) show two-phase XMCD images

TABLE I. Amplitudes of the SAW strain components for each
sample and SAW frequency corresponding to the V pp values ob-
tained from the secondary photoelectron energy spectra.

Sample Vpp(V ) exx (10−5) exy(10−5) ezz(10−5)

Ni (1 GHz) 0.90 14.3 2.95 4.23
Ni (3 GHz) 0.40 19.0 3.93 5.64
Co (1 GHz) 1.05 16.6 3.44 4.93

of excitations of both signals (1 and 3 GHz, respectively). The
bottom part of the images corresponds to LiNbO3 and displays
the SAWs and the top part corresponds to Ni and shows the
MAWs as indicated. Both images are taken with the same
field-of-view (20 × 20 µm) and the same color scale to be
able to distinguish the wavelength and the contrast difference.
Figure 3(c) shows the MAW profile of both frequencies with
their corresponding sinusoidal fit to show the large difference
in amplitude (as well as the difference in wavelength). The si-
nusoidal fits use the amplitude and phase as fitting parameters,
while the 1 GHz/3 GHz SAW excitation gives the frequency
(and the wavelength). A summary of the normalized MAW
amplitudes at different magnetic fields is presented in Fig. 3(d)
for 1 GHz (black symbols, left axis) and 3 GHz (orange
symbols, right axis). The overall magnetization precession
amplitude at 1 GHz is one order of magnitude larger than that
of 3 GHz, while the measured strain amplitude at the substrate
was similar for the two frequencies; this will be explored in
more detail in Sec. IV.

B. MAWs in cobalt

The Co sample was only studied at 1 GHz. Figure 4(a)
displays a representative two-phase XMCD image with a field
of view of 50 × 50 µm, where clear SAWs in LiNbO3 and
MAWs can be observed in Co at 1 GHz. The profile of this
MAW is shown in Fig. 4(b) with the corresponding sinusoidal
fit. Figure 4(c) collects results from different magnetic field
values, without a clear trend but with different amplitudes for
opposite magnetic field directions. This nonreciprocal behav-
ior was seen as well in the SAW attenuation measurements
shown in Fig. 2(b). We notice here that the studied range of
fields is small and one may hint at a slight amplitude increase
close to μ0H = ±7 mT. The amplitude of the MAW is two
orders of magnitude smaller than Ni at 1 GHz (and even one
order smaller than Ni at 3 GHz). We notice here that in both
experiments the applied magnetic field formed an angle of
∼45◦ with respect to the SAWs which could be outside the
region of resonant coupling for Co [see Fig. 2(b)]; we will
discuss it in Sec. IV.

IV. DISCUSSION

The experimental techniques employed here measured dif-
ferent quantities; a-FMR determines the attenuation of SAW
energy under MAW resonance, while XMCD is a direct repre-
sentation of the magnetization dynamics in the ferromagnetic
film. By comparing our results with micromagnetic simula-
tions, we can determine the efficiency of converting strain into
a magnetization variation, thus obtaining the magnetoelastic
constants.

The experimental results demonstrate a notable
consistency in the behavior of Ni and Co at 1 GHz in
both a-FMR and XMCD. Starting with Ni, when placed
under a magnetic field at ϕH = 45◦ relative to the SAWs, the
effect of the ME coupling is the strongest at approximately
±4 mT and it decays as the magnetic field strength increases.
In the case of Co, the magnetic field that we could apply in
XMCD imaging did not exceed 7 mT, limiting our knowledge
at higher fields. However, a peak close to 5 mT is observed
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FIG. 3. (a) Two-phase XMCD image of Ni showing the MAW driven at 1 GHz. (b) Two-phase XMCD image of Ni showing the MAW
driven at 3 GHz. Both color scales of (a) and (b) are equal to visually see the difference in contrast and are expressed in XMCD contrast,
which is the difference in absorption between light circularly polarized to the right or to the left. (c) Experimentally determined MAW profiles
at 1 GHz (black curve) and 3 GHz (green curve). The red and blue curves are fittings to a sinusoidal function. (d) Dependence of the MAW
amplitude on the external magnetic field. The left axis represents the excitation at 1 GHz, while the right axis represents the excitation
at 3 GHz.

in both a-FMR and XMCD experiments, with a decrease in
amplitude when approaching 0 mT. Note that the amplitude
of the MAWs of Co is one and two orders of magnitude lower
than Ni at 3 and 1 GHz, respectively (also seen in acoustic
attenuation in Fig. 2). This phenomenon could be due to the

FIG. 4. (a) Two-phase XMCD image showing the piezoelectric,
LiNbO3, with visible SAWs and the ferromagnetic sample, Co, with
visible MAWs at an applied magnetic field of 5 mT. The color scale
represents the XMCD contrast, which is the difference in absorption
between light circularly polarized to the right or to the left. (b) Ex-
perimentally determined MAW profile of the 5 mT XMCD image
at 1 GHz excitation (black curve) with the corresponding sinusoidal
fit (red curve). (c) MAW amplitude as a function of the applied
magnetic field excited by a 1 GHz SAW.

high magnetization saturation of Co, which is three times
larger than that of Ni. At 3 GHz frequency, the XMCD data
of Ni display a trend with an applied magnetic field similar to
that for the 1 GHz data, with a maximum of around 7 mT.

As discussed in Sec. III, we determined the strain am-
plitude for each frequency and sample using SAW XPEEM
images on LiNbO3 and employing the same power settings as
in MAW imaging; see Table I. We observed similar relative
values between the strain components for both samples at
1 GHz since identical IDTs were used on the same LiNbO3

substrates. Notably, we also found that the strain at the sample
surface measured at 3 GHz in the Ni sample was comparable
and, even, slightly larger than those at 1 GHz. Therefore,
the observed differences in the MAW amplitudes cannot be
explained with strain values.

We performed micromagnetic simulations to evaluate the
overall internal magnetic fields and determine the expected
MAW amplitudes at each frequency for both materials. We
used MuMax3 [41], which takes into account different mag-
netic contributions to the free energy, e.g., Zeeman, dipolar,
exchange, and magnetoelastic to calculate an effective mag-
netic field. The effect of each contribution depends on the
parameters of the experiment (SAW frequency and wave-
length, external magnetic field, and magnetization saturation).
In particular, for the ME contribution, the following free-
energy expression is used:

Fme = B1
[
εxxm2

x + εyym2
y + εzzm

2
z

]

+ 2B2[εxymxmy + εxzmxmz + εyzmymz], (1)

where B1 and B2 are the magnetoelastic constants and are
taken as parameters in our simulations, mi are the normalized
magnetization components, and εi j are the strain components
simulated as plane waves with the following expression:

εi j = ei j exp{i(kx − ωt )}, (2)

023285-5



MARC ROVIROLA et al. PHYSICAL REVIEW RESEARCH 6, 023285 (2024)

TABLE II. Sample properties used in the micromagnetic simula-
tions. Ms is the saturation magnetization, Aex the exchange, and α the
Gilbert damping.

Sample Ms (kA/m) Aex (J/m) α

Ni 490 10−11 0.03
Co 1510 10−11 0.007

where ei j are the strain amplitudes of Table I, k is the wave
vector of the SAW traveling in the x direction, and ω = 2π f
is the angular frequency of the SAWs. Since the SAW excited
in the LiNbO3 substrate is a Rayleigh mode, only the strain
amplitudes exx, ezz, and exz are nonzero in our experiment. For
the magnetic anisotropy we considered the following expres-
sion for the free energy:

Fanis = −Ku1(u · m)2, (3)

where Ku1 is the first order uniaxial anisotropy constant and u
is the anisotropy direction. (See Table IV.)

The simulations consist of sweeping the magnetic field
gradually from 20 to 0 mT, mirroring the experimental pro-
cedure, and recording the magnetization values in time and
space in the presence of SAW. The choice of larger to lower
magnetic fields is made to avoid magnetic switching and the
formation of magnetic domains. The simulation parameters
of each material are shown in Table II. Figure 5 shows the
amplitude of the MAWs determined by calculating the mean
oscillating amplitude over time for each magnetic field [42].

The results for Ni with SAW at 1 GHz and 3 GHz are
presented in Fig. 5(a). The black curves depict simulations at
1 GHz considering no anisotropy (continuous line) and a small
in-plane anisotropy of 1 mT in the x direction. Both curves
have similar amplitudes with a clear decay when increasing
field. The curve without anisotropy has a large increase at
zero applied field because the sample’s effective field also
tends to zero, which is unrealistic. Therefore, we include a
small in-plane uniaxial anisotropy field to better reproduce
our experiments (black and orange dots in the graph). The
simulations that better adjust to the experimental data corre-
spond to a magnetoelastic constant of B1 = 11 MJ/m3 and a
magnetic anisotropy of Ku1 = 1 mT. The orange curves cor-
respond to the 3 GHz simulations with the same conditions
of anisotropy. In this case, the simulations with a magne-
toelastic constant of about B1 = 0.3 MJ/m3 (and the same
magnetic anisotropy, Ku1 = 1 mT) are the ones most accu-
rately matching the experimental results. The magnetoelastic
constant is over 30 times smaller for 3 GHz compared with
1 GHz. Simulations show that the amplitude of MAW is
proportional to the magnetoelastic constant in the range of 2 −
11 MJ/m3. An additional figure showing this effect and the
effect of a magnetic anisotropy can be seen in Supplemental
Material [43].

Figure 5(b) illustrates the simulated curves for the MAW
amplitude of the Co sample when subjected to a 1 GHz
excitation. Here we plot different angles, ϕH , between the
applied field and SAW propagation, ranging from 10◦ to 40◦
(from blue to green curves) to show the huge decay of the
MAW amplitude with increasing the angle [as shown in SAW

FIG. 5. Results of simulations. (a) Amplitude of MAW in Ni
for excitation frequencies of 1 and 3 GHz with ϕH = 45◦ (solid
black and orange curves, respectively). The dashed lines provide
the same information including a small anisotropy, Ku1 = 1 mT. The
magnetoelastic constants used for each frequency are written in the
same color as the simulation curves. The faint black and orange dots
are the experimental results. (b) Amplitude of the MAW in Co for
an excitation frequency of 1 GHz at several ϕH , from 10◦ to 40◦.
The dashed black line represents the simulation at 40◦ with a small
anisotropy, Ku1 = 3 mT, while the faint black dots correspond to the
experimental results.

attenuation, Fig. 2(b)]. The misalignment between MAW and
applied field has a more drastic impact on Co reducing the
overall MAW amplitude. This occurs because the resonant
frequency is shifted above the SAW frequency as ϕH > 10◦,
resulting in no resonance. This same behavior is displayed in
the a-FMR experiment (see Fig. 2). A curve for ϕH = 40◦ and
an in-plane anisotropy of 3 mT in the x direction is added with
black dashed lines, showing, as in the case of Ni, an additional
decay at zero field. The value for the magnetoelastic constant
that adjusts better the simulations to the experimental data
(gray dots in the graph) corresponds to a B1 = 2 MJ/m3 (see
Table III).
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TABLE III. Magnetoelastic constant values for each sample ob-
tained through the simulations.

Sample B1 (MJ/m3)

Ni (1 GHz) 11
Ni (3 GHz) 0.3
Co (1 GHz) 2

We now focus on the experimental results showing a drop
in efficiency at 3 GHz for Ni (see Fig. 3). To account for
the lower MAW amplitude, we varied the magnetoelastic
constant, B1, until the MAW amplitude matched the exper-
imental values. For a 1 GHz excitation, a magnetoelastic
constant of B1 = 11 MJ/m3 matched the experimental ampli-
tude, while for a 3 GHz excitation, a reduced magnetoelastic
constant of B1 = 0.3 MJ/m3 was needed to reproduce the
experimental results. This loss in magnetoelastic energy ap-
peared unexpected to us, given that experiments are done in
the same Ni layer and that physical processes involved in mag-
netoelasticity are expected to respond easily at the nanosecond
scale. We notice that the measured strain amplitudes were ob-
tained at the piezoelectric surface and not at the ferromagnetic
film. It could be possible that the reduced magnetic response
at 3 GHz is related to a lower transmission of the SAW strain
to the polycrystalline thin layer under high SAW frequencies
and short wavelengths. We measured AFM in our Ni films and
the observed grains at the top of the film were smaller than a
few tens of nanometers, a value much shorter than the SAW
wavelengths used in our experiment. However, the interface
between LiNbO3 and Ni has not been characterized.

Overall, the results of our simulations agree quantitatively
well with the XMCD and a-FMR experiments for both Ni
and Co. At 1 GHz SAW excitation we obtained a value of
B1 for Ni of ∼11 MJ/m3, which is slightly larger than pre-
vious experimental studies [15,28,44–46]. In Co, we obtained
a magnetoelastic constant of ∼2 MJ/m3, which is over 4–5
times smaller than the Ni one at 1 GHz (and also up to 8
times smaller if compared to the bulk value [47]). However,
the simulations indicate that Co at smaller angles may achieve
amplitudes approximately equal to 0.1, comparable to Ni,
which could make Co an interesting material for straintronics,
due to its low damping and high magnetization saturation. At
3 GHz SAW excitation, we found a reduction in the amplitude

of the MAWs in Ni that requires decreasing the magnetoelas-
tic constant (to ∼0.3 MJ/m3) approximately a factor of 30
compared to 1 GHz excitation. Although our model does not
account for the direct transfer of the phonon angular momen-
tum to magnetization [34,48], which might be dependent on
frequency, we consider that a plausible explanation for the
drop in efficiency at 3 GHz could be related to a frequency
dependence of the strain transfer efficiency between LiNbO3

and the Ni film.

V. CONCLUSIONS

We have studied the magnetoelastic effect in Ni and Co at 1
and 3 GHz using hybrid piezoelectric/ferromagnetic devices
and SAWs. Our direct XPEEM-XMCD imaging shows that
large amplitude MAWs in Ni and Co at frequencies of 1 and
3 GHz can be directly imaged and quantified. We found a sig-
nificant difference in MAW amplitude between Ni and Co at
1 GHz excitations—a difference that cannot be explained only
by the larger magnetization saturation value of Co compared
with the value of Ni. Thus a lower magnetoelastic constant is
obtained for Co. The found values for the magnetoelastic con-
stants at 1 GHz are similar to those reported in the literature
[15,28,44–46]. Additional measurements at 3 GHz SAW ex-
citations show a clear decay in MAW efficiency suggesting a
drop in the phonon coupling between SAW at the piezoelectric
substrate and SAW at the ferromagnetic thin film. Our study
provides valuable insights into the coupling between strain
and magnetization dynamics at the GHz frequency and may
guide the development of more efficient acoustic spintronic
(straintronic) devices.
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Chapter 7 

 

        

CONCLUSIONS AND FUTURE 
PERSPECTIVES 

 

 

In this thesis, the focus is on the observation of magnetization dynamics in 

the X-ray photoemission electron microscope (XPEEM) driven by surface 

acoustic waves (SAW) in the GHz frequency regime. We developed a new setup 

to ensure its compatibility with the existing PEEM setup, enabling us to excite 

magnetic samples at higher frequencies with minimal attenuation of electrical 

signals. We employed various magnetic systems to comprehend the coupling 

mechanism between magnetization and strain waves, utilizing simulations and 

models. 

We studied the magnetoelastic effect in both ferromagnetic and 

antiferromagnetic systems by inducing surface acoustic waves (SAWs) in 

piezoelectric substrates. In the case of the antiferromagnetic CuMnAs, Néel 

vector waves were generated by exciting the SAW in the GaAs substrate at 

various temperatures, reaching the maximum amplitude at room temperature. 

However, SAWs showed no noticeable effect on the domain walls in the system. 

Nevertheless, this antiferromagnetic (AFM) system exhibited a significant 

interaction between strain and magnetization compared to ferromagnetic and 

Heusler systems at similar frequency signals. Furthermore, we exploited a
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newly developed setup in order to reach higher frequency signals with 

minimum attenuation. We performed angular dependence acousto-

ferromagnetic resonance measurements in Ni and Co samples, showing 

maximum SAW attenuation in the range of 30–45 degrees. Magnetoelastic 

coupling in ferromagnetic samples of Ni and Co, deposited on LiNbO3 substrates, 

was studied at higher frequencies, revealing strong coupling of strain waves and 

magnetization as magnetoacoustic waves (MAWs) in the Ni film at 1 GHz, which 

substantially weakened at 3 GHz. In Co, the amplitude of the MAWs was found 

to be weaker than in Ni at 1 GHz due to the higher saturation magnetization in 

the Co film. Simulations were performed to estimate the values of 

magnetoelastic coupling, with Ni at 1 GHz exhibiting the maximum coupling. 

In conclusion, we explored an alternative and novel approach to generate 

propagating waves in magnetic thin films and observing them at sub-

nanosecond timescales. These waves result from the coupling of strain 

components in the lattice with magnetization/Néel vector, extending up to 

distances of millimeters with low energy consumption compared to other 

methods of inducing dynamics in materials. However, the amplitude of the 

excited waves (MAWs) weakens at higher frequencies, a phenomenon that 

warrants further exploration. Therefore, this work provides insight into devices 

where MAWs could serve as an alternative for storing carrier signals. 

Consequently, this thesis holds great interest from both fundamental and 

potentially technological perspectives. 

For future perspectives, an open question persists if the SAW can induce 

domain wall motions in AFM system. Since the magnetization dynamics have 

been induced and magnetization waves have been excited in ferromagnetic 

system, we expect to induce dynamics in magnetic nanostructures as well in 

AFM by SAW. This could be attained by preparing new samples with minimum 

defects in the system, and exciting the samples with higher frequency signals by 

employing newly developed setup. We observed MAWs in different 

ferromagnetic systems at higher frequencies but with different amplitudes at a 

specific frequency. This has been surprising since the same substrates have 

been used for both systems, implying that the magnetization interacts with the 
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strain waves differently. Furthermore, the amplitude of the MAWs weakens 

with higher frequency, therefore, needs to be assessed the limit up to which it 

persists the higher amplitude. Moreover, the new setup provides excellent 

conditions for time resolved XPEEM measurements, in magnetization dynamics, 

as well as domain wall and skyrmions motion by applying ultra-short current 

pulses. Such systems can further be explored in future that can allow us to 

explore the possibilities of creating new nanomagnetic devices for data storage 

applications in future.  
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MeV Million/mega electron volt 
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LEEM Low energy electron microscope 

LEED Low energy electron diffraction 

XANES X-ray absorption near edge structure 
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BFP Back focal plane 
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MEM Mirror electron microscope 
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STT Spin transfer torque 

SOT Spin orbit torque 

AMR Anisotropic magnetoresistance 

MOKE Magneto-Optical Kerr Effect 

IDT interdigital transducers 

S11 Reflected electrical signal 

S12 Transmitted electrical signal 

SMA Sub-miniature version A 

PEEK Polyether ether keton 

a-FMR Acoustic ferromagnetic resonance 

ME Magnetoelastic 

MAW Magnetoacoustic waves 
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