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Atomic alignment of 73Ta, 74W, and 79Au after L3 subshell ionization by 10–100-keV electron impact
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The alignment parameter A20 of 73Ta, 74W, and 79Au ions after L3 subshell ionization by electron impact has
been determined experimentally and theoretically in the wide energy range (1.02–10.2)EL3 , where EL3 is the L3

ionization threshold. The A20 values have been deduced from measurements of the L� (L3 → M1), Lα2 (L3 →
M4), and Lα1 (L3 → M5) x-ray angular distributions using thin targets. The beam energies have been selected
above the threshold energy of each L subshell in order to also investigate the influence of the Coster-Kronig
transitions on the anisotropy of x-ray emission. The results provide a clear indication of alignment and agree
with calculations carried out within the plane-wave Born approximation up to about 6EL3 , but an unpredicted
inversion in the sign of A20 is observed above this energy.
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I. INTRODUCTION

As noted by Bohr in his Nobel Prize speech, the atom is a
quantal system that does not rotate collectively [1]. Therefore,
it may be surprising to learn that excitation or ionization
by electron impact can align the angular momentum despite
the spherical symmetry of the initial wave function of the
target. As a matter of fact, it is by now well known that
electron impact on outer atomic shells can align and orient
the atom when the excited electron comes from a state with
total angular momentum j � 3

2 [2], resulting in the subse-
quent emission of fluorescent radiation with a nonisotropic
angular distribution. Electron impact can also ionize the atom.
Again, in circumstances in which the ejected electron comes
from a state with j � 3

2 it is expected on purely theoretical
grounds that the emitted fluorescent radiation is not isotropic
[3]. While the alignment and orientation of external atomic
subshells in the excitation by electron impact is a thoroughly
studied phenomenon [2], in the case of electron-impact ion-
ization it had not been observed conclusively.

The magnitude of the alignment when an unpolarized beam
of charged particles ionizes an atomic subshell is quantified
by the parameter A20 which, for the L3 subshell ( j = 3

2 ), is
calculated as the relative difference of the ionization cross
sections σ ( j, mj ) pertaining to the states with mj = 3

2 and
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When the only direction defined by the experimental con-
ditions is that of the unpolarized incident beam, the ioniza-
tion cross sections of an inner-shell electron with quantum
numbers n, �, j, mj in Eq. (1) are independent of the sign of
mj . Then σ ( 3

2 , 3
2 ) �= σ ( 3

2 , 1
2 ) while σ ( 3

2 , 3
2 ) = σ ( 3

2 ,− 3
2 ) and

σ ( 3
2 , 1

2 ) = σ ( 3
2 ,− 1

2 ), A20 will be nonzero and the system is
classified as aligned, but not oriented. When also the ioniza-
tion cross sections of states mj and −mj are different, the
system is said to be oriented [3].

On the other hand, A20 can be established experimentally
from the angular distribution of Auger electrons or character-
istic x rays as well as from the polarization of the radiation
emitted in the subsequent decay of singly ionized atoms.
Previous experiments on the alignment by electron impact
[4–14] could not determine the energy dependence and even
the scale of the phenomenon. Experiments that relied on
Auger electron spectroscopy [4–9] were limited to low-Z
elements. The measured A20 values have large uncertainties
because the postcollision Coulomb interaction among the
three emerging electrons changes the shape of the peaks in the
energy spectrum and attenuates the angular distribution [7,8],
especially near the ionization threshold. Moreover, electron-
electron correlation in elements with low Z blur the systematic
behavior we unveil in this work with higher-Z elements.
Figure 1 presents the alignment parameters measured from
the angular distribution or the polarization of the emitted
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FIG. 1. Previous measurements of the alignment parameter A20

after electron-impact ionization as a function of E/EL3 for Z � 50.
�, 80Hg [10]; •, 54Xe [12]; �, 54Xe [13].

characteristic radiation, for elements with Z � 50 [10,12,13],
as a function of E/EL3 , where E is the incident electron beam
energy and EL3 is the ionization energy of the L3 subshell.
References [11,14] have found an isotropic emission within
the experimental uncertainties for the investigated L lines,
but they did not report estimates for A20. The degree of
polarization P of the Xe Lα doublet measured by Aydinol
et al. [12] has been transformed into the alignment parameter
A20 using Eq. (18) in Ref. [3]. These few data highlight that the
existing measurements by electron impact prior to this work
are discrepant, do not allow one to determine the magnitude of
the alignment parameter of the ions, and fail even in proving
that L x-ray emission is anisotropic.

The results of measurements done by photoionization can-
not be compared with each other directly because they were
performed with different elements, energies, and photon-beam
polarization degrees [15–22]. The results of the few experi-
ments that were carried out under the same conditions are not
consistent with each other [15–19], as highlighted by Santra
et al. [21].

The related phenomenon of alignment by the impact of
swift positive ions (protons, alpha particles, ...) is better
known. The trend of the experimental data is similar to the
calculated values [23–26]. However, they do not extend to
energies where the ejected electron is relativistic.

There has been extensive research on total cross sec-
tions for L-subshell ionization by electron impact, most of-
ten determined from the yield of the emitted characteristic
x rays. The total cross section is an average over the magnetic
states and thus insensitive to the projection of the angular
momentum of the ionized atom. This averaging procedure
cannot be used to explain the atomic alignment, and there-
fore the alignment measurement uncovers new information
and furnishes an important and effective testing ground for
theoretical models of the ionization process. Incidentally, the
current measurements of ionization cross sections do not
take into account the angular distribution of the characteristic
radiation [27,28], leading to systematic errors, which we
will evaluate and show that they are small except in special
circumstances.

TABLE I. Energies of the L subshell thresholds and the L�, Lα2,
and Lα1 characteristic x rays, in keV, for 73Ta, 74W, and 79Au [29].

Energy (keV)

73Ta 74W 79Au

Subshell L1 11.6821(16) 12.09973(87) 14.35529(50)
L2 11.1329(14) 11.5386(16) 13.734194(70)
L3 9.8767(12) 10.2001(12) 11.919694(60)

Transition L� 7.17320(31) 7.38782(65) 8.49403(78)
Lα2 8.08793(16) 8.33534(17) 9.62805(33)
Lα1 8.14617(16) 8.398242(54) 9.71344(34)

In the experiment described here, the difficulties encoun-
tered in older investigations have been overcome by an im-
proved setup and data-analysis method. We have measured the
alignment parameter A20 for 73Ta, 74W, and 79Au ions with
a vacancy in the L3 subshell generated by electron impact
in the wide energy interval (1.02–10.2)EL3 , approximately
(10–100) keV. This parameter is estimated from the angular
distributions of the transitions of L3 vacancies to subshells M1,
M4, and M5, denoted, respectively, as L�, Lα2, and Lα1, whose
energies are given in Table I. Our measurements offer an an-
swer to the existence of atomic alignment in the ionization by
electron impact, and disclose the dependence of this alignment
with the electron energy. The available theoretical model [3],
although successful near the ionization threshold, is unable to
explain the observed behavior at energies �6EL3 .

The paper is structured as follows. The experimental
method and subsequent data-analysis procedure are explained
in Secs. II and III, respectively. The theory is outlined in
Sec. IV. Section V presents the measured and calculated
alignment parameters and Sec. VI discusses the results. Our
conclusions are summarized in Sec. VII.

II. EXPERIMENT

The alignment of 73Ta, 74W, and 79Au atoms has been
measured in the (10–100)-keV beam line of the São Paulo
Microtron [30], using a 29Cu target to monitor the efficiency
of the x-ray spectrometers at each energy, and 29Cu and 46Pd
targets to determine the relative efficiencies of the three de-
tectors employed. When relevant for the present experiment,
we include a concise description of the setup, which is similar
to those used in earlier measurements of cross sections for
bremsstrahlung emission and for the ionization of K and L
(sub)shells (see Refs. [31–33]), and it is discussed in detail in
Ref. [30].

A. Preparation and characterization of the targets

The targets of 29Cu, 73Ta, and 74W have been manu-
factured by sputtering from a metallic disk, and the 46Pd
and 79Au targets by physical vapor deposition through a
mask that limited the target surface area to a circle 8 mm
in diameter, in both techniques. These elements have been
deposited on 6C backings with thicknesses of the order of
50 nm, held by frames also made of 6C with dimensions
of 15 × 30 × 0.3 mm3, and a central circular hole 10 mm in
diameter.
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The areal densities Nd (N is the number of atoms per unit
volume and d is the film thickness) of the Cu/C, Pd/C, Ta/C,
W/C, and Au/C films have been measured by Rutherford
backscattering spectrometry with 2200(11) keV 4He+ ions at
the LAMFI Pelletron tandem accelerator [34]. The targets
have been placed in the center of the irradiation chamber,
tilted 7◦ with respect to the incident beam direction. The
energy spectra of the backscattered ions have been acquired
with a surface barrier Si detector, positioned at 120◦ with
respect to the incident beam direction, and analyzed with the
MULTISIMNRA code [34]. Typical backscattering spectra of the
three targets employed in the measurement of x-ray angular
distributions, and of the Cu/C target used as monitor, are
presented in Fig. 2, together with the simulated spectra for
the profiles fitted by MULTISIMNRA.

In order to quantify the target uniformity, some targets have
been irradiated with the 4He+ beam at more than one spot.
The Ta/C and Au/C targets have been irradiated in the center,
above, and below it, and the Cu/C target in the center, below,
above, to the left, and to the right of it. The displacements are
of the order of 3 mm, somewhat larger than the 2 mm diam-
eter of the ion beam. The standard deviations of these mass
thicknesses in different points are 0.5, 0.5, and 0.3 μg/cm2

for the Cu/C, Ta/C, and Au/C targets, respectively. The stan-
dard deviation associated with the areal densities of the targets
have been obtained adding quadratically these estimates of the
nonuniformity with the standard deviations resulting from the
fit with the MULTISIMNRA software.

The areal densities of the Cu, Pd, Ta, W, and Au films
and their uncertainties (one standard deviation) are, re-
spectively, 160(6), 142(8), 55(3), 12.5(9), and 30.9(9) in
units of 1015 atoms/cm2. These values correspond to mass
thicknesses equal to 16.9(6), 24.6(14), 16.5(9), 3.8(3), and
10.1(3) μg/cm2, respectively.

B. Irradiation chamber and Faraday cup

The chamber used in the experiment has a cylindrical
steel wall, with internal and external diameters of 490 and
500 mm, respectively. The chamber is designed to measure
x-ray angular distributions; to this end it has 13 flanges
distributed between the angles of 31◦ and 166◦ relative to
the electron beam direction, chosen close to the zeros and
extremes of the Legendre polynomials of orders two and four.
The chamber lid is made of Al and it holds the movable target
ladder for up to six targets plus a BeO view screen to monitor
the beam location and profile. The spectroscopy windows of
the chamber are made of Al and Kapton, with thicknesses
of 5 and 25 μm, respectively. In this experiment, the internal
part of the flanges is equipped with Al cylindrical collimators,
9 mm in diameter and 70 mm in length, installed to narrow the
area of the chamber internal wall that is visible to the detectors
without reducing their active area.

A conical Faraday cup made of graphite, with a half-
aperture angle of 12◦ and 200 mm deep, is coupled to the
chamber at 0◦ with respect to the incident beam direction.
Monte Carlo simulations have shown that this design reduces
the probability of electron backscattering and the production
of photons [30]. Both the Faraday cup and the chamber are
electrically insulated, and the collected charges have been

FIG. 2. Rutherford backscattering spectra of 2200(11) keV
4He+ ions incident on the (a) Cu/C, (b) Ta/C, (c) W/C, and (d) Au/C
targets. The dots are the experimental values and the curves are the
MULTISIMNRA simulated spectra. The energy dispersion is approxi-
mately 6.5 keV/channel for the Cu/C target and 6 keV/channel in
the other cases.

measured separately using current integrators. Their sum
gives the total charge incident on the target during each irradi-
ation, and their ratio is used to evaluate the amount of elastic
scattering of the electrons in the target, which attenuates the
x-ray angular distribution.
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C. X-ray spectrometers

Unlike the experiments done so far [10–14], the x-ray
yields at different angles have been measured simultaneously
using three Si drift detectors (SDD; Amptek, Bedford, USA).
Each spectrometer has a 0.5-mm-thick Si crystal with a
25 mm2 front face, covered by an internal collimator with
an area of 17 mm2 (nominal values). The 12.7-μm-thick Be
window is separated by 1.4 mm from the front surface of the
active volume. The detectors have been placed at 31.1(5)◦,
90.2(5)◦, and 125.0(5)◦ with respect to the beam direction,
outside the vacuum chamber, 12.5(5) mm away from the
spectroscopy windows and 315(2) mm from the target. The
digital spectrometers have two analyzing channels: a fast one
for accurate pile-up detection and a slow one that achieves a
resolution (FWHM) of 140 eV at 6.4 keV (Fe Kα doublet).
A scaler is associated with each detector to accumulate the
pulses from the charge integrator during the irradiation runs,
gated by the respective multichannel analyzer (MCA) enable
logic signal.

The SDDs have been calibrated in energy resorting to the
γ - and x-ray peaks from certified 57Co, 133Ba, and 241Am
radioactive sources.

The relative efficiency of the spectrometers is evaluated us-
ing the areas of the 29Cu Kα1 and 46Pd Kα1 peaks, which have
been obtained by irradiating the Cu/C and Pd/C targets with
electrons of 55, 65, 75, 85, and 100 keV, in conjunction with
a full-energy peak (FEP) efficiency model whose adjustable
parameters are the fraction of solid angle subtended by the
detector, �/(4π sr), and the thickness L of the Si crystal.

As will be explained in Sec. III, the methodology to
estimate the alignment parameter requires the efficiency ratio
εabs(EKα )/εabs(Ei ), where εabs is equal to the photon flux
transmission times the intrinsic efficiency ε [35], and EKα and
Ei are the energies of the Kα line used as reference and of
the line i of interest, respectively. The only parameter that
contributes to the uncertainty of these efficiency ratios is the
detector crystal thickness L because the solid angle does not
appear in this ratio. To accurately estimate the thickness Ln

of the detector n, with its uncertainty, a procedure has been
proposed which is based on an analytical model of the FEP
efficiency and the areas of the 29Cu Kα1 and 46Pd Kα1 x-ray
peaks.

First, the parameters of the FEP efficiency model, εFE(E ),
are fitted to the experimental values measured with the same
certified sources employed in the energy calibration, as de-
scribed in Refs. [35,36]. This model expresses εFE(E ) as the
product of three factors, namely, the geometric efficiency,
the photon flux transmission, and the intrinsic efficiency of
the spectrometer. Figure 3 depicts, for the three spectrometers,
the experimental values and the εFE(E ) curves calculated with
the fitted parameters. The model describes adequately the FEP
efficiency of the SDDs, besides making it clear that the three
detectors are similar. The estimated Si crystal thicknesses
deduced from these fits have uncertainties of the order of 3%.
However, the anisotropy of the investigated lines is expected
to be barely a few percent [3]. Hence, the thicknesses Ln need
to be known with a better precision so that the uncertainty in
the efficiency ratios εabs(EKα )/εabs(Ei) does not jeopardize the
final precision of the x-ray angular distributions.

×

×

×

FIG. 3. FEP efficiencies of the SDDs placed at (a) θ1 = 31.1◦,
(b) θ2 = 90.2◦, and (c) θ3 = 125.0◦ with respect to the beam direc-
tion. The circles with uncertainty bars (one standard deviation) are
the experimental values. The curves are the efficiencies calculated
with the fitted parameters. The solid curves account for the atten-
uator thicknesses (air, Kapton) appropriate to the calibration with
radioactive sources whereas the dashed ones pertain to the electron-
beam irradiation conditions (evacuated chamber). The dot-dashed
horizontal lines indicate the geometrical efficiencies, �/(4π sr).

According to the theoretical predictions [3], K x-ray emis-
sion must be isotropic (they originate from a j = 1

2 vacancy),
which was studied by Yamaoka et al. [19], and also verified
experimentally here. Therefore, from the Kα peak areas we
can calculate the quotient rexpt

E ,n that only depends on the energy
E of the incident electrons and on the absolute efficiency of
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TABLE II. High-precision estimates of the Si crystal thicknesses
of the SDDs. The numbers in parentheses are the standard deviations
in units of the least significant digit.

Detector angle L̂ (mm)

31.1◦ 0.5034(3)
90.2◦ 0.4956(3)

125.0◦ 0.4885(3)

the detector,

rexpt
E ,n = APd

νPdQPdτPd

νCuQCuτCu

ACu
, (2)

where the subscripts indicate the target element (29Cu or
46Pd), A is the area of the Kα1 peak, Q is the charge col-
lected during the irradiation, τ is a dimensionless factor that
corrects for the detector dead time, and ν is the fraction of
photons transmitted through the target. Then, it is possible to
write

rE ,n = C(E )Rεabs (Ln) (3)

in which Rεabs (Ln) = εabs(EPd,Ln)/εabs(ECu,Ln), where ECu

and EPd correspond to the Cu and Pd Kα1 energies, respec-
tively, and the energy-dependent factor C(E ), which is part
of the model, was not needed in the rest of the analysis.
The model parameters to be fitted to the experimental data
are, therefore, C(E ) and Ln for each detector. The procedure
adopted to fit the parameters of Eq. (3) to the experimental
data of Eq. (2) is presented in the Appendix. The fitted values
of the Si crystal thicknesses and their uncertainties are listed
in Table II.

It is important to mention that in the proposed procedure
the targets must be thin enough to guarantee that photon
self-attenuation is practically the same at the angles where the
detectors are positioned. The associated correction is then so
small that it can be neglected and does not add uncertainty to
the thickness estimates.

The curves calculated from the analytical model with the
thicknesses L presented in Table II, and with the attenuation
factors appropriate to the irradiation conditions, have been
used to evaluate the relative efficiencies.

D. Measurement of x-ray spectra

The acquisition rates have ranged between 2 and 12 kHz,
and the irradiations lasted from 3 to 6 h, alternating between
a 1-h run with the element of interest and a 5-min run
with Cu/C. More than 105 counts have been collected in
the L� peaks of 73Ta, 74W, and 79Au, an order of magni-
tude larger than that quoted in most articles on this subject
that indicate this information (see Refs. [18,21]). As K x-
ray emission is predicted to be isotropic [3], the 29Cu K x
rays served to monitor the anisotropy of the experimental
arrangement.

The energies for the irradiation of the Ta/C and Au/C
targets have been chosen between the L3 ionization threshold
up to 100 keV, with some values just above the L3 threshold,
and between the L2 and L1 thresholds. For the W/C target,
the energies have been selected in the region where we had

perceived an unexpected behavior of the alignment parameter
of 73Ta or 79Au. Table I reproduces the values of the L1, L2,
and L3 ionization energies of 73Ta, 74W, and 79Au [29].

The beam current has been evaluated from the sum of the
charges collected in the Faraday cup and in the irradiation
chamber. Losses due to the counting dead time in the acqui-
sition of the x-ray spectra have been corrected according to
Ref. [37].

III. DATA ANALYSIS

A. Fitting procedure to determine the parameters of the peaks

The entire L x-ray energy spectrum, which extends from
the L� line to the Lγ multiplet, has been fitted simultaneously
to a net spectrum deduced from the raw data by removing
pile-up [37], Si K escape [36], and theoretical bremsstrahlung
components [38]. This allowed us to determine the parameters
for each peak.

The chosen model function is the sum of a Voigt function
over a smoothed step for each characteristic x-ray line, su-
perimposed on a second-degree polynomial for the remain-
ing continuous component. The FWHM associated with the
Gaussian detector response function is

√
s2

0 + κE , where κ

has been fixed to the value fitted to the peaks in the calibration
runs and s2

0 has been regarded as a free parameter. In turn, the
natural widths 
 of the Lorentzian profile in the Voigt function
have been taken from Ref. [39].

The fit has been done in a single step, including the peaks
of the Lα, Lβ, and Lγ multiplets as well as the L�, Lη, Lt ,
and Ls lines [29]. The Lt and Ls lines, although forbidden in
the dipole approximation, are visible in the spectra due to the
high counting statistics. Hence, they have been incorporated
in the model to improve the description of the continuous
component of the spectrum.

The adopted fitting procedure is similar to that in Ref. [31],
but here the Lβ group is also included. In short, the L
multiplet was described by three blocks of lines. In the first
one, the position of the Lα1 line is the free parameter while
the positions of the L�, Lt , Ls, Lα2, and Lη lines are fixed
relatively to it. In the second block, the position of the Lβ1

line is the adjustable parameter and those of the Lβ2, Lβ3,
Lβ4, Lβ5, Lβ6, Lβ9, Lβ10, Lβ15, and Lβ17 lines are fixed with
respect to it. In the last one, the position of the Lγ1 line is the
free parameter whereas the positions of the Lγ2, Lγ3, Lγ4,4′ ,
Lγ5, and Lγ6 lines are fixed relatively to it. The experimental
radiative transition energies tabulated in Ref. [29] and the
energy calibration of the detection system (see Sec. II) have
been used to determine the relative positions.

The areas of the Lt and Ls peaks have been regarded as
adjustable parameters in the fit whenever the ratios ALt/ALα

and ALs/ALα are compatible with the ratios of emission rates
given in Ref. [40] within two standard deviations, otherwise
they have been fixed according to this publication. The Lβ17,
Lβ15, and Lγ6 peak areas have been fixed with respect to the
Lβ17/Lβ1, Lβ15/Lα1, and Lγ6/Lγ1 relative intensity ratios,
respectively, assuming the values reported in Ref. [40] for the
first one, and in Ref. [41] for the last two, after correcting
for the spectrometer FEP efficiency. The remaining peak areas
have been free parameters in the fit.
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FIG. 4. (a) Experimental spectrum (points) after removal of the
pile-up, Si K escape, and theoretical bremsstrahlung distributions,
and model function (solid curve) calculated with the fitted param-
eters for the Au L multiplet, at a detection angle of 31.1◦, with
30.62(15) keV electrons. (b) Standardized residuals.

Figure 4 displays the experimental energy spectrum af-
ter removal of the pile-up, Si K escape, and theoretical
bremsstrahlung distributions for the spectrum acquired at
31.1◦ while irradiating the Au/C target with a 30.62(15) keV
electron beam. The curve calculated with the fitted parameters
is also displayed. The corresponding normalized residues are
plotted in the lower part.

In the fit used to determine the parameters of the 29Cu K
multiplet, the position of the Kα1 line is the adjustable pa-
rameter and the Kα2 and Kβ1,3 ones are fixed with respect
to it, also taking as reference the experimental energies from
Ref. [29]. All areas of the K peaks have been treated as free
parameters in the fit.

The energies and uncertainties of the incident elec-
tron beam have been estimated by fitting the tip of the
bremsstrahlung spectra as described in Ref. [38]. In this
procedure, the detector response function (a Gaussian), tak-
ing into account its FEP efficiency curve, is convolved
with the bremsstrahlung spectrum calculated according to
Refs. [42,43]. The adjustable parameters are the average
and width of the electron-beam energy distribution and the
bremsstrahlung yield, which have been fitted to the experi-
mental bremsstrahlung spectrum in the tip region.

B. X-ray angular distribution

In the dipole approximation, the angular distribution of the
x rays emitted after the decay of L3 vacancies produced by an

TABLE III. Estimates of the product αK Gq2A20 from the param-
eters of Eq. (6) fitted to the experimental 29Cu AKβ/AKα ratios. The
numbers in parentheses are the standard deviations in units of the
least significant digit.

Energy (keV) αK Gq2A20

11.51(6) 0.0008(10)
58.28(3) 0.0001(6)

100.60(3) 0.0002(6)

unpolarized particle beam can be written as [3,44]

Wi(θ ) = Wtot,i

4π
[1 + αiGq2A20P2(cos θ )], (4)

where Wi(θ ) is the number of counts of the line i detected at
the angle θ , measured relative to the incident beam direction,
Wtot,i is the average number of counts in the ith line, the
product Gq2 corrects for the effects that attenuate the x-
ray angular distribution (see below), P2 is the second-order
Legendre polynomial, and αi is the anisotropy coefficient of
the ith line. In the independent-electron model, αi is a function
of the total angular momenta of the initial j1 and final j2 states
for a single-vacancy ion [3],

αi ≡ (−1) j1+ j2+1

√
3

2

√
2 j1 + 1

{
1 j1 j2
j1 1 2

}
, (5)

where {:::} is a Wigner 6 j symbol. In this work, j1 = 3/2
whereas j2 = 1/2, 3/2, and 5/2 for the L�, Lα2, and Lα1

transitions, respectively, and the corresponding anisotropy
coefficients are 1/2, −2/5, and 1/10.

Equation (4) can be rewritten in a more compact form as

Wi(θ ) = Ai + BiP2(cos θ ) (6)

with Ai = Wtot,i/(4π ) and Bi = Wtot,iαiGq2A20/(4π ). Since
Eq. (6) is linear in the parameters Ai and Bi, the linear least-
squares (LLS) method has been used to estimate the alignment
parameter, as explained in the following sections.

C. Anisotropy of the experimental setup

The angular dependence of the ratio of peak areas
AKβ/AKα , corrected for their FEP efficiencies, has been ana-
lyzed for the Cu/C target. The parameters Ai and Bi in Eq. (6),
for i = K , have been fitted to the experimental ratios AKβ/AKα

measured with the three detectors. Figure 5 presents these ra-
tios as well as the curves calculated with the fitted parameters
for 11.51, 58.28, and 100.60 keV runs. Table III gives the
estimates and uncertainties for the product αK Gq2A20. After
verifying that the Cu K x rays are emitted isotropically, they
have been instrumental in ensuring the isotropy of the whole
arrangement (beam, target, and detectors) for each irradiation
energy.

D. Estimate of the product αiGq2A20

A two-step LLS procedure that takes advantage simulta-
neously of the experimental intensities of the L�, Lα1, and
Lα2 lines was implemented to estimate the product αiGq2A20.
In both stages, the estimates of the parameters and their
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FIG. 5. Experimental ratios AKβ/AKα , corrected for their respec-
tive FEP efficiencies (points with uncertainty bars), and correspond-
ing curves calculated from Eq. (6) with the fitted parameters, for the
Cu/C target at the indicated energies.

covariance matrix have been obtained by means of the clas-
sical expressions [45]

p̂ = (
XT V−1

y X
)−1

XT V−1
y y (7)

and

Vp̂ = (
XT V−1

y X
)−1

, (8)

where p̂ and y are the vectors that contain the estimated
parameters and the experimental data, respectively, X is the
design matrix, and Vy and Vp̂ are the covariance matrices of y
and p̂, respectively.

a. First step. We have evaluated the photon yield ratios

wi(θ ) = Ai

Aref

Qref

Q

εabs(Eref )

εabs(Ei )

1 − φref

1 − φ

νref

νi
, (9)

where the subscript i indicates the L�, Lα1, and Lα2 lines and
the subscript “ref” denotes the 29Cu Kα doublet, A is the area
of the fitted Voigt function, Q is the charge incident on the
target during the detector acquisition time, εabs is the product
of the photon flux transmission and the intrinsic efficiency,
as defined in Sec. II, φ is the fraction of dead time in the
measurement, and ν is the fraction of photons transmitted
through the target. All these quantities are evaluated for each
SDD because they depend on θ [46]. The ratio of the x-ray
yields in Eq. (9) avoids the dependence of the FEP efficiency
on the solid angle, thus correcting for fluctuation in the
experimental setup, in particular those arising from the small
variations of the impact point and focus of the beam; these
changes have been smaller than 0.5% in all the runs for the
three detectors.

The ratios of efficiencies εabs(Eref )/εabs(Ei ) occurring in
Eq. (9) are close to one for the lines of the three elements.
They have been determined with a precision ∼ 0.04% in
a separate experiment performed with the Kα1 x-ray lines

of Cu and Pd, as described in Sec. II C. The uncertainty
of (1 − φref )/(1 − φ) was estimated to be less than 0.05%
using the methodology of Ref. [37]. The factor νref/νi corrects
for the self-attenuation of the photons in the targets. In the
case of the L� line, which has the lowest energy of the L
multiplet, the values are in the range (0.9999,1.0014) with an
uncertainty that could be disregarded compared to the other
factors. The uncertainty in the charge Q is less than 0.3%
in all irradiations, and the covariances between the values
at the three angles are big because the counting dead time
fractions are similar. Consequently, the ratios Qref/Q at the
three angles are highly correlated and contributed negligibly
to the standard deviations of the parameters to be fitted.

Owing to the isotropy of the Cu K lines, from Eq. (6) it
follows that, for each line i, it is possible to write

wi(θ ) = ai + biP2(cos θ ) (10)

with ai = CWtot,i/(4π ), bi = CWtot,i αiGq2A20/(4π ), and C a
constant that changes only with the irradiation energy.

In the first step, the parameters ai and bi of the L�, Lα1, and
Lα2 lines have been fitted simultaneously to the experimental
values of wi(θ ) by an LLS procedure. The vector of exper-
imental data w is constructed from the wL�, wLα1 , and wLα2

values [see Eq. (9)], the design matrix X1 is created according
to Eq. (10), and the covariance matrix Vw is calculated from
Eq. (9). The estimates of the parameters ai and bi for each of
the three lines, p̂1, together with the covariance matrix of the
estimated parameters, Vp̂1 , have been determined employing
Eqs. (7) and (8), respectively.

b. Second step. The vector of the parameters p̂1 is used to
estimate the product Gq2A20, by taking into account that

bi

ai
= αiGq2A20. (11)

Fitting the product Gq2A20 to the ratios b̂i/âi also involves an
LLS procedure. At this stage, the new matrices are

y2 =

⎛
⎜⎜⎜⎜⎜⎝

aL�

bL�/aL�

aLα1

bLα1/aLα1

aLα2

bLα2/aLα2

⎞
⎟⎟⎟⎟⎟⎠, Vy2 = DVp1D

T,

X2 =

⎛
⎜⎜⎜⎜⎜⎝

1 0 0 0
0 0 0 αL�

0 1 0 0
0 0 0 αLα1

0 0 1 0
0 0 0 αLα2

⎞
⎟⎟⎟⎟⎟⎠, p2 =

⎛
⎜⎝

aL�

aLα1

aLα2

Gq2A20

⎞
⎟⎠ (12)

with y2 the experimental data and Vy2 its covariance matrix,
D the matrix that contains the derivatives of each of the six
terms of y2 with respect to the elements of the vector p̂1, X2

the design matrix, and p2 the vector with the list of parameters
to be estimated.

The estimates of the p̂2 vector and its covariance matrix
Vp̂2 are found by using Eqs. (7) and (8), now with the new
matrices presented above.

With the proposed methodology, it is possible to esti-
mate the product Gq2A20 from the L�, Lα1, and Lα2 lines
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simultaneously, incorporating in a single procedure the L�

line, which has a large anisotropy but a small intensity, and the
Lα1 line, which has less anisotropy but the largest intensity.

E. Attenuation factors G and q2

A vacancy in an L3 subshell may have been generated by
a direct ionization, by a Coster-Kronig transition from L1 and
L2 subshells, or by a vacancy transfer from the K to the L
shells. However, only vacancies in L3 that are generated by
direct ionization will contribute to the emission anisotropy.
The fraction of vacancies created by direct ionization of the
L3 subshell is equal to the ratio of the ionization cross section
of the L3 subshell, σL3 , and the L3 vacancy-production cross
sections, σ h

L3
,

G = σL3

σ h
L3

� 1. (13)

This factor has been evaluated using ionization cross sec-
tions calculated in the distorted-wave Born approximation
[47] and Coster-Kronig coefficients extracted from Refs. [48]
(73Ta, 74W) and [49] (79Au). The ensuing values are 0.8 �
G � 1, with an uncertainty below 3%, except when only
the L3 subshell is ionized and G ≡ 1 because Coster-Kronig
transitions are no longer possible.

In turn, q2 corrects for the angular deflections of the
incident electrons inside the target immediately before the
ionization. It can be demonstrated that, in general, each mul-
tipole component of the x-ray angular distribution does not
change shape but just attenuates when the angular distribu-
tions of both the ionizing electron and the emitted x ray are
azimuthally symmetric (see Ref. [44], Secs. 9.2–9.4), being
the attenuation factor different for each multipole. Here, we
have applied this result to the measurements in this work and
derive the appropriate formula for q2, but first we describe
how the probability density function (PDF) for the direction
of the motion of the ionizing electron has been evaluated.
We simulated electron trajectories through the target consid-
ering only elastic collisions, with differential cross sections
from Ref. [50]. A fraction of about one-thousandth of the
electron-atom elastic interactions was sampled as ionization
events, with a probability of ionization proportional to the
path length from the last collision. The number n of elastic
collisions before ionizing an atom has been tallied and gives
the corresponding probabilities pn, therefore p0 is the fraction
of the beam that does not interact with the target atoms
and

∑∞
n=0 pn = 1. The electron angular deflections θ ′ after

n elastic collisions have also been tallied and normalized to
generate the PDFs fn(θ ′), i.e.,

∫
fn(θ ′)d�′ = 1 where d�′

is the solid angle differential. The weighted average of these
angular distributions yields the PDF of the direction of motion
of the ionizing electron F (θ ′):

F (θ ′) = p0δ(θ ′) + Fn�1(θ ′) (14)

with
∫

δ(θ ′)d�′ = 1, and

Fn�1(θ ′) =
∞∑

n=1

pn fn(θ ′), (15)

hence
∫
F (θ ′)d�′ = 1 and

∫
Fn�1(θ ′)d�′ = 1 − p0. We do

not include the φ′ coordinate among the parameters of the
distribution functions to stress their azimuthal symmetry. To
assess this simulation procedure we have calculated the in-
tegral of the angular distribution of the electron beam that
emerges from the target in the θ interval (0◦, 12.0◦), which
is the aperture of the Faraday cup [30]. These values agree
well with the fractions of charge collected by the Faraday cup
in all runs; the details may be consulted in Ref. [51].

The proof that multipole components of the angular distri-
bution function do not change shape has been adapted from
the method used in γ -γ angular correlation by Rose [52] and
tailored to the conditions in this experiment, noting that F (θ ′)
plays the role of the photon detection efficiency of the detector
placed at θ = 0 in that article.

In the dipole approximation, the angular distribution of the
emitted x rays when there is no elastic electron scattering
inside the target takes the form

W (�) ∝ 1 + αGA20P2(cos �) (16)

with � the angle between the direction of the emitted photon
and the electron beam within the target. Owing to the very
small solid angle subtended by the detectors, � = 1.7 ×
10−4 sr, only photons emitted toward their angular position
(θ, φ) measured relative to the incident beam direction, can
be detected; this θ is the same angle appearing in Eq. (4).

Accounting for the electron dispersion in the target, the an-
gular distribution of the x rays will be given by the convolution
of W (�) from Eq. (16) with the angular PDF F (θ ′):

W (θ, φ) =
∫

W (�)F (θ ′)d�′ (17)

and � = �(θ ′, φ′, θ, φ). Now we resort to the addition theo-
rem

P2(cos �) = P2(cos θ ′)P2(cos θ ) + terms in cos(φ′ − φ)

and cos(2(φ′ − φ)). (18)

Inserting Eqs. (14), (16), and (18) into Eq. (17) and integrating
over dφ′ we get

W (θ, φ) = W (θ ) ∝ 1

+ αG

[
p0 + 2π

∫ π

0
P2(cos θ ′)Fn�1(θ ′) sin θ ′dθ ′

]

× A20P2(cos θ ) (19)

since the terms with cos(φ′ − φ) and cos[2(φ′ − φ)] vanish.
Defining

q2 ≡ p0 + 2π

∫ π

0
Fn�1(θ ′)P2(cos θ ′) sin θ ′dθ ′ (20)

we arrive at Eq. (4) for the angular distribution of the emitted
x rays in the dipole approximation. Equation (19) proves that
the angular spreading of the electrons within the target merely
changes A20 by a multiplicative factor q2 and that the x-ray
angular distribution continues to be described by the Legendre
polynomials P0 and P2, and it also reveals that the azimuthal
position of the detector is irrelevant.

Note that tilting the target with respect to the beam di-
rection, as has been done in this work, breaks the azimuthal
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FIG. 6. Dependence of the attenuation parameter of the x-ray
angular distribution by electron angular spreading in the 73Ta, 74W,
and 79Au targets, with the energy of the incident electron. The
thicknesses for each target are given in Sec. II A.

symmetry. However, in the same simulations that furnished
the angular distributions of the ionizing electrons, the angular
deflections φ′ have also been tallied and it has been verified
that the PDF of φ′ is compatible with a uniform distribution
in (0, 2π ), which we attribute to the small number of elastic
collisions in the thin targets used.

The numerical evaluation of Eq. (20) with the simulated
Fn�1(θ ′) PDFs has yielded q2 > 0.7 for all targets and ener-
gies in this experiment, deviating from unity by less than 5%

above ∼50 keV, with an uncertainty that decreases from 0.06
to 0.002 as the energy of the incident electron beam increases
from 10 to 100 keV [51]. Figure 6 depicts the q2 values as a
function of electron energy for 73Ta, 74W, and 79Au.

IV. THEORY

In order to compare the measured alignment parameter
with the theoretical prediction, A20 has been calculated in the
nonrelativistic plane-wave Born approximation (PWBA) as
described in Ref. [3]. The alignment parameter A20 is defined
equivalently as

A20 ≡ ρ20( j1 j1)

ρ00( j1 j1)
, (21)

where ρk0 is the statistical tensor of order k and component
0. Applying the definition of the statistical tensors expressed
in terms of the elements of the density matrix of the system,
Eq. (1) in Ref. [3], it is possible to prove that for a set of ions
with a vacancy in the L3 subshell Eq. (21) corresponds to the
relative difference of the ionization cross sections presented
in Eq. (1).

The statistical tensors ρk0 in Eq. (21) can be expressed as

ρk0( j, j) = 8πe4

mev2

∫ E−Eion

0
dε

∫ q+(ε)

q−(ε)
Fk (q, ε)

dq

q3
, (22)

where v is the velocity of the incident electron, q is the
momentum transfer, ε is the kinetic energy of the ejected
electron, and Eion is the ionization energy of the considered
(sub)shell; me is the electron rest mass and e is the elementary
charge. The factor Fk (q, ε) is given by [3,53]

Fk (q, ε) = C(k, �, j)

[∑
�′

∑
λ1,λ2

B(k, �, �′, λ1, λ2) Rλ1
ε�′,n�(q) Rλ2

ε�′,n�(q)

]
Pk (cos θr ) (23)

with the coefficients

C(k, �, j) = (−1) j+(1/2) (2 j + 1)(2� + 1)

{
� k �

j 1
2 j

}
(24)

and

B(k, �, �′, λ1, λ2) = √
2k + 1 (−1)�

′+(1/2)(λ1−λ2 )(2�′ + 1)(2λ1 + 1)(2λ2 + 1)

×
(

λ1 λ2 k
0 0 0

) (
� λ1 �′
0 0 0

) (
� λ2 �′
0 0 0

)(
� k �

λ1 �′ λ2

)
, (25)

where n, �, j are the quantum numbers of the electron in
the orbital where the vacancy is produced, �′ is the angular
momentum of the ejected electron, θr is the angle between the
momentum transfer vector and the direction of the incident
beam, Pk are Legendre polynomials, and (:::) and {:::} are
Wigner 3 j and 6 j symbols, respectively.

The radial integrals Rλ
ε�′,n� are

Rλ
ε�′,n�(q) ≡

∫ ∞

0
dr Pε�′ (r) jλ(qr/h̄)Pn�(r) (26)

with jλ the spherical Bessel function of order λ, Pn� the
reduced radial wave function of the bound state, and Pε�′

the angular momentum component �′ of the ejected electron
wave function with kinetic energy ε, normalized on the energy
scale. The integration limits in Eq. (22) for the integral over q
can be deduced from the collision kinematics,

q± =
√

2me
[√

E ±
√

E − (Eion + ε)
]
. (27)

The target atoms have been described with self-consistent
Dirac-Hartree-Slater potentials [54], and the radial wave func-
tions of the bound and free states have been computed with the
RADIAL subroutine package [54]. Eion (= EL3 in the present
case) was extracted from Ref. [29] (see Table I). Partial waves
have been added to the sum in �′ of Eq. (23) until the relative
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FIG. 7. Angular dependence, wi(θ ), in the emission of the i =
L�, Lα1, and Lα2 characteristic x rays of 73Ta for electron energies
of 15.51(4), 30.62(15), 50.82(5), and 100.60(4) keV. The symbols
with uncertainty bars (one standard deviation) are our experimental
values. The solid curves are the predictions of Eq. (10) calculated
with fitted parameters to the experimental values. Note that at
30.62(15) keV the L�, Lα1, and Lα2 x rays are emitted almost
isotropically.

difference between the values for the alignment parameter
calculated in successive iterations was smaller than 10−4,
evaluated individually for each combination of energy and
atom. The calculations requires the inclusion of 3 to 20 partial
waves to converge as the electron energy grows from 1.02EL3

to 10.2EL3 .

V. RESULTS

Figures 7–9 display the L�, Lα1, and Lα2 x-ray angular
distributions for various energies of the incident electron
beam. The interpretation of these figures needs attention
because the plotted experimental data are the ratios wi(θ ),
Eq. (9), which are statistically correlated. In addition, as the
scales in the graphs are not chosen with the same relative
amplitude, for a proper comparison of the L�, Lα1, and Lα2

anisotropies it is necessary to read the y-axis scales carefully.
The angular distributions for all energies and targets (totaling
27 situations) along with the chi squares for the fitted values
are collected in Ref. [55].

FIG. 8. Same as Fig. 7 but for the 74W target irradiated with
36.97(8) and 100.65(7) keV electrons.

The alignment parameters A20 estimated for 73Ta, 74W,
and 79Au are presented in Tables IV, V, and VI, respectively,
together with the theoretical PWBA values, Eqs. (21) and
(22), calculated employing Dirac-Hartree-Slater potentials.

FIG. 9. Same as Fig. 7 but for the 79Au target irradiated with
13.35(9), 30.62(15), 50.82(7), and 100.60(4) keV electrons. Note
that at 30.62(15) keV the L�, Lα1, and Lα2 x rays are emitted almost
isotropically.

062705-10



ATOMIC ALIGNMENT OF 73TA, 74W, AND … PHYSICAL REVIEW A 100, 062705 (2019)

TABLE IV. Alignment parameter of 73Ta for the electron en-
ergies of the present experiment. Araw

20 denotes the fitted value for
the product Gq2A20, Aexpt

20 the corrected value for the Coster-Kronig
transitions and the opening of the electron beam inside the target,
and Atheor

20 the theoretical value calculated in the PWBA with Dirac-
Hartree-Slater atomic potentials. The numbers in parentheses are the
standard deviations in units of the least significant digit.

Energy (keV) Araw
20 Aexpt

20 Atheor
20

10.75(9) 0.132(21) 0.197(34) 0.108
11.51(6) 0.077(13) 0.110(20) 0.095
13.46(9) 0.057(7) 0.078(11) 0.066
15.51(4) 0.057(13) 0.076(18) 0.045
17.79(7) 0.025(7) 0.032(9) 0.027
20.76(9) 0.014(12) 0.016(16) 0.010
25.41(15) 0.006(6) 0.006(7) −0.006
30.62(9) −0.012(10) −0.015(12) −0.018
50.82(5) −0.021(7) −0.027(8) −0.030
74.83(6) 0.003(8) 0.002(9) −0.028
84.96(5) 0.015(7) 0.014(8) −0.026

100.60(4) 0.031(6) 0.034(7) −0.022

Araw
20 corresponds to the experimental result without the cor-

rections for the Coster-Kronig transitions and the electron
beam scattering within the target (Gq2A20 from the fit). On
the other hand, Aexpt

20 is the corrected alignment parameter. The
calculated values of A20 are represented in Fig. 10 for the three
elements and all the energies of the experiment.

The vector p̂ with the estimates of the parameters, Eq. (7),
is the unique solution of the LLS procedure. It may be
worth remembering that experimental points displaced from
the fitted curve must happen with a frequency dictated by
the residue PDF, and many angular distributions have been
measured, therefore many apparent differences can be spotted
in the complete set of graphs [55]. However, each dataset has
passed the chi-square test. As our procedure includes the L�,
Lα1, and Lα2 lines simultaneously, there are nine experimen-
tal values and four parameters to be fitted for each energy,
amounting to five degrees of freedom (d.f.). Evaluating the
sum of all chi squares for the 73Ta and 79Au data, which
have 60 d.f., we found 82 and 67 for the absolute chi-squares,
respectively. The probabilities of these chi squares being ex-
ceeded are 5% and 23%, respectively. For the 74W data there
are 15 d.f. and the absolute chi square is 25, corresponding to
a probability of being exceeded equal to 5%. Then, the sum
of all chi squares cannot be rejected, validating the standard
deviations quoted in Tables IV–VI and plotted in Fig. 10 as
uncertainty bars.

Figure 11 shows the variation of A20 with E/EL3 , com-
paring our estimates of the alignment parameter with those

TABLE V. Same as Table IV but for 74W.

Energy (keV) Araw
20 Aexpt

20 Atheor
20

36.97(8) −0.019(5) −0.022(6) −0.024
58.28(3) −0.011(7) −0.013(8) −0.031

100.65(7) 0.018(8) 0.021(9) −0.022

TABLE VI. Same as Table IV but for 79Au.

Energy (keV) Araw
20 Aexpt

20 Atheor
20

12.19(9) 0.22(5) 0.26(6) 0.121
13.35(9) 0.107(15) 0.123(17) 0.103
14.03(9) 0.081(16) 0.095(19) 0.093
15.51(9) 0.076(19) 0.092(23) 0.075
17.79(11) 0.039(9) 0.049(11) 0.052
20.76(8) 0.029(13) 0.036(16) 0.031
25.41(9) 0.004(6) 0.005(7) 0.009
30.62(15) −0.011(8) −0.014(10) −0.007
50.82(7) −0.015(8) −0.019(10) −0.029
74.83(7) −0.015(7) −0.019(9) −0.030
84.96(6) −0.012(7) −0.015(9) −0.029

100.60(4) 0.009(6) 0.011(7) −0.026

reported in the literature from the analysis of the x rays
emitted when the ionization occurs by electron impact, Fig. 1.

VI. DISCUSSION

From Figs. 7–10 it is possible to conclude that the L�,
Lα1, and Lα2 x rays are not emitted isotropically for energies
close to the L3 ionization threshold. When the beam energy
is near 2.5EL3 the emission of the three investigated lines

FIG. 10. Alignment parameter A20 of 73Ta, 74W, and 79Au as a
function of electron energy. The symbols with uncertainty bars (one
standard deviation) are the present experimental values. The solid
curves are the predictions of the PWBA.
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FIG. 11. Alignment parameter A20 of 73Ta, 74W, and 79Au as a
function of electron energy divided by the L3 threshold energy. The
red diamonds, green squares, and blue circles are the experimental
values, and the uncertainty bars correspond to one standard deviation.
The black symbols (stars, up triangles, and down triangles) are the
same as those that appear in Fig. 1; Hg [10], Xe [12], and Xe [13].
The solid curve gives the calculated values for the three elements
which, although not identical, differ by amounts that are not visible
in this scale.

becomes practically isotropic; around (3–7)EL3 a nonisotropic
emission is found again but with an opposite sign to that seen
initially, and above 8EL3 there is a second inversion in the sign
of the anisotropy. These results also confirm the theoretical
expectation that the anisotropies of the Lα1 and Lα2 x rays
have opposite signs.

The experimental values of A20, Fig. 10, exhibit the evolu-
tion of the alignment parameter with the electron energy in a
wide energy interval beginning near the ionization threshold.
Two sign inversions can be seen, which is unexpected both
considering the theoretical calculations and the previous ex-
periments, whose results had very large uncertainty bars that
precluded their observation. The experimental and calculated
values of A20 agree for incident electron energies below
∼60 keV, i.e., up to ∼6EL3 . Above this energy, the results of
the experiment show, for the three elements, a second sign in-
version that is not predicted by the theory outlined in Sec. IV.

This effect cannot be related to the indirect production of a
vacancy in the L3 subshell via ionization of the K shell and
subsequent transfer of the vacancy to the L3 subshell; in fact,
the fraction of the total number of L3 vacancies that originate
in K-shell ionization is negligible because the K ionization
cross section is two orders of magnitude smaller than that of
the L3 subshell. The explanation for this discrepancy probably
lies in the use of a nonrelativistic formalism as well as in the
neglect of Coulomb and exchange effects.

The dependence of A20 on E/EL3 is the same, within
uncertainties, for the three studied elements (see Fig. 11). A
similar behavior was reported by Jitschin et al. [23] for the
ionization by proton impact but, at variance with our work,
their results follow the trend of the theoretical calculations.
We point out that, in the ionization by nonrelativistic positive
ions, the energy of the ejected electron is not sufficiently high
to cause significant relativistic effects, which is not the case
for electron-impact ionization of the L subshells of 73Ta, 74W,
and 79Au L at energies above several tens of keV.

The effect of the alignment parameter on the measured L
subshell ionization cross sections of high-Z elements can be
assessed consulting, e.g., Ref. [31]. When the L3 ionization
cross section is deduced from the L�, Lα1, and Lα2 x-ray pro-
duction cross sections, the uncertainty of the measured values
should be less than 1% to be affected by atomic alignment
with the order of magnitude found here. This follows from
the small average anisotropy that results from the sum of the
anisotropy coefficients weighted by the intensities of the lines.
However, if the L3 ionization cross section is estimated from
just the L� yield, the anisotropy needs to be included near the
ionization threshold wherever the uncertainties in the cross
sections are smaller than 5%, as a consequence of the large
values αL� = 1/2 and A20 ∼ 0.1 near the threshold.

As pointed out by Yamaoka et al. [18,19] and Santra et al.
[21], the use of SDDs to measure the x-ray angular distribu-
tion actually introduces an additional difficulty because they
cannot resolve completely the Lα1 and Lα2 lines. However,
we have been able to overcome this shortcoming by means of
two strategies. The first one has been to fit all lines in the L
multiplet, in particular the L� line and the Lα doublet, in a
single fit procedure, which yields not only the estimates of the
areas but also their covariances. The second strategy has been
to use the areas of the L�, Lα1, and Lα2 peaks simultaneously
in the procedure to estimate A20, including at this stage their
covariances.

The accuracy of the present experimental results could
be achieved thanks to the significant improvements made in
the experimental setup and analysis procedures, from which
relevant characteristics not described in the literature will be
highlighted.

If we had not employed the intensity ratio between the x
ray of interest and the Cu Kα line, only A20 values above 0.1
would differ from zero by more than two standard deviations,
even if the Cu Kα line intensity variation is in the interval
(0.995; 1.001), corresponding to changes in the average po-
sition of the electron beam spot on the target of less than
0.5 mm.

Below 2EL3 it is crucial to determine the photon yield
simultaneously at the three angles because changes in the
average electron energy as small as 50 eV modify the photon
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yields as strongly as the x-ray angular distribution, or even
more in the case of the Lα1 line, due to the fast growth of the
Lα x-ray production cross section in this energy region.

The use of thin solid targets with an area of only 0.5 cm2

and C fiber frames and holders, developed for inner-shell ion-
ization measurements [30], minimized the photon background
and reduced the elastic scattering of the electron beam within
the target, which influences the measurement of the photon
angular distributions and was ignored in earlier publications
[14].

Lastly, the use of the L�, Lα1, and Lα2 lines in a sin-
gle procedure to estimate A20, although unimportant below
∼20 keV (corresponding to A20 > 0.05), reduces the standard
deviation of the values measured above this energy to roughly
one-half of that obtained using exclusively the L� line, as had
been done in Refs. [13,19]. This is because the increase of
bremsstrahlung events in the L� peak region is faster than that
of the ionization yield, deteriorating the statistical uncertainty
in the measured intensity of this relatively weak line.

VII. CONCLUSION

The atomic alignment parameter in the electron-impact
ionization of the L3 subshell has been measured in a wide
energy interval. Two inversions in the sign of A20 appear
between 10 and 100 keV, one of them not predicted by the
nonrelativistic PWBA. The alignment parameter of high-Z
elements turns out to be nearly independent of Z when plotted
as a function of E/EL3 . The calculations disagree quantita-
tively and qualitatively with the experimental results only for
electron energies �60 keV, suggesting that the adoption of a
consistent relativistic formalism might improve the theoretical
predictions. This sign inversion is sensitive to the fine details
of the ionization process and the wave functions involved,
and it will help in recognizing differences in models that
cannot be distinguished by measurements of total ionization
cross sections. Analyzing our results in conditions similar to
those of other researchers that attempted to measure the x-ray
emission anisotropy, it has been possible to understand why
they were unable to observe conclusively the sign inversion at
electron energies ∼8EL3 .

Finally, although the x-ray transitions from L3 vacancies
produced by electron impact do not have an isotropic dis-
tribution, the observation of the ensuing angular correlation
effects requires very special conditions, unlikely to be found
in the usual arrangements. In particular, in the measurement
of L-subshell ionization cross sections it will affect the results
only if the relative uncertainties approach 1%, which is still
far from the current experimental precision.
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APPENDIX: RELATIVE EFFICIENCY

The model given by Eq. (3) has allowed us to write the
merit function for the least-squares fit as

Q̂(L1,L2,L3) =
∑

E

3∑
n=1

[
rexpt

E ,n − C(E ) Rεabs (Ln)

σrE ,n

]2

, (A1)

where σrE ,n is the standard deviation of rexpt
E ,n . The hat over

the Q symbol means that C(E ) is the least-squares estimate
for each value assigned to L1, L2, and L3 thickness. Each
εabs(Ln) in the efficiency ratio Rεabs (Ln) of Eq. (3) is calculated
from the analytical model, as described at the beginning of
Sec. II C.

The graph of the merit function given by Eq. (A1) forms
a surface whose contours, i.e., cuts at constant Q̂ allow one
to graphically estimate the thicknesses L1, L2, and L3 that
minimized the function. Figure 12 shows the contour lines
when a cut is made at L3 = 0.4885 mm, for Q̂(L1,L2,L3) +
m2 with m = 1, . . . , 5. The standard deviation of the thickness
estimates has been calculated from Eq. (8), employing the
fitted values for thicknesses. The chi square of the fit with
9 d.f. is 18.2, which marginally satisfies the χ2 test. The
thicknesses estimated with this method are in good agreement
with those ensuing from the fit of the parameters of the
analytical model to the experimental data, and also with that
reported in Ref. [35], but with an improvement of one order
of magnitude in precision.
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