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Abstract  

Förster resonance energy transfer (FRET) is a powerful technique used to investigate the 

conformational preferences of biosystems, and molecular simulations have emerged as an ideal 

complement to FRET due to their ability to provide structural models that can be compared 

with experiments. This synergy is however hampered by the approximations underlying Förster 

theory regarding the electronic coupling between the participating dyes: a dipole-dipole term 

attenuated by a simple dielectric screening factor 1/𝑛! that depends on the refractive index of 

the medium. Whereas the limits of the dipole approximation are well-known, detailed insights 

on how environment effects deviate from the 1/𝑛! assumption and modify the 𝑅"# distance 

dependence that characterizes FRET as a spectroscopic ruler are still not well understood, 

especially in biosystems characterized by significant structural disorder. Here we address this 

using a rigorous theoretical framework based on electrostatic potential-fitted transition charges 

coupled to an atomistic polarizable classical environment, which allows to investigate 

dielectric screening in atomic detail in extended simulations of disordered systems. We apply 

this strategy to investigate the conformational preferences of calmodulin, a protein that plays a 

major role in the transmission of calcium signals. Our results indicate that dielectric screening 

displays an exponential decay at donor/acceptor separations below 20 Å, significantly 

modifying the 𝑅"# distance dependence widely adopted in FRET studies. Screening appears 

to be maximized at separations ~15 Å, a situation in which the fluorophores are partially 



excluded from the solvent and thus screening is dictated by the more polarizable protein 

environment. 

 

1. Introduction  

Förster resonance energy transfer (FRET) describes the non-radiative transfer of electronic 

excitation energy between a donor (D) and an acceptor (A) molecule mediated by dipole-dipole 

coulombic interactions. Over 70 years ago, Theodor Förster developed the practical 

expressions that allow describing the transfer rate from purely spectroscopic observables and 

the distance separating the donor and the acceptor.1–3 This expression is the foundation of the 

FRET technique, which is widely used as a spectroscopic ruler to measure distances in 

biological systems and has had an enormous impact in life sciences.4,5 FRET is used for 

example to detect protein-protein interactions, to observe protein folding, or the investigate the 

conformational ensembles of nucleic acids or disordered proteins, even in vivo and for single 

molecules. Compared to other techniques, single molecule FRET (smFRET) allows detailed 

insights into the dynamical aspects of biological structure, including subpopulations and 

interconversion kinetics, and has been applied to characterize the conformational and substrate-

binding dynamics of enzymes, the structural dynamics of DNA, the conformational ensembles 

and folding dynamics of RNA enzymes and proteins, and many other molecular mechanisms.6–

13 

The FRET ruler, however, gives access to one-dimensional structural information, so this 

technique needs to be complemented with other approaches to fully characterize three-

dimensional structures and give insights into the function of relevant conformational states. 

Besides other biophysical and photophysical techniques, molecular dynamics (MD) 

simulations represent one of the most powerful tools to investigate biomolecular dynamics 

thanks to its ability to explore complex energy landscapes and provide thermodynamic and 

kinetic data of the relevant states of a system in atomic detail. A variety of studies in the last 

decade have thus combined FRET experiments with MD simulations to unveil the properties 

of proteins, disordered amyloid-β monomers, single stranded DNA and RNA, and many other 

biosystems.14–28 This synergistic exchange allows the interpretation of FRET data in terms of 

atomic models but also the refinement of the classical potentials determining energy landscapes 

in MD simulations. The comparison between FRET data and MD ensembles, however, 



typically relies on the various approximations underlying Förster theory regarding D/A 

electronic coupling: a dipole-dipole term attenuated by a simple dielectric screening factor 

1/𝑛! that depends on the refractive index of the medium. In some cases, the dipole interaction 

is further approximated adopting an orientation factor 〈𝜅!〉 = 2/3 , corresponding to the 

isotropic average obtained if D and A are free to rotate, a reasonable approximation when dyes 

are attached through long and flexible linkers to the biomolecule.15  

If dyes are explicitly included in the MD, the dipole approximation can be overcome by 

evaluating the coupling for specific D/A arrangements sampled along an MD trajectory using 

a more rigorous theoretical model, for example using transition densities derived from quantum 

mechanical (QM) calculations.29 Breakdown of the dipole approximation at distances 

comparable to dye dimensions is well-known, and most studies acknowledge the fact that, 

besides distance between the dyes, FRET efficiency depends also on their orientation and 

dynamics. How screening effects impact FRET studies in disordered proteins and peptides, 

however, remains largely unknown.16 In Förster theory, screening effects are described by 

adding a 1/𝑛! prefactor in the dipole coupling entering the rate expression: 
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where 𝑉  is the electronic coupling between D/A molecules, 𝐽  the spectral overlap factor 

obtained from the area-normalized donor emission and acceptor absorption spectra, 𝜇. and 𝜇/ 

the D/A transition dipole moments, 𝜅 the dipole orientation factor, 𝑅 the D/A center-to-center 

distance, and 𝑛 the refractive index of the medium. 

The 1/𝑛! screening prefactor leads to a dramatic fourfold attenuation of the FRET rate in 

typical biological environments, where 𝑛!  is often assumed a value of 2, representing the 

optical component of the dielectric constant of the medium (𝜀012).30 Förster derived this simple 

screening factor by assuming a continuum dielectric embedding the D/A point dipoles. Some 

refinements can be introduced if one assumes that the molecules are placed in spherical cavities 

inside the dielectric. This leads to screening factors ranging from 3 32𝜀012 + 15⁄  for dipolar 

transitions to 2 3𝜀012 + 15⁄  for high-order multipoles. 31 More realistic models have later been 

developed coupling a QM description of the chromophores to modern continuum solvation 

models like the integral equation formalism of the polarizable continuum model (IEFPCM), 

which allows to account for the molecular-shaped cavities enclosing the molecules in the 



dielectric, or by adopting an atomistic polarizable molecular mechanics (MMPol) description 

of the environment in a quantum/molecular mechanics (QM/MMPol) framework.29,32,33  

The application of multiscale QM/classical models has allowed unprecedented details on the 

impact of screening effects in FRET processes occurring in a variety of biological systems.34 

Application of the QM/IEFPCM model to pigment pairs from photosynthetic complexes of 

cyanobacteria, higher plants and cryptophyte algae, showed that screening is exponentially 

attenuated at D/A separations below 20 Å, thus modifying the well-known 𝑅"#  distance 

dependence of Förster FRET rate, a behavior occurring when the pigments start to form a 

common cavity inside the dielectric.35,36 In turn, QM/MMPol calculations allow taking into 

account the screening by highly anisotropic environments such as protein cavities.  Application 

of the QM/MMPol model to photosynthetic complexes, nucleic acids and protein-ligand 

complexes,34 indicated that the heterogeneous nature of the environment polarizability often 

leads to important deviations from the  1 𝜀012⁄  Förster prefactor, profoundly tuning by a factor 

up to ∼4 energy migration rates compared to the average continuum dielectric view that has 

been historically assumed.37 Recently, Eder and Renger applied extensive Poisson-TrEsp 

calculations to study photosystem I trimers, concluding that exponential distance dependence 

only contributes to the dielectric screening in chlorophyll pairs with in-line dipole 

arrangements.38 In disordered proteins, the exchange between folded and more solvent-exposed 

extended structures means both effects – distance-dependent screening  and dielectric 

heterogeneity – could play an important role in energy transfer processes underlying FRET 

structural studies.  

Here, we assess how environment effects deviate from Förster 1 𝜀012⁄  assumption in a 

disordered system, and how this approximation biases the characterization of the underlying 

conformational ensemble. The cost associated to multiscale QM/MMPol models has so far 

precluded its application to the colossal number of conformations needed to describe, for 

example, a disordered protein. Here we address this challenge using a rigorous theoretical 

framework that overcomes Förster limits adopting a TrESP/MMPol approach, which describes 

the fluorophores through electrostatic potential-fitted transition charges (TrESP) coupled to a 

polarizable molecular mechanics (MMPol) description of the environment.39 While this 

approach allows an efficient processing of thousands of structures extracted from extensive 

MD simulations, it allows to retain the accurate description of screening effects provided by 

more costly QM/MMPol calculations. We apply this strategy to investigate the impact of 



Förster approximations on the Ca2+-dependent conformational preferences of calmodulin 

(CaM), a protein that plays a major role in the transmission of calcium signals in 

eukaryotes.40,41 In particular, we simulate the FRET properties of holo CaM tagged with Alexa 

Fluor 488 and Texas Red dyes, shown in Fig. 1, which was investigated by the Johnson group 

using time-resolved and single-molecule fluorescence spectroscopy.42 Our results indicate a 

profound impact of dielectric screening on CaM FRET distributions. Strong distance-

dependent screening effects induce an important shift on fluorescence lifetime distributions, 

leading to corrections much larger than those due to breakdown of the dipole approximation, 

especially at close D/A separations. Interestingly, our results warn that the common practice of 

ignoring distance-dependent screening effects masks the common tendency of classical force 

fields to overstabilize compact folded structures, with important consequences in the 

refinement and validation of classical potentials for disordered proteins based on FRET data.  

 

Figure 1. A Structure of holo Calmodulin tagged with the Texas Red C2 maleimide and Alexa 

Fluor 488 C5 maleimide dyes. B Conformational ensembles derived from MD simulations for 

holo CaM-TRC2-AF488 and CaM-AF488-TRC2 systems. 

2. Methods 

2.1 Multiscale MD/TrESP-MMPol approach 



We adopt a multiscale pipeline based on performing classical MD simulations and 

postprocessing the trajectories with extensive calculations of FRET electronic couplings based 

on the TrESP/MMPol method.39 Compared to using other multiscale approaches like 

QM/IEFPCM, based on a continuum solvation model, this strategy allows to account for 

heterogeneities in the polarizability of the environment in the calculation of FRET couplings 

by using an atomistic polarizable description of the protein-water environment. On the other 

hand, it allows estimating couplings with similar quality compared to the QM/MMPol 

approach at a much cheaper cost by using TrESP charges precomputed from QM calculations, 

thus avoiding to perform QM/MM calculations on many structures. In the following we 

describe the expressions adopted to estimate FRET properties and couplings using this 

protocol, as well as the details of the MD and TrESP/MMPol calculations performed.  

2.2 Förster resonance energy transfer theory  

Förster theory can be formulated in the weak coupling limit adopting the point dipole 

approximation (PDA) as shown in Eq. 1.34 Alternatively, Förster rate can be formulated from 

spectroscopic data measured for the non-interacting dyes, 
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where 𝑘. = 1 𝜏.⁄  indicates the decay rate of the excited D in the absence of A based on its 

lifetime 𝜏. , and 𝑅0  the critical Förster radius, which corresponds to the distance with 50% 

efficiency. From this definition, the transfer efficiency can be expressed as 
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Here we compute the instantaneous transfer rate using different approximations for the 

coupling 𝑉 computed at time 𝑡 of an MD trajectory using the following expression, derived 

from Eq. 1 and 2 (see Supporting Information for the complete derivation): 
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FRET efficiencies were estimated considering the orientational dynamics of the dyes using this 

expression, which allows to incorporate static and dynamic disorder by separating slow and 

fast fluctuations in instantaneous transfer rates:16 
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In addition, fluorescence lifetime distributions and decays were derived from the transfer rates 

using the following expressions 
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2.3 TrESP-MMPol model 

The electronic coupling for singlet-singlet energy transfer involving bright states is dominated 

by Coulombic and environment-mediated contributions: 

𝑉 = 𝑉D0E= + 𝑉:+F        (8)  

From these terms one can then define a screening factor 𝑠 and an effective dielectric constant 

for the environment as 
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Then the total coupling can be expressed as 𝑉 = 𝑠𝑉D0E= , providing a direct link to the 

Coulombic term and the screening factor in the Förster expression 𝑉 ≈ 𝑠𝑉I./ = 1 𝜀012⁄ ·

𝑉I./. The limits of the dipole approximation at close separations are well-known.29,43 Here we 

overcome this limits using the TrESP-MMPol model,39 in which atomic transition charge 

models are fitted to reproduce the electrostatic potential generated by QM-derived transition 

densities,44 and the Coulomb interaction between such charges is computed in the presence of 

a polarizable molecular mechanics (MMPol) description of the environment, leading to the 

following expressions:  
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where 𝑞.,O'  and 𝑞/,P'  indicate transition charges on the D/A atoms i and j, respectively. 

2.4 MD simulations 

The simulated systems were prepared starting from the human holo structure of CaM solved at 

1.7 Å resolution (PDB ID 1CLL).45 We considered mutations T34C and T110C and labelled 

CaM at these positions with donor/acceptor dyes Alexa Fluor 488 C5 maleimide (AF488) and 

Texas Red C2 maleimide (TRC2). We run a total of 3 ´ 5 µs replicas for each system CaM-

AF488-TRC2 and CaM-TRC2-AF488 using the GAFF2 force field for the dyes,46 the Amber 

ff14SB protein force field,47 the TIP3P water model,48 the Joung-Cheatham parameters for 

monovalent ions49 and the Li-Merz parameters for Ca2+.50 All simulations were performed 

using the Amber20 software.51 

2.5 Electronic coupling calculations 

We performed extensive calculations of TrESP/MMPol electronic couplings every 20 ps of the 

MD trajectories using the Trespcoup software,52 leading to a total of 750,000 calculations for 

each system CaM-AF488-TRC2 and CaM-TRC2-AF488. In these calculations, the MMPol 

environment was described using the Amber pol12 AL polarizable force field,53,54 whereas the 

dyes were described using atom-centered TrESP charges. To make our approach cost-effective, 

TrESP charges were precomputed once for optimized structures of the chromophores. TrESP 

charges were fitted to reproduce the electrostatic potential obtained from TD-CAM-B3LYP/6-

31G(d)/IEFPCM transition densities using the TraDA tool.55 In this way, we account for the 

effect of the environment on the transition densities themselves. Alternatively, one can also 

train a regression model from multiple QM/MMPol calculations able to derive the charges 

directly from the dye MD geometries.39 Because here FRET rates are estimated through Eq. 4, 

in which couplings are effectively normalized by the transition dipoles of D and A, results are 

not expected to be much sensitive to fluctuations in TrESP charges. To ensure their reliability, 

TrESP/MMPol couplings were nevertheless benchmarked with TD-DFT QM/MMPol 

calculations performed using a locally modified development version of the Gaussian 

package.56 Finally, FRET rates were obtained using a refractive index 𝑛!  = 2,57 a critical 

Förster radius 𝑅U = 54 Å42 and a fluorescence lifetime for AF488 𝜏. = 4 ns.58 Transition 

dipole moments for the AF488 donor and TRC2 acceptor equal to 𝜇. = 7.56	𝐷 and 𝜇/ =

10.19	𝐷 were extracted from the TD-DFT calculations used to parametrize the TrESP charges. 



3. Results and Discussion 

3.1 Conformational ensembles of CaM 

The structure of CaM is characterized by two lobes connected by a linker, each domain 

containing two E-F hands. Ca2+ binding to the EF hands then leads to the exposure of the lobe’s 

hydrophobic interfaces, which allows CaM to bind a variery of protein targets in a Ca2+ 

dependent manner. The flexible linker allows binding targets of different size anchored to the 

N and C-terminal domains, but the lobes are also flexible, and both structural data and MD 

simulations suggest that the C-lobe is more flexible and provides more selectivity.59 In Fig. 1, 

we show an illustration of the MD ensembles we obtained for holo CaM-TRC2-AF488 and 

CaM-AF488-TRC2, which correspond to a total of 15 µs per system. For clarity, we only 

display the superposition of a subset of the structures sampled, but this suffices to illustrate the 

conformational heterogeneity of CaM, which leads the dyes to explore a rich variety of relative 

arrangements, in line with previous MD simulations59–64 and FRET studies that show distinct 

configurations of the N- and C-lobes about the central linker, which is crucial for target 

recognition and binding.42,58,65 

The structural heterogeneity underlying the MD ensembles leads to a distribution of radius of 

gyration with values from 15 to 25 Å, as shown in Fig. 2A, with average  〈𝑅V〉 equal to 19.8 

Å, slightly underestimating the experimental 𝑅V  21.5 Å.66 This could arise from an 

overpopulation of compact structures, an ongoing problem in classical force fields, but is also 

affected by the limited sampling in our simulations. To obtain clearer insights into the 

conformational ensemble, we performed a clustering analysis to determine the four more 

populated structures, with the aim of relating them to the four main FRET states identified in 

experimental lifetime distributions by DeVore and co-workers.42 In Fig. 2C we display 

representative structures for the clusters, along with their 𝑅V  values, which allows to 

characterize the structures underlying the 𝑅V  distribution in Fig. 2A. The most populated 

Cluster 1 (51%) has an 〈𝑅V〉 value of 21.2 Å, thus it accounts for the peak centered around the 

experimental value in Fig. 2C, together with a minor contribution from Cluster 4 (12%). In 

these clusters, the linker keeps the two CaM domains spatially separated, resembling the main 

conformation of holo CaM displayed in crystal structures, although in Cluster 4 the linker helix 

is bent. In contrast, Clusters 2 and 3, which amount to a total 37% population, display 〈𝑅V〉 

values of 16.9 Å and 17.7 Å. Thus, these subpopulations account for the band centered at ~17.5 



Å and the minor peak at ~15.5 Å in Fig. 2A and display a structural collapse of the extended 

crystal arrangement leading to compact shapes like those observed in complexes of CaM with 

peptides.62 

 

Figure 2. A Distribution of radius of gyration computed along the MD trajectories of holo 

CaM-AF488-TRC2 and CaM-TRC2-AF488 compared to the experimental value.66 B 

Intramolecular contact map averaged over the MD showing the folding patterns of the two 

domains in CaM. C Major clusters for the structural ensemble of CaM. For each cluster we 

draw the most representative structure (centroid) and report its population, the MD-averaged 

radius of gyration and the intramolecular contact map relative to the ensemble-averaged contact 

map shown in panel B. Blue and red contacts indicate those populated more and less frequently 

than the average, respectively. The C34-C110 C𝛼-C𝛼 distances between Cys residues linking 

the AF488 and TRC2 dyes in the centroid structures are also reported and represented by 

dashed lines. 



Because in this study we aim at characterizing CaM states observed through FRET, it is 

interesting to examine the D/A separations in the centroids of the clusters. We estimate this 

separation using the C34-C110 C𝛼-C𝛼 distance (the Cys residues linking the AF488 and TRC2 

dyes), as the specific position of the dyes among members of the cluster can vary considerably. 

The resulting distances in the extended Clusters 1 and 4 are similar to the more compact Cluster 

3, with values ~49 Å, suggesting similar FRET data can be obtained for them despite 

remarkable differences in terms of overall CaM structure. In contrast, Cluster 2 adopts a 

different mutual arrangement of the N and C-lobes, leading to a closer distance of 16.8 Å 

between Cys34 and Cys110 which allows the dyes to come in contact. We expect these 

conformations to explain the states characterized by the largest FRET efficiencies and shortest 

fluorescence lifetimes, as will be discussed in the next sections. 

3.2 Beyond Förster coupling: dipole approximation 

The limits of the PDA have been extensively studied for a variety of systems, and a usual role 

of thumb indicates breakdown of the PDA at separations close to the dye’s dimensions.43 Here 

we analyzed this issue by comparing Coulomb couplings based on the PDA or the more 

rigorous model based on transition charges (TrESP). Our results, shown in Fig. S5 of the 

Supporting Information, confirm the common knowledge that more significant deviations are 

found at close separations below 30 Å, were 𝑉I.//𝑉'K&LI ratios significantly depart from one. 

Nevertheless, analysis of the average ratios computed at different D/A separations indicates 

that the PDA tends to slightly overestimate the Coulomb term for all range of D/A separations 

in CaM. 

3.3 Beyond Förster coupling: dielectric screening effects 

Beyond the dipole approximation, the R-6 dependence of FRET rates also relies on the validity 

of the 1/𝑛! screening prefactor in Eq. 1, which describes how the interaction between D/A 

dipoles is screened by the polarizable environment. As discussed in the introduction, the 

accurate yet efficient formulation of the TrESP/MMPol model allows us to investigate the 

impact of dielectric screening over long timescale MD trajectories in atomistic detail. In Fig. 

3, we plot the distribution of environment screening factors computed according to Eq. 9-11 

from these atomistic calculations.  



Our results display a strong attenuation of screening effects at D/A separations below 20 Å, 

where s values start from about ~1 (i.e. no screening) at very short distances reaching ~0.6 at 

15 Å. Beyond 30 Å, s increases again to ~ 0.7 . The dependence of dielectric screening on D/A 

separation has been previously examined in studies of photosynthetic pigment-protein 

complexes35,36,38,67 and to analyze single-molecule experiments on a polyproline helix.16 Quite 

strikingly the initial decay until ~10 Å observed in our atomistic simulations strongly resembles 

the behavior in those studies, suggesting a universal trend.35,36This is somewhat unexpected, as 

here we deal with different dye molecules, the dyes are significantly more solvent-exposed 

than the pigments in photosynthetic complexes, and instead of a continuum model we adopt an 

atomistic description of the environment, which is able to account for heterogeneities in the 

protein and solvent. Our findings thus reinforce the notion that distance-dependent dielectric 

screening alters the 𝑅"# distance dependence of FRET (Eq. 1 and 2).  

We then fitted our results to an exponentially decaying empirical screening function that other 

researchers can use to account for dielectric screening, albeit in an approximate way. In analogy 

with previous studies, we first fitted our results to the following expression:35,36 

𝑠 = 30.0𝑒"U.#*% + 0.70       (12) 

Where 𝑅 is the D/A separation in Å. This expression indicates negligible screening effects (𝑠 =

1) at ~ 7.5 Å, as there is little or no intervening solvent between the dyes, a value similar to 

previous estimates.36  

Recently, Eder and Renger applied extensive Poisson-TrEsp calculations to study photosystem 

I, concluding that exponential decay only contributes to the screening in chlorophyll pairs with 

in-line dipole arrangements. Thus, they proposed a modified version of Eq. 12 in which the 

𝐴𝑒"X% term only survives for geometries with a 𝜅 dipole orientation factor above a certain 

threshold.38 We then examined the dependence of screening factors on 𝜅 in our simulations on 

CaM, and compared exponential decaying functions fitted for specific subsets of data 

characterized by different ranges of orientation factors (Group 1 0.0 ≤ 𝜅 ≤ 0.6); Group 2 

0.6 ≤ 𝜅 ≤ 1.2; Group 3 1.2 ≤ 𝜅 ≤ 2.0). Although the results (see Fig. S3 of the Supporting 

Information) suggest a somewhat steeper exponential decay for in-line geometries (Group 3), 

all subsets clearly show the exponential decay, so we choose not to include any explicit 

dependence of the empirical screening function on 𝜅.  



Beyond the exponential decay, however, our data indicates that screening is maximized at 

separations ~15 Å, where 𝑠 values adopt a minimum ~0.6,  increasing to ~ 0.7 at distances 

beyond ~30 Å. We ascribe this trend to the decreased polarizability of water compared to the 

protein environment, given that at distances >30 Å the dyes are more exposed to the water 

solvent, as exemplified by the structures shown in Fig. 3B. In contrast, in more compact 

conformations in the 15-25 Å range, the interaction of the dyes with the protein becomes more 

important. In Fig. S4 (Supporting Information) we report the contribution of the dyes to the 

total solvent-accessible surface area (SASA) of the system, which confirms this increased 

solvent exposure beyond 30 Å. In Fig. 3A we then indicate as dashed lines the Onsager 

screening factor estimated for protein and water environments ( 𝜖012  2.0 and 1.776, 

respectively), which illustrate the fact that a smaller screening is expected in water. It is also 

worth noting that, although our data tends to the Onsager factor at long separations, the 

screening factor s strongly deviates from Förster’s 1/𝜖012 assumption at all distance ranges. 

To account for the minimum at ~15 Å, in which the fluorophores are partially excluded from 

the solvent and thus screening is dictated by the more polarizable protein environment, we 

decided to add an 𝑅"; term, leading to this modified fitted empirical function: 

𝑠 = 37.3𝑒"U.YU% − 668𝑅"; + 0.72      (12)	

We recall nevertheless the approximate nature of this empirical expression, as screening effects 

also depend on the local environment and D/A orientation, as visible in the distribution of 

values in Fig. 3A that deviate from the fitted curve. We expect the position of the minimum to 

effectively depend on the system, as this minimum arises from the difference between protein 

and water environment. 

To illustrate the origin of the screening distance depencence, in Fig. 3B we graphically 

represent the environment-mediated contributions estimated using the atomistic TrESP-

MMPol model for two limiting cases at short and long separations (𝑅 = 8.4 Å and 𝑠 = 0.92; 

𝑅 = 64 Å and 𝑠 = 0.71).  In the top picture with 𝑅 = 8.4 Å, screening is largely attenuated, 

as blue regions that contribute to screen the interaction, located surrounding the dyes, are 

counterbalanced by other surrounding red residues that significantly enhance the interaction. 

For example, Asn111, which contributes with -13 cm-1 to the MMPol environment-mediated 

coupling term 𝑉:+F . In contrast, in the 𝑅 = 64  Å case, blue residues contributing to the 

screening of the interaction are located in between the AF488 and TRC2 dyes, including 



residues Arg106, Lys115 and Leu116 near TRC2 and a water molecule next to AF488. In 

contrast, red residues enhancing the interaction like Asn111, Leu112 and Gly113 show in this 

case smaller contributions, thus leading to an overall significant screening effect. 

 

Figure 3. A Density distribution  of screening factors as a function of D/A separation derived 

from TrESP/MMPol electronic couplings computed for holo CaM-AF488-TRC2 and CaM-

TRC2-AF488 systems along MD trajectories. Empirically fitted functions are compared to 

estimates from the Onsager model 𝑠 = 3 (2𝜖012 + 1)⁄  using 𝜖012 values of 2.0 and 1.776 for 

protein and water environments, respectively.35,36 B Graphical representation of water and 

amino acid (residue) contributions to the MMPol environment-mediated term (Eq. 11) in the 

electronic coupling between AF488 (lime) and TRC2 (orange) for two limiting cases at short 

and long D/A separations. Blue colored residues contribute to screen the interactions, whereas 

red ones reinforce the Coulomb interaction between D and A. 

3.4 Beyond Förster coupling: Deviations from the ideal isotropic distribution 

In cases where the specific relative orientation between D and A is unknown, it is common to 

assume an isotropic distribution, in which the dyes randomly adopt all possible mutual 

orientations, leading to 〈𝜅!〉 = 2/3. This allows to simplify Eq. 1 and derive Eqs. 2 and 3, 

which allows to extract D/A distances directly from FRET efficiencies, an approximation that 

typically performs well for flexible linkers. The atomistic detail of MD simulations, however, 

allows direct calculation of the orientation factors and also tackling eventual correlations 

between 𝜅  and 𝑅  dictated by dye and protein dynamics.20 Thus, to examine this further 



assumption in Förster description of the coupling, in Fig. 4A we report the distribution of 

orientation factors sampled along the MD trajectories, which turns to be very close to the 

random isotropic distribution, with an average 〈𝜅!〉 = 0.62 close to the isotropic limit. As 

shown in Fig. 4B, however, at D/A separations below 20 Å we find significant deviations from 

the isotropic average value. This is probably due to the more compact structures adopted by 

CaM in this separation range, which restrict the orientational freedom of the dyes. 

 

Figure 4. A Probability distribution of orientation factors derived from MD simulations for 

holo CaM-AF488-TRC2 and CaM-TRC2-AF488 systems compared to the random isotropic 

distribution. B Density distribution of orientation factors as a function of D/A separation 

(average values over distance bins indicated by black dashed curve). 

3.5 Fluorescence lifetime and efficiency distributions 

In the previous sections, we have shown how screening effects impact FRET couplings at all 

distance ranges, whereas the dipole approximation and the isotropic assumption lead to 

significant deviations only at short D/A separations. Here, we examine how all these effects 

impact the analysis of FRET data. We first analyze how they impact distance distributions 

derived from smFRET efficiencies.68 To this end, we simulate a smFRET experiment that 

corresponds exactly to our MD ensemble: the distribution of FRET efficiencies is the one 

calculated by TrESP/MMPol. We then use the approximate expression Eq. 3 to transform these 

efficiencies to D/A distances. We compare the actual MD distances with the ones estimated 

from efficiencies in Fig. S6 (Supporting Information). The estimated distances display a global 

shift to lower D/A separations compared to the actual MD data, suggesting that Eq. 3 results in 

systematically underestimated distances. This bias arises from the overestimation of screening 



effects in Förster theory, as shown in Fig. 3, thus leading to a concomitant underestimation of 

the D/A distances. For example, the average D/A separation derived from FRET efficiencies 

is 38.6 Å, which is 2.7 Å lower than the value 41.3 Å directly measured along the MD. 

On the other hand, it is also interesting to investigate how Förster approximations impact the 

simulation of FRET distributions. We focus on FRET efficiency histograms and fluorescence 

lifetime distributions. The latter also reflect the underlying FRET distribution because energy 

transfer decreases the donor fluorescence lifetime. We then compare both distributions to the 

experimental data measured from donor fluorescence decays and smFRET.42 

The results in Fig. 5A and 5B allow us to gauge the performance of different electronic 

coupling models in describing the lifetime distributions, which were generated using the 

expressions in Eq. 4 and 6. To dissect the impact of errors due to dielectric screening or the 

PDA approximation, we compare several models of increasing accuracy (PDA, TrESP, PDA-

MMPol and TrESP-MMPol), where PDA/TrESP indicates the method used to compute the 

Coulomb term, whereas MMPol indicates that atomistic screening factors obtained from 

TrESP-MMPol calculations are used. Thus, how the breakdown of the dipole approximation 

impacts results can be assessed by comparing the PDA and TrESP curves, or alternatively the 

PDA-MMPol and TrESP-MMPol curves in Fig. 5A and 5B. Adopting the PDA leads to small 

changes in the theoretical lifetime distributions, especially in the sub-ps lifetime region of 

CaM-TRC2-AF488, where close donor/acceptor separations are expected to worsen the 

performance of the PDA. These short lifetimes are rare, hardly contributing to the overall 

fluorescence decay, and anyway shorter than the typical time resolution of fluorescence 

experiments.69 Thus, even though significant deviations were observed in the ratios 

𝑉I.//𝑉'K&LI  shown in Fig. S5, the actual outcome of these deviations in terms of lifetime 

distributions is rather small.  

In stark contrast, the adoption of Förster screening factor 𝑠 = 1/𝜀012  significantly shifts the 

complete lifetime distributions compared to results that incorporate atomistic MMPol 

screening effects estimated from Eq. 9-11. Overall, Förster model overestimates screening 

effects, leading to underestimated FRET rates and efficiencies, and longer lifetimes. We can 

observe this trend when comparing PDA and TrESP-MMPol lifetimes in Fig. 5C, or by 

comparing the efficiency distributions plotted in Fig. 5D. In both cases, the incorporation of 

atomistic screening effects improves the agreement with experimental data. The average 



efficiency obtained with TrESP-MMPol (𝐸 = 0.79) is closer to the experimental distribution, 

which displays a maximum near ~ 0.8.42,68 

 

 

Figure 5. Distribution of fluorescence lifetimes computed for holo CaM-AF488-TRC2 and 

CaM-TRC2-AF488 systems using different electronic coupling models (PDA: Point dipole 

approximation + Förster screening factor. PDA-MMPol: Point dipole approximation + MMPol 

screening factor. TrESP: TrESP coulombic term + Förster screening factor. TrESP-MMPol: 

TrESP coulombic term + MMPol screening factor): A Holo CaM-AF488-TRC2, B Holo CaM-

TRC2-AF488 and C Holo CaM-AF488-TRC2 + CaM-TRC2-AF488 versus experiment.42 

Note that experiments contain a mixture of both  D-A and A-D systems due to unselective dye 

labelling. D Distribution of FRET efficiencies computed for the two CaM systems using the 

PDA and the TrESP-MMPol model.Click or tap here to enter text. 

In addition, in Fig. 5C, the relative intensity of the main FRET states suggested by the 

experimental lifetime distributions improves when MMPol effects are included, as FRET states 



with lifetimes near 0.1 ns and 0.4 ns increase their probability. This comparison, however, must 

be done with care, given that the experimental distribution is derived from a fitting of 

fluorescence decays using classic maximum entropy (cMEM) analysis. Because only 4 FRET 

populations were recovered in these fits, the experimental distribution only displays these 

peaks, but this probably does not reflect the complete distribution and misses intermediate 

states. Beyond the overall agreement of simulations in terms of average efficiency and shape 

of the lifetime distribution in the 0.1-4 ns range, Fig. 5C gives the impression that our 

simulations describe a set of rather compact conformations not observed experimentally. 

Significant populations are observed of efficient FRET states with lifetimes <10 ps, whereas 

experimentally the fastest component of the decay was fitted to a lifetime of 100 ps. This 

disagreement however could arise from the fact that fluorescence decays were measured with 

an instrument response function (IRF) with a full width at half-maximum <50 ps, so it is 

unlikely to observe those fast components in this experimental set-up. Comparison of simulated 

and experimental decays (see Fig. S8 in the Supporting Information) nevertheless clearly 

indicates that the overall MD ensemble of CaM is too compact, leading to a decay slightly 

faster than in experiments. However, this problem also arises, for example, from the 

underestimation of populations with lifetimes ~3-4 ns, as shown in Fig. 5C, and not only from 

the states with lifetimes <10 ps. 

Current additive force fields widely used for the simulation of proteins tend to introduce a bias 

that favors folded states, thus breaking the balance between compact and more extended or 

disordered states, and this could still be happening here for CaM. Because of this, important 

efforts are being carried out to refine protein force fields for disordered systems.70,71 Our 

findings are an illustrative example of the potential of FRET and MD to refine current force 

fields, as simulations provide rather accurate ensemble properties, like FRET efficiencies, but 

the sub-ensemble lifetime distributions suggest the presence of a set of compact states that 

could be unrealistic. More accurate experiments would be needed to confirm this hypothesis, 

as discussed above. Interestingly, such compact states are in agreement with the hypothesis put 

forward by DeVore and co-workers, suggesting that the TRC2 dye, in contrast to other 

acceptors, may stabilize a compact conformation of CaM by conformational selection.42 

Nevertheless, our results show that it becomes particularly important to account for atomistic 

screening effects if FRET is used to examine the balance between extended and folded 

conformations, given the strong attenuation of screening effects at close separations. 

Neglecting this distance-dependence contribution in the PDA model artificially reduces the 



coupling found for compact structures, in this way counteracting their overestimated 

interaction and masking possible disagreements between simulations and experiment. 

4. Conclusions 

In summary, we have examined for the first time how the heterogeneous environment impacts 

dielectric screening effects and thus the determination of the conformational properties of a 

partially disordered protein, CaM, studied combining MD and FRET. This was made possible 

by the adoption of a rigorous yet efficient theoretical method that describes the fluorophores 

through distributed atomic transition charges coupled to a polarizable atomistic description of 

the protein and solvent environment. While this approach allows an efficient processing of 

thousands of structures extracted from extensive MD simulations, it retains the accurate 

description of screening effects provided by more costly QM/MMPol calculations. Our results 

indicate that the Förster dielectric screening approximation introduces systematic deviations 

much larger than those caused by the point dipole approximation, which mostly breaks down 

at short D/A separations where FRET lifetimes are anyway very short. In particular, we find a 

strong exponential attenuation of screening effects at D/A separations below 20 Å, which is in 

striking agreement with the behavior previously observed in pigment pairs of photosynthetic 

complexes from calculations based on continuum solvent models, despite the fact that we deal 

with different dye molecules located in a different protein-solvent environment, and more 

importantly, we describe the environment in atomic detail. Our findings thus indicate that 

dielectric screening alters the well-known 𝑅"# distance dependence of Förster energy transfer 

rate, which affects the practical derivation of structural information in FRET experiments. 

These effects seem to be of particular relevance to describe the balance between folded and 

unfolded conformations, characterized by either short or large interdye separations. In this 

context, our results warn that the common practice of ignoring distance-dependent screening 

effects masks the tendency of classical force fields to overstabilize compact folded structures, 

with consequences in the refinement and validation of classical potentials for disordered 

proteins based on FRET data.  

Supporting Information 

The complete methods and computational details, tables of structural and FRET properties 
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