
Dynamical mean-field theory for non-reciprocal spin-glasses

Author: Ot Garcés Ortiz∗

Master en F́ısica dels Sistemes Complexos i Biof́ısica.
Facultat de F́ısica, Universitat de Barcelona, Mart́ı i Franquès 1, 08028 Barcelona, Spain.†

Advisor: Demian Levis
(Dated: June 30, 2024)

Abstract: In out-of-equilibrium systems, the lack of reciprocity in interactions is more the rule
than the exception. Non-reciprocal interactions arise generically in out-of-equilibrium systems, such
as metamaterials, neural networks, or ecosystems. In the context of glassy systems, it is known that
they are crucial in the process of learning in neural networks but their role in glassy dynamics is still
widely debated. In this work, we develop a generalization of a dynamical mean-field theory of spin-
glass models which includes non-reciprocal interactions among spins, with full analytical detail.
Furthermore, we show how the dynamics of mean-field spin-glasses are quantitatively and quali-
tatively modified when considering non-reciprocal interactions, focusing on the high-temperature
relaxational dynamics. Our theory predicts critical slowing down of the dynamics and glass melting
when considering weakly non-reciprocal interactions, although we suspect that new physics can be
further explored beyond that limit.

I. INTRODUCTION

Glassy systems are characterized by the fact that they
display exceedingly long relaxation times τrel when cooled
at low enough temperatures. These relaxation times span
over huge time-windows, so large that at the practical
level these systems are unable to equilibrate with their
enviroment at any experimental time-scale [1, 2], so they
are never truly in equilibrium on laboratory time-scales.
These slow relaxation dynamics are produced by frus-
tration, for which the system hesitates between many
equivalent states, usually related to the presence of many
metastable states in the system. Glassy dynamics are ob-
served in a broad class of systems which display very slow
dynamics, as for example structural glasses or dynamic
models of mean-field spin-glasses, amongst many others;
and also offer very rich phenomenology such as the break-
down of fluctuation-dissipation relations [3, 4], ergodicity
and aging effects [5, 6].

Although spin-glass models were originally aimed
to describe dirty magnetic materials, they have be-
come paradigmatic in complex systems research, find-
ing many interdisciplinary applications as for exam-
ple in neural networks or optimization problems [7].
The appearance of the first spin-glass models, such as
the Edwards−Anderson or the Sherrington−Kirkpatrick
model, which are archetypal in disordered systems, moti-
vated an extensive study of their thermodynamic equilib-
rium. Though, the nature of the spin-glass transition and
the spin-glass phase are still widely discussed. Even at
the mean-field level, usually using fully-connected mod-
els, studying the equilibrium states of those systems was
challenging since it required accounting for an ensemble
of disorder samples (realizations of disorder); inhomo-
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geneity in the spin-glass phase (no long-range order, spins
develop non-zero local magnetization in a really ragged
free energy landscape) or the introduction of replica the-
ory, which culminated with the celebrated solution to
the mean-field SK model by the 2021 Nobel laureate, G.
Parisi [8]. Beyond mean-field theories, there is no gen-
eral framework to tackle the problem. This is why P. W.
Anderson categorized it as ’the deepest and most inter-
esting unsolved problem in solid-state theory’ [9]. There-
after, there were some attempts to develop analytical and
phenomenological theories that were able to capture the
aforementioned out-of-equilibrium phenomenology based
on accumulated experimental data. T. R Kirkpatrick, D.
Thirumalai and P. G Wolynes in [10–12] noted out the
striking similarities between the mode-coupling theory
(MCT) of structural glasses and the dynamical analysis
of mean-field spin-glass models, particularly the p−spin
spin-glass model introduced by D. Gross and M. Mézard
[13]. These analogies were merely formal, but nowadays
it is well known that these microscopic models are able
to capture the essential phenomenological features of the
structural glass transition within the mean-field or mode-
coupling approximation [14], a treatment which is actu-
ally exact for fully-connected spin-glass models.

On the other hand, in the context of glassy systems
and glassy dynamics, non-reciprocal interactions, which
are interactions in which the exchange between two or
more agents is not mutually balanced, caught attention
when studying the long-time behaviour of neural network
models, and for which asymmetry in the interactions was
found to be crucial in the process of learning [15]. A.
Crisanti and H. Sompolinsky in [16, 17] introduced these
ideas into spin-glass models, motivated by the conceptual
and formal analogies between the latter and neural net-
work models, finding striking results on both the statics
and dynamics of mean-field spin-glass models with ran-
dom asymmetry, particularly the SK model.

In much more recent work by R. Hanai [18] the analo-
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gies between the dynamics of geometrically frustrated
systems and systems which interact non-reciprocally are
explored in depth. As we already mentioned, glassy sys-
tems are generically frustrated (e.g in spin-glasses frus-
tration is due to the randomness in interactions) but,
nonetheless, non-reciprocal interactions also induce frus-
tration. Initially, it was thought that glassy dynamics
could not be generated by non-reciprocity since it induces
run away dynamics which completely destroy the freez-
ing of degrees of freedom, as reported in early studies.
These predictions were unclear because the base models
used to explore these ideas already contained geometrical
frustration, which makes the role of non-reciprocal frus-
tration unclear, and in fact, in [18] glassy-like dynamics
are observed in a XY chain with non-reciprocal interac-
tions. Thus, the role of non-reciprocal interactions is still
an open topic, not only on glassy dynamics, but also at
the level of out-of-equilibrium statistical mechanics [19].

In contrast with the work in [16], in which the stat-
ics of the SK model with random asymmetry are thor-
oughly studied, in this project we develop a general-
ization of a dynamical mean-field theory of the p−spin
model which includes non-reciprocal interactions among
spins, with full analytical detail. We also show for the
first time how the dynamics of the p−spin model are
quantitatively and qualitatively modified when consider-
ing non-reciprocal interactions, further focusing on the
high-temperature relaxational dynamics. The study of
the dynamics below the cross-over is out of scope for this
project due to ergodicity breaking. We will first review
some standard tools for the dynamical analysis of mean-
field spin glass-models and then generalize it to provide
a dynamical mean-field theory (DMFT) which includes
non-reciprocal interactions, quantitatively studying how
the corresponding DMFT equations are modified. Thus,
the report is organized as follows: in Sec. II we review
the framework of the DMFT of spin-glasses that has been
broadly used to study the dynamics of these models, giv-
ing special attention to the corresponding formalism and
the high-temperature dynamics (Sec. IID); in Sec. III
we develop a generalization of the DMFT in order to in-
clude non-reciprocal interactions and broadly discuss the
new physics that non-reciprocity brings into the prob-
lem; in Sec. IV we check our predictions by running
simulations of the SK model including random asymme-
try with Glauber dynamics in the high-temperature (er-
godic) regime; and finally Sec. V concludes. Some details
of calculations can be found in the Appendix.

II. p−SPIN DYNAMICS

Historically, the p−spin model has been used to study
the glass transition problem [10–12, 20, 21] because it is
a simple and integrable model that captures the key phe-
nomenological features of structural glasses. Its dynam-
ics can be studied in full analytical detail and interpreted
using the Thouless−Anderson−Palmer approach (TAP)
[22], which provides a framework to unify the results from

static (thermodynamic) and dynamic approaches to the
glass transition.

A. p−spin model

The Hamiltonian of the fully connected p−spin (p ≥ 2)
spin-glass model is given by [13]

βH[σ] = −
∑

i1<i2<···<ip

Ji1i2...ipσi1σi2 . . . σip −
N∑
i=1

hiσi

(II.1)

where β = T−1 is the inverse temperature (we assumed
kB = 1), σi = ±1 are usual Ising spins, hi is a local
external field acting at each site for i = 1, . . . , N , and
N is the number of spins in the system. The quenched
disorder in the system is present in the random couplings
Ji1i2...ip , which are independent random variables which
are drawn from Gaussian distribution with zero mean
and variance J2

i1i2...ip
= J2p!/2Np−1, where the overline

notation means averaging over the disordered couplings’
distribution and the N dependence in the variance of the
couplings is chosen so that the free energy of the system
(in the thermodynamics context) is extensive. For now,
we shall consider that the couplings tensor Ji1i2...ip is
completely symmetric.
We will consider a soft-spin version of the p−spin spin-

glass model in which we let the spin variables vary contin-
uously and for which we impose the spherical constraint,∑

i σ
2
i = N . We will also consider the case in which there

is no external local fields, hi = 0, for simplicity, but calcu-
lations can be carried considering applied external fields
[20].

B. Relaxation dynamics

The relaxational dynamics for each degree of freedom
σi(t) are assumed to be given by the set of Langevin
dynamic equations [11, 20, 23]

Γ−1
0 ∂tσi(t) = −µ(t)σi(t)−

δβH[σ]

δσi(t)
+ ξi(t) (II.2)

where Γ0 is a bare kinetic coefficient that sets the mi-
croscopic time-scale and ξi(t) is Gaussian white noise,
i.e with mean ⟨ξi(t)⟩ = 0, and variance ⟨ξi(t)ξj(t′)⟩ =

2TΓ−1
0 δijδ(t− t′) ≡ δijΓ(t− t′), where the brackets ⟨. . . ⟩

denote the average over the noise distribution (or noise
realizations). Lastly, µ(t) corresponds to a Lagrange
multiplier associated to the spherical constraint, and as
shown in [21], it satisfies that µ(t) = 1 − pβE (t), where
E (t) is the energy per spin. As noted in both [20, 21],
this Lagrange multiplier can depend on time, but in equi-
librium and absence of time-dependent external fields, it
must be time-independent.
Within the dynamical approach, the observables of

physical interest are the average two-time correlation
function C(t, t′) = ⟨σi(t)σi(t′)⟩ and the response function
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G(t, t′) = ⟨δσi(t)/δhi(t′)⟩, where the averages over sam-
ple disorder realizations are taken. The objective, thus,
is to find a closed set of self-consistent dynamic mean-
field equations (DMFEs) governing C(t, t′) and G(t, t′)
subjected to the spherical constraint, which in the ther-
modynamic limit reads C(t, t) = 1.

1. Effective dynamics

The realization of the dynamics, averaged over the
thermal noise realizations, is sample dependent since it
depends on the quenched random couplings. We are in-
terested in the sample-independent behaviour of those
systems, so we must study the effective behaviour of
the system once we have averaged over the quenched
disorder. In order to carry out such average we use

the functional-integral formalism introduced in [24–26],
known as Martin−Siggia−Rose−Janssen−De Dominicis
(MSRJD) formalism.

In Appendix A we show how to construct the MSRJD
formalism for a single Langevin process, but the formal-
ism can be straightforwardly generalized for the dynam-
ics of the interacting degrees of freedom by defining the
generating functional (more details in Appendix A and
B)

ZJ [l, l̂] =

∫
DσDσ̂ eSJ [σ,σ̂,l,̂l] (II.3)

where SJ [σ, σ̂, l, l̂] is the dynamical action given by

SJ ≡
∫

dt
∑
k

iσ̂k(t)

(
−Γ−1

0 ∂tσk(t)− µ(t)σk(t)−
δβH[σ]

δσk(t)
+ TΓ−1

0 iσ̂k(t)

)
+

∫
dt
∑
k

(
lk(t)σk(t) + il̂k(t)σ̂k(t)

)
+ ln |J0[σ]| (II.4)

where σ are the dynamic fields, σ̂ are the response fields,

l, l̂ are external sources, and where the Jacobian term
J0[σ] ensures the proper normalization of the generating
functional ZJ [0,0] = 1. Therefore, two-time correlation
and response functions can be directly computed from
ZJ by taking functional derivatives with respect to the

corresponding sources li, l̂i (details in Appendix A 3 &
A5). The sub-index notation in ZJ remarks the fact
that this dynamic generating functional depends on the
corresponding disorder realization.

Furthermore, we note that the dependence on the
quenched random couplings comes from the term
δβH[σ]/δσk(t) in the dynamical action in eq. (II.4). We
can therefore split SJ into a term that does not depend
on the disorder and a term that does, SJ = L0 + LJ .
We can thus rewrite

ZJ [l, l̂] =

∫
DσDσ̂ eL0[σ,σ̂,l,̂l] eLJ [σ,σ̂] (II.5)

where

eLJ [σ,σ̂] ≡
∫ ∏

i1<i2<···<ip

dJi1i2...ip p(Ji1i2...ip) e
ip
p!

∫
dt

∑
i1,i2,...,ip

Ji1i2...ip σ̂i1
(t)σi2

(t)...σip (t). (II.6)

Note that L0 includes the other terms in the dynam-
ical action in eq. (II.4). It is important, at this point,
to remark that the sum over all spin indices i1, . . . , ip in
eq. (II.6) should run for i1 ̸= i2 ̸= . . . ̸= ip, but since we
will work in the thermodynamic limit, the contribution
from equal indices is subleading and we can roughly ap-
proximate it by summing over all indices. We also notice

that the integral in eq. (II.6) is simply a Gaussian inte-
gral and can be easily computed after a symmetrization
procedure (sketched in Appendix B 1), which is possible
since we assumed that the random couplings are sym-
metric. In this case, performing the Gaussian integrals,
one simply finds that

eLJ [σ,σ̂] = exp

(
J2

4Np−1

∫
dtdt′

∑
i1,i2,...,ip

(piσ̂i1(t)σi2(t) . . . σip(t)iσ̂i1(t
′)σi2(t

′) . . . σip(t
′)

+ p(p− 1)iσ̂i1(t)σi2(t) . . . σip(t)σi1(t
′)iσ̂i2(t

′) . . . σip(t
′))

)
, (II.7)
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from which we note that the averaging procedure gen-
erates 2p−spin couplings that are non-local in time, as
remarked both in [11, 23]. The path integrals in eq.
(II.5) can now be computed using a generalization of the
approach used in [13] to study the thermodynamics of
the p−spin model. This procedure lets us decouple the
2p−spin couplings by means of introducing four auxiliary
fields Qµ(t, t

′), known as dynamical overlaps, that are lo-
cal in space but not in time. The procedure decouples the
sites at the cost of coupling same-site spins in time. By

introducing the notation σ(t) ·σ(t′) =
∑

i σi(t)σi(t
′), we

can define the dynamical overlaps as NQ1(t, t
′) = iσ̂(t) ·

iσ̂(t′), NQ2(t, t
′) = σ(t) ·σ(t′), NQ3(t, t

′) = iσ̂(t) ·σ(t′)
and finally NQ4(t, t

′) = σ(t) · iσ̂(t′).
We define now µp ≡ pJ2/2 and impose upon eq. (II.7)

the definition of the dynamical overlaps by means of in-
troducing path integrals over Qµ. Using the exponential
representation of the Dirac deltas (via introducing aux-
iliary fields λµ) and working out some algebra, one finds
that we can write (details in Appendix B 3)

ZJ [l, l̂] =

∫ ∏
ν

DQν

∫ ∏
µ

N

2πi
Dλµ exp

(
−Ng[λ,Q] + ln

∫
DσDσ̂ expL [σ, σ̂, l, l̂,λ]

)
(II.8)

where

g[λ,Q] ≡
∫

dtdt′
∑
µ

λµ(t, t
′)Qµ(t, t

′)− µp

2

∫
dtdt′

(
Q1(t, t

′)Qp−1
2 (t, t′) + (p− 1)Q3(t, t

′)Q4(t, t
′)Qp−2

2 (t, t′)
)

(II.8a)

and where we have defined the effective action L as

L [σ, σ̂, l, l̂,λ] ≡ L0[σ, σ̂, l, l̂] +

∫
dtdt′

∑
µ

λµ(t, t
′)fµ(t, t

′), (II.8b)

with fµ(t, t
′) = NQµ(t, t

′).

The functional integrals can now be computed in the
thermodynamic limit N → +∞ using a saddle point ap-
proximation, by means of replacing Qµ(t, t

′) with their
stationary point values

Q(0)
µ (t, t′) = ⟨Qµ(t, t

′)⟩L (II.9)

where the ⟨...⟩L notation denotes that averages are done
over the effective action, leading to self-consistent equa-

tions for each Q
(0)
µ ; and then minimizing the term con-

tributing as Ng[λ,Q(0)] with respect to λµ, for which

we find some stationary values λ
(0)
µ (details of proce-

dure in Appendix B 3). H. Sompolisnky in [23] points

out that Q
(0)
1 = 0 is a solution of its self-consistent

equation at any temperature; and in fact it is the only
possible solution for the field theory to be causal and
that maintains the proper normalization of the disorder-
averaged generating functional, ZJ [0,0] = 1. Further-
more, from the MSRJD formalism (details in Appendix

A 5), it follows that Q
(0)
3 (t, t′) ≡ G(t′, t), Q

(0)
4 (t, t′) ≡

G(t, t′) and also Q
(0)
2 (t, t′) ≡ C(t, t′), so one has that

Q
(0)
3 (t, t′)Q

(0)
4 (t, t′) = 0 ∀t, t′ due to causality [27]. Eval-

uating the integral at the saddle simply yields

ZJ [l, l̂] = exp

−N g[λ(0),Q(0)]︸ ︷︷ ︸
=0

+ ln

∫
DσDσ̂ expL [σ, σ̂, l, l̂,λ(0)]

 =

∫
DσDσ̂ expL [σ, σ̂, l, l̂,λ(0)] (II.10)

where the effective action at the saddle reads (after some rearrangements detailed in Appendix B 3)

L [σ, σ̂, l, l̂,λ(0)] = L0[σ, σ̂, l, l̂] +
∑
k

∫
dtdt′iσ̂k(t)

µp

2
Cp−1(t, t′)iσ̂k(t

′)︸ ︷︷ ︸
eff. noise term

+µp(p− 1)G(t, t′)Cp−2(t, t′)σk(t
′)︸ ︷︷ ︸

eff. dyn. term

 .

(II.10a)

It is interesting to remark that after averaging over disorder, we were able to write a generating functional,

4



DMFT for non-reciprocal spin-glasses Ot Garcés Ortiz

eq. (II.10), for some effective dynamics which introduces
both the response and correlation function in the dy-
namical action defined by the effective action L at the
saddle. Now, all the dynamic degrees of freedom are un-
coupled (since L0 does not include any coupling between
spins) but the dynamic action is non-local in time due to
the presence of the two-time correlation function C(t, t′)

and response function G(t, t′). Furthermore, the last two
terms appearing in eq. (II.10a) can be identified as an ef-
fective noise contribution and an effective dynamic term
by comparison with the original dynamical action in eq.
(II.4). Thus, the effective dynamics of any dynamic de-
gree of freedom simply reads

Γ−1
0 ∂tσ(t) = −µ(t)σ(t) + µp(p− 1)

∫ t

0

dt′′G(t, t′′)Cp−2(t, t′′)σ(t′′) + ξeff(t) (II.11)

where now ξeff(t) is an effective noise with 0 mean and
variance ⟨ξeff(t)ξeff(t′)⟩ = 2TΓ−1

0 δ(t− t′) + µpC
p−1(t, t′).

The effective Langevin dynamics (averaged over the
quenched random interactions) of any degree of freedom,
thus, must be integrated self-consistently with C(t, t′)
and G(t, t′).

C. Schwinger−Dyson equations

Just as for the effective dynamics of any degree of free-
dom, the dynamics of the correlation and response func-
tions must be determined self-consistently. We will set,
for simplicity, Γ0 = 1. Since now the effective noise
accounts for the disorder averages we have C(t, t′) =
⟨σ(t)σ(t′)⟩ and G(t, t′) = ⟨δσ(t)/δξeff(t′)⟩ (this form of

the response function follows from identities that can
be derived from MSRJD formalism, details in Appendix
A 6), and one can see that a closed set of dynamic self-
consistent equations can be derived for C(t, t′), G(t, t′)
and µ(t) using the effective dynamics in eq. (II.11).
These are the so-called Schwinger−Dyson equations.

The self-consistent dynamic equations for the two-time
correlation and response functions that are found in the
mean-field spin-glass model are also found in the context
of MCT and Random First Order Transition (RFOT)
theory [28, 29] (modulo some slight differences); which is
the reason why the p−spin model has been historically
used to approach the structural glass transition problem
[11, 14]. From the effective dynamics in eq. (II.11), one
finds the Schwinger−Dyson equations (Appendix B 4)

∂C(t, t′)

∂t
= −µ(t)C(t, t′) + µp(p− 1)

∫ t

0

dt′′G(t, t′′)Cp−2(t, t′′)C(t′′, t′) + 2TG(t′, t) + µp

∫ t′

0

dt′′Cp−1(t, t′′)G(t′, t′′)

∂G(t, t′)

∂t
= −µ(t)G(t, t′) + µp(p− 1)

∫ t

t′
dt′′G(t, t′′)Cp−2(t, t′′)G(t′′, t′) + δ(t− t′)

µ(t) = T + µp

∫ t

0

dt′′Cp−1(t, t′′)G(t, t′′) + µp(p− 1)

∫ t

0

dt′′G(t, t′′)Cp−2(t, t′′)C(t′′, t). (II.12)

Solving the previous set of self-consistent DMFEs is
not a straightforward task, in fact it is quite technical,
and many efforts have been made in the context of MCT
or mean-field spin-glass models to solve this kind of self-
consistent equations [30]. The main reasons for this are
the fact that dynamics of glassy systems stretch over
large time windows and the dynamic observables vary in
two separate and dissimilar time-scales, one correspond-
ing to a microscopic relaxation τ0 which characterizes
conventional microscopic relaxations and another corre-
sponding to structural relaxations, τst, which can be up
to 14 orders of magnitude larger than τ0. Therefore, to
effectively solve these equations a dynamic time-grid ap-

proach is necessary, as suggested in [31] and technically
described in [32, 33].
We will subsequently particularize the study of the so-

lutions to this set of equations in the limit of high tem-
perature, since the system of equations can be simplified
under the assumption of the fluctuation-dissipation the-
orem (FDT) and the solutions provide rich physical in-
sight to the behaviour of C(t, t′) near the glass transition
temperature (from above).
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FIG. 1. Decay of the two-point correlation function displaying the typical double-step relaxation and plateau
formation near the dynamical transition temperature for p = 3. In a) we portray the usual two step relaxation
processes which are observed in glassy systems, β and α relaxations, for the control parameter value µ̂ ≡ pβ2/2 = 3.999.
In b) we show how the correlation function in the high temperature phase develops a plateau near the dynamical transition
temperature, for several values of µ̂ (note that for p = 3 we have that µ̂d = pβ2

d/2 = 4 at the dynamical glass transition, when
ergodicity is lost). The dynamics have been integrated numerically using an algorithm introduced in [34]. Since the dynamics
critically slows down near µ̂d (or equivalently Td), the algorithm implements an adapted integration step to efficiently solve the
dynamic evolution up to large integration times, via a recursive decimation and time-step doubling procedure.

D. Ergodic dynamics

For high enough temperatures, we expect the system
to be able to explore all its possible configurations (it
converges rapidly towards a paramagnetic state), and
therefore the correlations to decay to 0 in the long-time
limit, reaching equilibrium. Therefore we can assume
that in this scenario the correlation and response func-
tions are time translation-invariant (TTI) and we also
expect the FDT to hold. Thus, in this regime, we have
that C(t, t′) = Ceq(t− t′), G(t, t′) = Geq(t− t′) and that
Geq(τ) = − 1

T dCeq(τ)/dτΘ(τ) where τ ≡ t− t′ and Θ(τ)
is the Heaviside step function. The Edwards−Anderson
parameter, which is the standard order parameter for
the thermodynamic spin-glass transition, can be defined
as qEA = limτ→∞ Ceq(τ) [11]. It is a measure of the
’freezing’ of spins in the long-time limit, and therefore
assuming no ergodicity breaking we simply have qEA = 0
(paramagnetic phase). Furthermore, since the system is
able to explore the phase space without restriction, the
system effectively looses memory and we can throw the
initial time to t → −∞.
For any t > t′ (or τ > 0), by imposing the FDT, we find

that µ(t) = T +µp/T and so the corresponding evolution
of Ceq(τ) towards equilibrium is simply given by

dCeq(τ)

dτ
= −TCeq(τ)−

µp

T

∫ τ

0

ds C ′
eq(s)C

p−1
eq (τ − s).

(II.13)

It is interesting to remark that the dynamical evolution
in eq. (II.13) is the basic general MCT equation for the
supercooled liquid density correlations above the dynam-

ical transition temperature introduced in [35, 36], used
to model the structural glass transition, but as remarked
before, there are some slight differences because within
the MCT approach the dynamics also includes second or-
der derivatives in τ . The ergodicity hypothesis must be
verified self-consistently via studying the limit of validity
of the dynamical evolution in eq. (II.13). The no er-
godicity breaking scenario implies the physical condition
that C ′

eq(τ) ≤ 0 (since we expect correlations to decay),
but from its dynamical evolution, one can actually see
that the asymptotic behaviour of Ceq(τ) must therefore
satisfy the condition (we have set J ≡ 1 for simplicity)

Cp−2
eq (τ) (1− Ceq(τ)) ≤

2T 2

p
, (II.14)

which may not be satisfied for any T . If we define
g(C) ≡ Cp−2(1−C), it is easy to see that g(C) has in fact
a maximum, which lets us determine when the above con-
dition will be unsatisfied as temperature is lowered. The
maximum of g(C) is located at C∗ = (p−2)/(p−1) ≡ qd,
and then one can see that g(qd) satisfies the condition in
eq. (II.14) for large T . As T is lowered this condition be-
comes unsatisfied when g(qd) = 2T 2

d /p, which defines the
dynamical transition temperature Td at which ergodicity
is broken. Thus, we simply have that

Td =

√
p

2

(p− 2)p−2

(p− 1)p−1
. (II.15)

In Fig. 1 we show the typical behaviour of the two-
time correlation function above the dynamical transition
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temperature for p = 3. We observe that above the criti-
cal temperature Td, Ceq(τ) always decays to 0 for large τ ,
but it develops a shoulder or plateau of height qd before
eventually vanishing when Td is approached from above,
T → T+

d . The appearance of the plateau is due to the
non-linearity in the dynamics of eq. (II.13) which mani-
fests the theory being sensitive to very small changes in
structural input, and in fact drives the critical slowing
down of the dynamics when cooling. The generation of
this plateau, in the context of glass forming liquids, is
known as the cage effect, which is a microscopic mecha-
nism that explains the glass transition of fluids. In a su-
percooled liquid near the glass temperature, after a sud-
den quench, the particles in the fluid perform a rattling
motion due the thermal fluctuations and undergo a first
thermal relaxation (Fig. 1aA)), but then get ’trapped’
in local cages due to the presence of neighbour shells
that prevent them from exploring the phase space as in
a normal fluid. This is the microscopic origin of the β
relaxation, portrayed in Fig. 1aB). If the system is held
above the glass temperature Td, the particles will even-
tually be able to escape from their local cages and then
perform a second relaxation, often referred to as struc-
tural relaxation, the α relaxation (Fig. 1aC)); but right
at Td or below, the particles in the fluid are not able
to overcome this structural barrier and keep infinitely
trapped, falling out of equilibrium (note how in Fig. 1b)
the plateau becomes larger and larger upon approaching
Td from above).

Thus, this behaviour reflects the fact that glassy sys-
tems display two separate time-scales corresponding to
each of the relaxation processes, as we anticipated earlier.
Both MCT and dynamical mean-field spin-glass models
also predict that close to the dynamical transition tem-
perature Td, the relaxation time diverges as a power law
τrel ∼ (T − Td)

−γ as T → T+
d [37].

In Fig. 2 we show in more detail the asymptotic be-
haviour of Ceq(τ), about the plateau qd. This asymptotic
departure of Ceq(τ) into the plateau and off the plateau
is one of the most studied aspects of MCT, and in fact,
MCT also relates the asymptotic decay into and off the
plateau with the exponent γ. Within MCT one finds that
[38] Ceq(τ) ∼ qd+caτ

−a for Ceq
>∼ qd, Ceq(τ) ∼ qd−cbτ

b

for Ceq
<∼ qd, where the exponents a and b can be fully

determined when sufficiently close to the glass tempera-
ture. Furthermore, MCT predicts that the exponent γ
satisfies the relation γ = 1/2a+ 1/2b. These predictions
from MCT are truly remarkable since they are consistent
with both simulations and experiments, although they
have been observed to breakdown in some scenarios [37].

On the other hand, even though the spherical p−spin
model is a powerful tool since its high-temperature dy-
namics are able to describe the typical phenomenology
of glassy systems, and in particular that of structural
glasses, the previous physical interpretation of the two-
step relaxation as well as the critical slowing down of
the system dynamics cannot be applied because there is
no structure of space, and so it cannot be interpreted in

10 1 100 101 102 103 104 105 106 107
10 1

100

2 × 10 1

3 × 10 1

4 × 10 1

6 × 10 1

C e
q(

)

qd + ca
a

qd cb
b

qd

FIG. 2. Dynamical asymptotic behaviour of the time-
correlation near Td. The plateau has been plotted in dashed
lines, which for p = 3 is simply qd = 1/2.

terms of the cage effect. This in fact suggests that this
microscopic mechanism must have deeper implications,
so that it is valid both for finite and infinite dimensional
systems (MFTs).

1. TAP formalism

When studying the thermodynamics of the spherical
p−spin model, for p > 2 and with no external field, the
replica approach [7, 39] predicts that the system under-
goes a first-order phase transition at temperature Ts(p)
from a replica-symmetric (paramagnetic) phase to a 1-
step replica-symmetry breaking (RSB) phase at which
the order parameter qEA jumps from 0 at high tempera-
tures to a finite value at low temperatures (followed by a
continuous transition from 1-step RSB to full-RSB phase
at Tu(p) < Ts(p)). On the other hand, when studying
the dynamics using the soft-spin version of the model,
we find a similar scenario but the discontinuous transi-
tion takes place at Td > Ts(p), as already noted in [11].
For p = 2, there is only a continuous phase transition at
a temperature Ts = 1 from the RS (paramagnetic) phase
to a full-RSB phase, in accordance with the dynamical
crossover temperature when p → 2.
The TAP formalism [22] provides a framework which

is able to unify both the static and dynamic behaviour of
the p−spin model, when p > 2. This approach explores
the complex free-energy landscape of mean-field spin-
glass models through a perturbative high-temperature
expansion which is able to characterize metastable states
of the system, corresponding to local minima of their
ragged free-energy landscape. In [40], the TAP approach
is adapted for the spherical p−spin model, and in fact, it
is shown that the appearance of an exponentially large
number of metastable states at Td is what drives the crit-
ical slowing down of the dynamics, and therefore the dy-
namical transition. The appearance of these metastable
states traps the dynamics at Td, and the mean-field na-
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ture of the spherical model makes the barriers around
these local minima infinitely large in the thermodynamic
limit, so the system remains close to its initial configura-
tion (the system becomes ’frozen’). On the counterpart,
this transition is not associated with a ’true’ thermo-
dynamic transition because the free energy remains ana-
lytic. If temperature is further lowered, a thermodynamic
transition (also known as static transition) takes place
at temperature Ts(p), where all the previously formed
metastable states collapse into vanishing configurational
entropy, effect which is also known as entropy crisis [41].

III. NON-RECIPROCAL p−SPIN DYNAMICS

In the context of glassy systems and glassy dynamics,
non-reciprocal interactions made a first appearance when
studying the long-time behaviour of some neural net-
work models, mainly the Hopfield model [42, 43], which
were actually mapped into spin-glass models assuming
that synaptic connections Jij were symmetric, i.e that
Jij = Jji - although this is in general not the case. This
motivated an extensive study of the effect that asym-
metry plays in the long-time properties of neural net-
works, and in fact, many interesting results were found.
G. Parisi suggested in [15] the destruction of the spin-
glass states of these models by random asymmetry in
interactions, and early studies showed [16] that in fact
arbitrarily weak asymmetry destroys the spin-glass state
in neural network models. A. Crisanti and H. Som-
polinsky (CS) in [16] thoroughly studied the statics of
a Sherrington-Kirkpatrick -like model that included ran-
dom asymmetric bonds using the DMFT we introduced
in Sec. II and also a Glauber dynamics approach [17].
They also found that random asymmetry of arbitrary
strength completely destroys spin-glass freezing at finite
T , but also stressed that this T = 0 spin-glass phase
transition could be a peculiarity of the spherical model.

In recent work by R. Hanai [18], the role of non-
reciprocal interactions in the dynamics of frustrated sys-
tems are explored. In systems in which interactions are
non-reciprocal, frustration also appears due to the con-
flicting nature of the interacting agents (e.g predator
and prey). R. Hanai also points out that it is tempting
to expect that glassiness cannot be generated by non-
reciprocal interactions since they induce chase and run
away dynamics that may end up in glass melting; and in
fact many studies, including the case of neural networks,
support that view. However, the base models (in the re-
ciprocal limit) in these studies already included geomet-
rical frustration, making the role the non-reciprocal frus-
tration quite unclear. Strikingly, in [18] glassy-like dy-
namics are observed in a one-dimensional XY spin chain
including non-reciprocal interactions, showing in partic-
ular slow dynamics, stretched exponential decay of corre-
lations and aging effects. This concludes that in fact non-
reciprocal interactions can induce glassy-like behaviour.

Within this framework, our objective is to develop a
generalization of the DMFT introduced in Sec. II in
which we consider that spins interact non-reciprocally

by following the scheme in [16], via decomposing the
coupling tensor between spins into a symmetric and an
asymmetric part that is modulated in order to control
the degree of asymmetry (non-reciprocity) of interac-
tions. More particularly, we will derive a closed set of
self-consistent dynamic equations for the correlation and
response functions (Schwinger−Dyson equations) when
including random asymmetry in interactions, which has
not been done yet in the literature. Then, we will study
the corresponding quantitative and qualitative changes
in the dynamics of the p−spin model with random asym-
metry.

A. General framework

When we consider the case of non-reciprocal interac-
tions, the problem has to be re-posed since in this case the
Hamiltonian is ambiguously defined [18, 44] and there-
fore we cannot have gradient Langevin dynamics, as in
Sec. II. To illustrate this, we can consider a two-body
exchange interaction, as in Ising’s model. If we have that
Jij ̸= Jji, the definition of a Hamiltonian is ambigu-
ous since the interaction energy between two spins is not
univocal, as Jijσiσj ̸= Jjiσjσi. We cannot either define
the energy of a pair as (Jijσiσj + Jjiσjσi)/2 because we
will consider random asymmetry, and this symmetriza-
tion procedure would simply return the symmetric com-
ponents of interactions. This implies that the relaxation
dynamics is not controlled by a Hamiltonian minimiza-
tion principle as we had in Sec. II, and therefore we have
to pose the problem by directly setting the dynamics in
analogy to the prior case, without defining a Hamiltonian
function.
The starting point for our model will consist in di-

rectly posing a Langevin dynamics based on the gradi-
ent dynamics of Sec. II by substituting the expression
of δβH[σ]/δσi(t) in the reciprocal case with a couplings
tensor in the shape Ji1i2...ip = Js

i1i2...ip
+ κJas

i1i2...ip
and

κ ≥ 0, where κ is a control parameter of the degree of
asymmetry in interactions. Js

i1i2...ip
, Jas

i1i2...ip
are, respec-

tively, independent totally symmetric and antisymmetric
(changes sign upon transposition of any two indices) ten-
sors for which each off-diagonal entry is sampled from a
Gaussian distribution with 0 mean and variance(

Js
i1i2...ip

)2
=
(
Jas
i1i2...ip

)2
=

J2p!

2Np−1

1

1 + κ2
(III.1)

so that we have that J2
i1i2...ip

= J2p!/2Np−1 accounting

for both symmetric and antisymmetric parts, as we de-
fined for the p−spin model. It can also be easily checked
that for any permutation of two indices, say ia and ib,
τia,ib , it holds that

Ji1i2...ipJτia,ib
(i1i2...ip) =

J2p!

2Np−1

1− κ2

1 + κ2
(III.2)

and so we will also impose that κ ≤ 1. We can see that
κ = 0 reduces to the original problem in which couplings
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are symmetric, but then we see that if we set κ = 1 the
couplings over permuted pairs of indices become com-
pletely uncorrelated, so we will refer to this limit as the
fully asymmetric limit, just as in the model in [16].

B. Effective relaxation dynamics

The Langevin dynamics of the model is defined by the
following set of Langevin equations

Γ−1
0 ∂tσi(t) = −µ(t)σi(t) +

p

p!

∑
i2,...,ip

Jii2...ipσi2(t) . . . σip(t) + ξi(t) (III.3)

where, once again, each degree of freedom is a ’soft’-spin
variable, for which we impose the spherical constraint via
the Lagrange multiplier µ(t). Γ0 is a bare kinetic coeffi-
cient setting the microscopic time-scale of the dynamics
and ξi(t) is Gaussian white noise, with mean ⟨ξi(t)⟩ = 0,
and variance ⟨ξi(t)ξj(t′)⟩ = 2TΓ−1

0 δijδ(t− t′) ≡ δijΓ(t−
t′). In this case, since for any κ > 0 the detailed bal-
ance condition may not be satisfied [19] we cannot as-
sure that the system reaches an equilibrium distribution

in the long-time limit, as we had in Sec. II. Nonetheless
we can still study the dynamics, even if the steady state
of the system is not an equilibrium one. We can now eas-
ily construct the MSRJD action following the same steps
portrayed in Sec. II B 1 (or as detailed in Appendix B)
and average over the disorder realizations to find that we
can express the effective (disorder-averaged) generating
functional as

ZJ [l, l̂] =

∫
DσDσ̂ eL0[σ,σ̂,l,̂l] eLJ [σ,σ̂] (III.4)

with

L0[σ, σ̂, l, l̂] ≡
∫

dt
∑
k

iσ̂k(t)

(
− Γ−1

0 ∂tσk(t)− µ(t)σk(t) + TΓ−1
0 iσ̂k(t

′)

)

+

∫
dt
∑
k

(
lk(t)σk(t) + il̂k(t)σ̂k(t)

)
+ ln |J0[σ]| (III.4a)

and where now in this case we have defined

eLJ [σ,σ̂] ≡
∫ ∏

i1<···<ip

dJs
i1i2...ipdJ

as
i1i2...ip p

(
Js
i1i2...ip

)
p
(
Jas
i1i2...ip

)
e

ip
p!

∫
dt

∑
i1,i2,...,ip

Ji1i2...ip σ̂i1
(t)σi2

(t)...σip (t), (III.4b)

since we have to average over both the symmetric and an-
tisymmetric random interactions because the couplings
tensor splits as Ji1i2...ip = Js

i1i2...ip
+ κJas

i1i2...ip
. Notice

also that in that case, the integrand in eq. (III.4b) can be
factorized into a part that only depends on the symmet-
ric random couplings and one that only depends on the
antisymmetric ones, and so we can average them sepa-
rately over the corresponding bond disorder distributions
as

eLJ [σ,σ̂] = eL s
J [σ,σ̂] eL as

J [σ,σ̂]. (III.5)

Averaging over the symmetric random interactions is
straightforward since the calculation was already done for
Sec. II. Proceeding with the calculation for the asymmet-
ric random couplings is not that straightforward, since in
order to transform the average into a simple Gaussian in-
tegral we need to do the symmetrization procedure con-
sidering that Jas

i1i2...ip
is completely antisymmetric. Hav-

ing this in mind, the procedure is somewhat analogous,
but we have to take into account that antisymmetric cou-
plings will alternate sign upon composition of transposi-
tions of indices. The corresponding calculation (details
in Appendix B 2) yields,

eL as
J [σ,σ̂] = exp

(
J2

4Np−1

κ2

1 + κ2

∫
dtdt′

∑
i1,...,ip

(
piσ̂i1(t) . . . σip(t)iσ̂i1(t

′) . . . σip(t
′)

− q(p)iσ̂i1(t) . . . σip(t)σi1(t
′)iσ̂i2(t

′) . . . σip(t
′)
))

, (III.6)
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where q(p) = p if p is even and q(p) = p − 1 if p is odd.
The term with q(p) appears due to the fact that we have
different possible net contributions (due to alternating
signs in the averaged action) depending on the parity of
p. Since we have already computed the average over the

symmetric and antisymmetric random bonds, we can eas-
ily compute the disorder average of eLJ [σ,σ̂] by using the
expression found in Sec. II, eq. (II.7), and the previous
equation, eq. (III.6), to find

eLJ [σ,σ̂] = exp

(
J2

4Np−1

∫
dtdt′

[
p(iσ̂(t) · iσ̂(t′))(σ(t) · σ(t′))p−1

+
p(p− 1)− κ2q(p)

1 + κ2
(iσ̂(t) · σ(t′))(σ(t) · iσ̂(t′))(σ(t) · σ(t′))p−2

])
, (III.7)

where we have used the dot product notation we already
introduced in Sec. II B 1. At this point, it is interesting
to note that if we take the reciprocal limit κ → 0, we
simply recover the expression in eq. (II.7), as expected;
and we also see that if we take the limit p → 2 we re-
cover the expression for the effective (disorder-averaged)
action found by A. Crisanti and H. Sompolinsky in Ap-

pendix A of [16]. Therefore, the disorder-averaged action
we found, eq. (III.7), generalizes the results found in the
literature. Again, in this case, the averaging procedure
also generates 2p−spin couplings that are non-local in
time, and the path integrals can be computed in the ther-
modynamic limit via the introduction of the dynamical
overlaps. Proceeding as in Sec. II B 1 simply yields

ZJ [l, l̂] =

∫ ∏
ν

DQν

∫ ∏
µ

N

2πi
Dλµ exp

(
−Ng[λ,Q] + ln

∫
DσDσ̂ expL [σ, σ̂, l, l̂,λ]

)
(III.8)

where

g[λ,Q] ≡
∫

dtdt′
∑
µ

λµ(t, t
′)Qµ(t, t

′)− µp

2

∫
dtdt′

(
Q1(t, t

′)Qp−1
2 (t, t′)

+ (p− 1)
1− κ2q̃(p)

1 + κ2
Q3(t, t

′)Q4(t, t
′)Qp−2

2 (t, t′)
)

(III.8a)

and also

L [σ, σ̂, l, l̂,λ] ≡ L0[σ, σ̂, l, l̂] +

∫
dtdt′

∑
µ

λµ(t, t
′)fµ(t, t

′), (III.8b)

with fµ(t, t
′) = NQµ(t, t

′) and q̃(p) ≡ q(p)/p(p− 1).

The computation of the path integrals is analogous,
as in the discussion of Sec. II B 1, but now we have to
take into account the constant term (1−κ2q̃(p))/(1+κ2).
Thus, we have to replace the dynamical overlaps Qµ(t, t

′)

by their stationary point values, Q
(0)
µ (t, t′), averaged over

the effective action L , and then minimize the term

Ng[λ,Q0] with respect to λµ, for which we find some

stationary values λ
(0)
µ restricted to the stationary values

Q(0). The structure of the field theory in this case is the
same as that discussed in Sec. II B 1, and in fact it can
be seen (details in Appendix B 3) that eq. (III.8) in the
thermodynamic limit simply evaluates to

ZJ [l, l̂] = exp

−N g[λ(0),Q(0)]︸ ︷︷ ︸
=0

+ ln

∫
DσDσ̂ expL [σ, σ̂, l, l̂,λ(0)]

 =

∫
DσDσ̂ expL [σ, σ̂, l, l̂,λ(0)] (III.9)

where the effective action now simply reads

L [σ, σ̂, l, l̂,λ(0)] = L0[σ, σ̂, l, l̂] +
∑
k

∫
dtdt′iσ̂k(t)

µp

2
Cp−1(t, t′)iσ̂k(t

′)︸ ︷︷ ︸
eff. noise term

+µp(p− 1)
1− κ2q̃(p)

1 + κ2
G(t, t′)Cp−2(t, t′)σk(t

′)︸ ︷︷ ︸
eff. dynamic term

 .

(III.9a)
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It is quite interesting to point out the fact that the
effect of the response function in the effective action is
being reduced by the presence of asymmetry in the in-
teractions. This, we anticipate, will have a relevant ef-
fect on the effective dynamics of the degrees of freedom.
Since the structure of the effective action in eq. (III.9a)
is similar to that in eq. (II.10a), we see that the effective

action describes the dynamics of uncoupled degrees of
freedom in which the dynamic action is non-local in time
due to the presence of C(t, t′), G(t, t′), and the effective
dynamics of any degree of freedom must be integrated
self-consistently with both C(t, t′) and G(t, t′). In this
case, the effective dynamics simply reads

Γ−1
0 ∂tσ(t) = −µ(t)σ(t) + µp(p− 1)

1− κ2q̃(p)

1 + κ2

∫ t

0

dt′′G(t, t′′)Cp−2(t, t′′)σ(t′′) + ξeff(t), (III.10)

where ξeff(t) is an effective noise with 0 mean and vari-
ance ⟨ξeff(t)ξeff(t′)⟩ = 2TΓ−1

0 δ(t− t′)+µpC
p−1(t, t′), and

again µp ≡ pJ2/2. We also have that the effective noise
is not directly altered by the presence of random asym-
metry in the couplings, but asymmetry plays a key role
in what CS introduced as excess dynamic noise in [16].
The validity of the effective dynamics we obtained can
be checked by either taking the reciprocal limit κ → 0,
for which we simply recover the effective dynamics in the
original case, in eq. (II.11), or by taking the limit p → 2,

for which we recover the effective dynamics in [16].

C. Schwinger−Dyson equations

As we considered in Sec. II C, we take for convenience
Γ0 = 1, and then we introduce the two-time correlation
function C(t, t′) = ⟨σ(t)σ(t′)⟩ and the response func-
tion G(t, t′) = ⟨δσ(t)/δξeff(t′)⟩. Using the effective dy-
namics in eq. (III.10) we can find the corresponding
Schwinger−Dyson equations

∂C(t, t′)

∂t
= −µ(t)C(t, t′) + µp(p− 1)

1− κ2q̃(p)

1 + κ2

∫ t

0

dt′′G(t, t′′)Cp−2(t, t′′)C(t′′, t′)

+ 2TG(t′, t) + µp

∫ t′

0

dt′′Cp−1(t, t′′)G(t′, t′′)

∂G(t, t′)

∂t
= −µ(t)G(t, t′) + µp(p− 1)

1− κ2q̃(p)

1 + κ2

∫ t

0

dt′′G(t, t′′)Cp−2(t, t′′)G(t′′, t′) + δ(t− t′)

µ(t) = T + µp

∫ t

0

dt′′Cp−1(t, t′′)G(t, t′′) + µp(p− 1)
1− κ2q̃(p)

1 + κ2

∫ t

0

dt′′G(t, t′′)Cp−2(t, t′′)C(t′′, t). (III.11)

Technically, since the detailed balance condition may
be broken due to non-reciprocity in interactions [19], the
original Langevin dynamics can have a non-equilibrium
steady state in which the FDT does not hold, even at high
temperatures. Therefore, one should solve the previous
system of dynamic self-consistent equations without as-
suming FDT to study how the behaviour of the two-time
correlation and response functions is quantitatively and
qualitatively modified by the random asymmetry, but we
do not have a tool for this and we will need to do some
approximations.

D. Ergodic dynamics

We can consider the limit of weak asymmetry in the
interactions (small κ) and, even if the detailed balance
condition may still not be satisfied, we can try to assume

the FDT to see whether the system remains ergodic at all
finite temperatures (the system is always paramagnetic)
or the ergodic hypothesis breaks down at some finite tem-
perature as we had in Sec. II. This can be done because
quasi-equilibrium hypothesis must always be verified a
posteriori.

Furthermore, we can consider that at high enough tem-
peratures, for weak random asymmetry, interactions be-
tween the degrees of freedom become irrelevant, and so
the system will be able to explore the whole phase space,
so we expect that correlations of the system with some
given initial configuration will eventually decay in time.

We assume, thus, that in this scenario the correlation
and response function are TTI, so C(t, t′) = CFDT(t− t′)
andG(t, t′) = GFDT(t−t′). We also impose the FDT, and
so GFDT(τ) = − 1

T dCFDT(τ)/dτΘ(τ) with τ ≡ t− t′ and
where, again, Θ(τ) is the Heaviside step function. Since
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in this case the evolution is not granted to be towards
equilibrium, we cannot define the Edwards−Anderson
parameter, but we can introduce q ≡ limτ→+∞ CFDT(τ),
which under the ergodicity hypothesis simply is q = 0.
Since we also supposed that the system is able to explore
the whole phase space at high enough temperatures, the
system will effectively loose memory and then we can
safely throw the initial time to t → −∞ as we had be-

fore. For any t > t′, by imposing the FDT we find that
(details in Appendix B 5)

µ(t) = T +
µp

pT

(
(p− 1)γ(κ, p) + 1

)
(III.12)

where we have defined γ(κ, p) ≡ (1 − κ2q̃(p))/(1 + κ2),
and also

dCFDT(τ)

dτ
= −

(
T +

µp

pT

(
1− γ(κ, p)

))
CFDT(τ)−

µp

T

∫ τ

0

ds Cp−1
FDT(τ − s)C ′

FDT(s)

+
µp

T
(1− γ(κ, p))

∫ τ

−∞
ds Cp−1

FDT(τ − s)C ′
FDT(s), (III.13)

which is to be compared with the ergodic dynamics for
symmetric random interactions in eq. (II.13). If we take
the reciprocal limit κ → 0 we have that, by definition,
γ(κ, p) → 1 for any p and we simply the recover the er-
godic dynamics of the original problem. By proceeding
as we did in Sec. IID, we can study the extent of validity
of the ergodic hypothesis by studying the large τ asymp-
totic behaviour of CFDT(τ). In this case, we find (details
in Appendix B 5) a dynamical transition temperature,
under which ergodicity is broken, that simply reads (by
setting J ≡ 1)

Td(κ) =

√
γ(κ, p)− 1

2
+

p

2

(p− 2)p−2

(p− 1)p−1
. (III.14)

It can be easily seen that −1/2 < (γ(κ, p) − 1)/2 ≤ 0
for any p and 0 ≤ κ ≤ 1, and therefore we generally
have that Td(κ) ≤ Td, which actually means that random
asymmetry produces glass melting and the system shows
kinetic freezing at a lower temperature Td(κ). On the
other hand, one can also see that in the limit p → 2 and

for p = 3, it is safely defined, whilst for p > 3 it is not for
all possible values of κ. Thus, this dynamical transition
temperature Td(κ) is not well defined for all values of κ
and p. Nonetheless, we also note that for small κ the
dynamical transition temperature is well defined for any
value of p, but as κ is increased it can be undefined, which
in fact is in accordance with the results by CS in [16],
since they reported kinetic freezing at small κ for the
SK-like model with random asymmetry. This suggests
the fact that for large values of κ (close to 1) the system
is drawn far from equilibrium, and thus we can no longer
assume that the FDT holds.
In order to avoid the singularities we have just men-

tioned, we will further consider the case κ ≪ 1, and
study the behaviour of the solutions in the cases p → 2
and p = 3.

1. κ ≪ 1 approximation

In the κ ≪ 1 limit, for which we have a well defined
dynamical transition temperature Td(κ) and the FDT
seems to apply to some extent, we can expand the dy-
namic evolution of the two-time correlation function in
eq. (III.13), and one simply has

dCFDT(τ)

dτ
= −

(
T +

µp

pT
κ2(1 + q̃(p))

)
CFDT(τ)−

µp

T

∫ τ

0

ds Cp−1
FDT(τ − s)C ′

FDT(s)

+
µp

T
κ2(1 + q̃(p))

∫ τ

−∞
ds Cp−1

FDT(τ − s)C ′
FDT(s). (III.15)

Notice that the last term only affects the short-time
dynamics of the system since it asymptotically goes to
0 at large τ , due to the even symmetry of the correla-
tion function CFDT(τ) (details in Appendix B 5). This
term, in fact, accelerates the first decay of the correla-
tion function which was observed when random interac-

tions were symmetric, since by hypothesis we have that
C ′

FDT(τ) ≤ 0. Therefore, if we are mostly interested in
the long-time behaviour of the solutions, provided that
the last term only affects short-time dynamics by a faster
decay, we can safely neglect this contribution and study
the effects of asymmetry in the long-time limit.
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(a) Numerical integration of CFDT for p = 2.
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(b) Numerical integration of CFDT for p = 3.
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FIG. 3. Asymmetry in interactions produces glass melting. Time evolution of the time correlation function in the
ergodic dynamics for fixed µ̂ ≡ pβ2/2 (or fixed T ) and different values of the asymmetry parameter κ. The effect of asymmetry
is barely noticeable well over the dynamic crossover temperature (lower µ̂) but becomes relevant when approaching the dynamic
transition temperature at κ = 0 (for which µ̂d(κ = 0) = 1 for p = 2 and µ̂d(κ = 0) = 4 for p = 3). The numerical integration
of the dynamics has been done using the same algorithm [34] by modifying it correspondingly.

The plateau formation also occurs at height qd =
(p − 2)/(p − 1) (which for p = 2 simply is qd = 0 and
for p = 3, qd = 1/2) for the case in which we consider
random asymmetric interactions. For any fixed T (or
µ̂ ≡ pβ2/2), we observe that the effect of the asymme-
try κ > 0 accelerates the decay of the time correlation
function as expected. It is also remarkable that the ef-
fect of asymmetry is less relevant at higher temperatures
(lower µ̂) and it becomes more and more relevant as we
approach the dynamical transition temperature in the
absence of asymmetry Td (which corresponds to µ̂d = 1
and µ̂d = 4 for p = 2, 3 respectively). This suggests that
at very high temperatures, the relaxation does not de-
pend on κ, as we anticipated earlier. It is also interesting
to note out that since the plateau formation for p = 2
takes places at qd = 0, the effect is less noticeable than
in the case for p = 3.

At the qualitative level, from Fig. 3 it seems that the
behaviour at κ ≪ 1 does not change much with respect
to κ = 0 modulo a translation in the dynamical transition
temperature to Td(κ) < Td (glass melting); but we sus-
pect that this is due to the lowest order approximation
we have made. This itself manifests in the fact that if
we consider now the evolution of the time correlation at

fixed κ for different values of T , the dynamical crossover
should take place at lower temperature Td(κ) (or higher
µ̂d(κ)). Indeed, this is what one observes from numer-
ically integrating the corresponding dynamic evolution,
as seen in Fig. 4.
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FIG. 4. Decay of time-correlations in the ergodic
regime for p = 3 and fixed κ = 0.1. In the absence of
asymmetry, κ = 0, we had µ̂d(0) = 4 but at fixed κ = 0.1 the
dynamic crossover takes place at µ̂d(κ) > µ̂d(0).

13



DMFT for non-reciprocal spin-glasses Ot Garcés Ortiz

2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5
0.0

0.1

0.2

0.3

0.4

0.5

non-ergodic

ergodic

d( ) = p 2
d( )/2

d( )  ctt
parameter set 1
parameter set 2

10 3 10 1 101 103 105 107

0.0

0.2

0.4

0.6

0.8

1.0

C F
D

T(
)

parameter set 1
= 0.00, = 3.500
= 0.05, = 3.517
= 0.10, = 3.571
= 0.15, = 3.662
= 0.20, = 3.793

10 3 10 1 101 103 105 107

0.0

0.2

0.4

0.6

0.8

1.0

C F
D

T(
)

parameter set 2
= 0.00, = 3.900
= 0.05, = 3.917
= 0.10, = 3.971
= 0.15, = 4.062
= 0.20, = 4.193

FIG. 5. Translation of the dynamic transition temperature (p = 3). The evolution of time-correlations for different
values of κ at constant absolute distance from the dynamical critical temperature Td(κ) overlap, which implies that there is a
bare translation of the dynamical crossover at lowest order of κ.

The translation of the dynamical temperature Td(κ)
can also be tested by integrating the evolution of the
time-correlations for different values of κ at some con-
stant absolute distance from the dynamic crossover tem-
perature Td(κ) (or µ̂d(κ)), as shown in Fig. 5. By doing
so, we see that the curves corresponding to the evolu-
tion of time-correlations approximately overlap, which in
fact shows that we simply have a translation in the cor-
responding dynamic crossover temperatures.

The observation of kinetic freezing at a lower tempera-
ture than Td at small κ is in accordance with the results
reported by CS in [16]. Though, as we noted before, we
also suspect that for larger values of κ, more interesting
effects may appear due to the fact that random asym-
metry in interactions effectively reduces the effect of the
response of the system to external perturbations, as al-
ready noted in Sec. III B; but for which we do not have a
tool to quantitatively study the changes in the behaviour
of the dynamics. Furthermore, even if the assumption of
the FDT seems reasonable in the limit of κ ≪ 1 due to
the consistency of the equations, we should verify that
it really holds by performing simulations of the corre-
sponding dynamics. This could be alternatively done by
solving numerically the Schwinger−Dyson equations at
high temperatures and compare the solutions with and
without assuming the FDT.

IV. HIGH TEMPERATURE DYNAMICS OF
THE SK MODEL WITH RANDOM ASYMMETRY

In order to study the consistency of our assumption of
FDT, we propose to study the high-temperature Glauber
dynamics of the SK model with random asymmetry. It
is most suitable to do so with Glauber dynamics since
we can reproduce the heat bath dynamics [17, 45] with-
out defining the energy of the system, since in the case
of non-reciprocal interactions it is ill posed. The prob-
lem of doing so for the p−spin model is that we need
to allocate large memories in order to generate the cor-

responding coupling tensors Ji1i2...ip , and then perform
the corresponding dynamics. This way, we will simply
analyze the high-temperature dynamics of the SK model
with random asymmetric interactions.

A. Glauber dynamics of the SK model

Glauber dynamics are defined by a Master Equation
(ME) for the probability of having a given configuration
of the Ising spin variables σ = (σ1, . . . , σN )T at time t
which reads

∂p(σ, t)

∂t
=
∑
i

wi(−σi)p(σ
i, t)− wi(σi)p(σ, t) (IV.1)

where we defined σi ≡ (σ1, . . . ,−σi, . . . , σN )T and where
wi(σi) are the spin-flip rates, which are simply the prob-
abilities per unit time that we flip σi to −σi, and vice-
versa, maintaining the other spins fixed. The previous
ME, thus, is simply expressing the balance of probabil-
ity flux upon flipping spin states. Usually, these spin-flip
rates are chosen so that they satisfy the detailed balance
condition [45] by taking

wi(σi) =
1

2
[1− σi tanhβhi] (IV.2)

where β is the inverse temperature and

hi = h0
i +

∑
j ̸=i

Jijσj (IV.3)

is the local field felt by each of the spins σi, where h
0
i is a

local external field, and, as in Sec. III, we have that Jij
are quenched random interactions which are split into
Jij = Js

ij + κJas
ij with κ ≥ 0 a control parameter of

the degree of asymmetry in interactions. Js
ij , J

as
ij are,

respectively, independent totally symmetric (Js
ij = Js

ji)
and antisymmetric (Jas

ij = −Jas
ji ) tensors for which each

off-diagonal entry is drawn from a Gaussian distribution

with zero mean and variance (Js,as
ij )2 = J2/N(1 + κ2).
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FIG. 6. Glass melting in the SK model with random asymmetry. Time evolution of the self-correlation function of
the SK model with Glauber dynamics, for fixed µ̂ (or fixed T ) and different values of the asymmetry parameter κ, as shown
in the legend. The evolution of time correlations are averaged over dynamic and disorder realizations. A similar effect as the
dynamical transition temperature shift predicted for the ergodic dynamics using the Langevin dynamics is observed.

In [17], CS thoroughly study the statics of the SK
model with random asymmetry using Glauber dynam-
ics, but we will not be entering into details on how to
systematically find the results we found in Sec. III using
this approach. Instead, we aim to computationally study
the high-temperature Glauber dynamics of the SK model
including random asymmetry to test whether FDT can,
to some extent, be assumed or not.

1. Dynamic simulations

We consider a system of N = 500 Ising spins, with
no external local fields h0

i = 0, for which we have to
generate N(N − 1) random numbers according with the
distribution in the previous section (N(N − 1)/2 for the
symmetric part of the couplings and N(N − 1)/2 for the
antisymmetric part). Since the critical temperature of
the SK model is Tc = 1 (in J units, which actually coin-
cides with the dynamical crossover temperature for p → 2
at κ = 0), we will consider temperatures T > Tc and
let the system thermalize (reach a stationary state) with
κ = 0 from an initially ordered configuration. Then, we
use the thermalized configurations as a initial conditions,
set a value for κ and simulate Nrep = 30 realizations
of the Glauber dynamics by dynamically feeding a ran-
dom number generator different seeds. Since in order to
realize the dynamics we need all the couplings (see eq.
(IV.3)), the procedure can become very costly in terms
of memory for large systems. We also need to measure
the time-observables averaged over disorder realizations,
so we will repeat this procedure for Ndis = 30 realizations
of the quenched random interactions.

We set a first thermalization time for κ = 0 of τth = 106

steps, and then study independent realization of the dy-
namics up to τdyn = 105 time steps, for different values
of µ̂ (or temperature) below the dynamical crossover for
p = 2, which is µ̂d = 1. Notice that the closer we get
to µ̂d = 1, the more costly it is for the system to re-

lax at κ = 0, and therefore the first thermalization time
τth has to be estimated using the closest value that one
considers to µ̂d (in our case about µ̂ ≈ 0.83, as in Fig.
6). For each disorder realization, we compute the time
evolution of the auto-correlations with respect to the ref-
erence (thermalized) configuration, by simply computing
CJ(t) = ⟨σi(t)σi(0)⟩ over Glauber dynamics realizations,
and then we compute the average over disorder realiza-
tions C(t) = CJ(t), just as shown in Fig. 6.

B. Discussion

For the high-temperature dynamics of the SK model
with random asymmetry we do not observe a plateau
formation in the time decay of correlations, just as as ex-
pected, since for p = 2 the plateau height is qd = 0.
Again, for any fixed µ̂, we observe that the random
asymmetry κ > 0 accelerates the decay of time auto-
correlations, as predicted by the ergodic dynamics in Sec.
IIID. From Fig. 6 we also observe that the effect of
asymmetry in the interactions is less relevant at higher
temperature (lower µ̂) but it becomes more relevant as we
approach the dynamical transition temperature for κ = 0
(which corresponds to µ̂d = 1). Just as remarked before,
this suggests the fact that at very high temperature, the
relaxation of the system does not depend on κ, suggesting
that the approximations made in Sec. IIID were to some
extent correct, even though it does not justify, rigorously
speaking, assuming the FDT.
To test whether FDT applies or not, we would have to

add a small perturbation (i.e small external local fields
h0
i ̸= 0) so that we fall into linear response regime, com-

pute the time evolution of the integrated response func-
tion or dynamical susceptibility χ(t, t′) and then make a
parametric plot of χ(t) (setting t′ = 0) vs C(t) in the
high temperature regime. Finally, we would have to ver-
ify that the parametric plot shows a straight line with
slope −1/T , where T is the temperature of the heat bath.
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Though, this lies beyond the scope of the project and will
be a matter of discussion in future work.

V. CONCLUSIONS

In this work, we have reviewed the connection be-
tween dynamical mean-field theories of spin-glasses and
the structural glass problem, for which we have studied
the high-temperature dynamics and the key defining fea-
tures of glassy systems, such as the critical slowing down
of the dynamics, the double-step relaxation process dis-
playing the creation of a plateau, the cage effect or the
breakdown of ergodicity, amongst others. In the pro-
cess, we also introduced a suitable formalism to tackle
the problem of structural glasses, the MSRJD formal-
ism, which can actually be used to explore the richness
of many out-of-equilibrium systems beyond the context
of glassy systems [46]. Finally, we reviewed how the
ragged geometry of the energy landscape of those spin-
glass models is responsible for the critical slowing down
of their dynamics.

We then generalized the DMFT used to study the dy-
namics of the mean-field p−spin model by considering
non-reciprocal interactions. We were able to find an ex-
pression for the effective (disorder-averaged) dynamics
of the system and then wrote a system of self-consistent
DMFEs for the two-time correlation and response func-
tions. We have seen that the effect of the response of
the system to external perturbations in the effective dy-
namics is reduced by the presence of random asymmetry
in the interactions, which could significantly change the
dynamical behaviour of the system, just as it does when
studying the statics. Solving this system of closed self-
consistent equations is not straightforward, so we had to
work out some approximation for the ergodic dynamics
in the small asymmetry limit, via assuming the FDT for
high enough temperatures. Within this approximation,
we found that the system still exhibits critical slowing
down of the dynamics, but weak asymmetry also pro-
duces glass melting.

Additionally, we studied the high-temperature Glauber
dynamics of the SK model with random asymmetry, and

in fact observed the behaviour predicted by the ergodic
dynamics of the DMFT including non-reciprocal interac-
tions, i.e glass melting. The Glauber dynamics indeed
showed that the level of asymmetry κ becomes irrelevant
in the relaxation process at very high temperatures, sug-
gesting that some of the approximations taken to study
the ergodic dynamics of the modified DMFT were to
some extent correct. Though, this did not justify using
the FDT, which we would have to explicitly study.

The previous results set the ground for interesting
and fundamental questions for future work. Firstly, we
saw that the effective dynamics in the DMFT consider-
ing non-reciprocal interactions depended on the parity
of p, which we have not yet explored. We suspect that
the effect can be relevant for small values of p but will
eventually become irrelevant if p is large. Furthermore,
we should technically solve the Schwinger−Dyson equa-
tions numerically without assuming the FDT, since non-
reciprocal interactions might break the detailed balance
condition. This, we think, could help quantify violations
of the FDT and test if our assumption of FDT was, to
some extent, approximately correct in the weakly asym-
metric interactions limit, even if the high-temperature
Glauber dynamics of the SK model with random asym-
metry display the behaviour predicted by the ergodic dy-
namics. We could also study the case in which we con-
sider asymmetric interactions only to see whether the sys-
tem shows a dynamic crossover or not. Finally, we could
extend the analysis by considering persistent noise, along
the line of [47], since the formalism has been studied also
without any assumption on the distribution of the noise
(derivations in Appendix B do not assume any particular
noise distribution before studying the high-temperature
dynamics).
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VI. APPENDIX

Appendix A: MSRJD formalism

1. Stochastic dynamics and Langevin equation

Consider the stochastic evolution of a 0-dimensional field φ (e.g the position of a particle) with mass m that is
driven by some force F and set in contact with a heat bath at equilibrium with inverse temperature β. We can
suppose that the stochastic evolution of the field φ starts when it is set in contact with the bath, at time t0. We can
set this time to be t0 = −T for some T and study the evolution of the stochastic field in the time interval [T,−T ]
with no loss of generality. The corresponding Langevin dynamics are given by

Eq[φ(t)] ≡ mφ̈(t)− F ([φ(t)], t) +

∫ t

−T

ds γ(t, s)φ̇(s) = ξ(t) (A.1)

where the force F ([φ(t)], t) can be decomposed, generally, into a conservative and non-conservative part. We will
assume that those forces are causal, meaning that they cannot generally depend on future states φ(t′) with t′ > t,
and that these forces do not include any second or higher-order time derivatives of the 0-dimensional field φ. The
two right-most terms of the dynamics in eq. (A.1) model the interaction of the field with the bath. Within this
framework, γ models retarded friction, so γ(t, t′) = 0 for t′ > t, and the noise term ξ(t) is a random force drawn from
a Gaussian process. Since the bath is in equilibrium, in this case γ(t, t′) = γ(t − t′) and we have the fluctuation-
dissipation relations ⟨ξ(t)⟩ = 0 and ⟨ξ(t)ξ(t′)⟩ = β−1Γ(t − t′) hold, where Γ(t − t′) is a symmetrized noise kernel,
Γ(t − t′) = γ(t − t′) + γ(t′ − t). The white noise limit, for which the bath has no memory, is simply given for
γ(t− t′) = γ0δ(t− t′) with some γ0 > 0, so that in this case the Langevin dynamics simply read

Eq[φ(t)] ≡ mφ̈(t)− F ([φ(t)], t) + γ0φ̇(t) = ξ(t) (A.2)

with ⟨ξ(t)⟩ = 0 and ⟨ξ(t)ξ(t′)⟩ = 2β−1γ0δ(t − t′). The out-of-equilibrium environments can be taken as a relaxation
of the condition relating the noise distribution and the retarded friction, i.e by relaxing the condition Γ(t − t′) =
γ(t− t′)+ γ(t′ − t). We will adopt now the Stratonovich prescription since it seems most suitable due to the fact that
it preserves the usual rules of conventional calculus [48], and thus analytical calculations will be easier.

2. Stratonovich prescription: a mid-point discretization

Consider the time interval [−T, T ] divided into N+1 slices of width ϵ ≡ 2T/N+1. The discretized times are simply
given by tk ≡ −T + kϵ with k = 0, 1, . . . , N + 1. The field must also be discretized, and so we set φk ≡ φ(tk). The
continuum limit is then simply achieved by sending N → +∞ whilst keeping (N + 1)ϵ constant. Note that since the
Langevin dynamics involves, generally, second order derivative we need 2 initial conditions. Suppose these are given
by φi, φ̇i, we can set φ1 ≡ φi and φ0 ≡ φi − ϵφ̇i, and so we have that the first two times t0, t1 are reserved for the i.c.
The N following time-steps correspond to the discrete stochastic dynamics (using mid-point discretization)

Eqk−1 ≡ m
φk+1 − 2φk + φk−1

ϵ2
− Fk(φk, φk−1, . . . , φ0) +

k∑
l=1

γkl(φl − φl−1) = ξk (A.3)

which is defined for k = 1, . . . , N , the force Fk usually depends only on the state φk but it can also include memory
(as we portrayed), the ξk are independent Gaussian random variables with 0 mean and covariance ⟨ξkξl⟩ = β−1Γkl,
with Γkl = γkl + γlk, and where we can define γkl as

γkl ≡
1

ϵ

∫ ϵ

0−
ds γ(tk − tl + s) (A.4)

motivated by the mid-point discretization we have taken. From the dynamics in eq. (A.3) we see that φk depends
on the realization of the previous noise realization ξk−1 and that we do not need to specify either ξ0, ξN+1. In the
Markovian limit, we have that γ(t − t′) → γ0δ(t − t′) but in the discrete scheme γkl → ϵ−1γ0δkl so that ⟨ξkξl⟩ =
2β−1γ0ϵ

−1δkl.
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3. MSRJD action

We note that the probability for a given noise history {ξk}k=1,...,N is given by the pdf

p[ξ] =
1

N
exp

−1

2

N∑
k,l=1

ξkβΓ
−1
kl ξl

 (A.5)

with normalization constant N 2 = (2π)N/ detkl βΓ
−1
kl , and where β−1Γkl is the covariance matrix. The initial condi-

tions can also be drawn from a probability distribution of the field, which we will refer to as pi(φi, φ̇i). Notice then
that the probability density p[φ] for a complete field history {φk}k=0,...,N+1 can be computed making a change of
variables since there is a one-to-one correspondence between the field history and noise history due to eq. (A.3)

p[φ]dφ0dφ1 . . . dφN+1 = pi(φi, φ̇i)p[ξ]dφidφ̇idξ1dξ2 . . . dξN (A.6)

so that we have

p[φ] =

∣∣∣∣∣det ∂(φi, φ̇i, ξ1, . . . , ξN )

∂(φ0, φ1, . . . , φN+1)

∣∣∣∣∣ pi
(
φ1,

φ1 − φ0

ϵ

)
p[ξ] ≡ |JN | pi

(
φ1,

φ1 − φ0

ϵ

)
p[ξ] (A.7)

where JN is the Jacobian of the transformation. Notice that the pdf for the noise distribution must be evaluated
according to eq. (A.3), as it must be done for the Jacobian. In order to compute the Jacobian of the transformation,
notice first that by definition one has that ∂φi/∂φ1 = 1, ∂φi/∂φ0 = 0 and ∂φi/∂φk = 0 otherwise. In a similar way,
we have that ∂φ̇i/∂φ1 = ϵ−1, ∂φ̇i/∂φ0 = −ϵ−1 and also ∂φ̇i/∂φk = 0 otherwise. On the other hand, notice that we
have that ξk = Eqk−1(φk+1, . . . , φ0), and therefore we see that ∂ξk/∂φl = ∂Eqk−1/∂φl for l = 0, 1, . . . , k + 1 and 0
otherwise. This reflects causality. Therefore, we have that

JN ≡ det
∂(φi, φ̇i, ξ1, . . . , ξN )

∂(φ0, φ1, . . . , φN+1)
= det


0 1 0 0 · · · 0

−ϵ−1 ϵ−1 0 0 · · · 0
∂Eq0

∂φ0

∂Eq0

∂φ1

∂Eq0

∂φ2
0 . . . 0

...
...

...
...

. . .
...

∂EqN−1

∂φ0

∂EqN−1

∂φ1

∂EqN−1

∂φ2

∂EqN−1

∂φ3
. . .

∂EqN−1

∂φN+1

 =
1

ϵ

N∏
k=1

∂Eqk−1

∂φk+1
(A.8)

where in order to compute the determinant we used the block structure of the matrix and then the fact that after
eliminating the 2 × 2 block the remaining matrix is triangular. By simply plugging eq. (A.3), one finds that in fact

JN = ϵ−1
(
m/ϵ2

)N
. Now, we aim to find a suitable expression for the probability of the field history in the continuum

limit. In order to do so, we can use a Hubbard−Stratonovich transformation to express the pdf for noise history as

p[ξ] =
1

Ñ

∫
dφ̂1dφ̂2 . . . dφ̂N e

1
2 ϵ

2 ∑
k,l iφ̂kβ

−1Γkliφ̂l−ϵ
∑

k iφ̂kξk

=
1

Ñ

∫
dφ̂0dφ̂1 . . . dφ̂Ndφ̂N+1 δ(φ̂0)δ(φ̂N+1)e

1
2 ϵ

2 ∑
k,l iφ̂kβ

−1Γkliφ̂l−ϵ
∑

k iφ̂kEqk−1 (A.9)

where now Ñ ≡ (2π/ϵ)N and in the second step we replaced ξk = Eqk−1 and let summations run from k = 0 to
k = N + 1 by means of introducing integration over φ̂0, φ̂N+1 of the corresponding Dirac delta’s. From eq. (A.7),
now we have

Ñp[φ] = |JN |pi
(
φ1,

φ1 − φ0

ϵ

)∫
dφ̂0dφ̂1 . . . dφ̂Ndφ̂N+1 δ(φ̂0)δ(φ̂N+1)e

1
2 ϵ

2 ∑
k,l iφ̂kβ

−1Γkliφ̂l−ϵ
∑

k iφ̂kEqk−1

= |JN |
∫

dφ̂0dφ̂1 . . . dφ̂Ndφ̂N+1 δ(φ̂0)δ(φ̂N+1)e
1
2 ϵ

2 ∑
k,l iφ̂kβ

−1Γkliφ̂l−ϵ
∑

k iφ̂kEqk−1+ln pi(φ1,(φ1−φ0)/ϵ). (A.10)

By means of introducing the boundary conditions φ̂(−T ) = φ̂(T ) = 0 and taking the continuum limit just as described
above, we have that

ϵ2
∑
k,l

iφ̂kβ
−1Γkliφ̂l →

∫ T

−T

∫ T

−T

dsds′ iφ̂(s)β−1Γ(s− s′)iφ̂(s′), ϵ
∑
k

iφ̂kEqk−1 →
∫ T

−T

ds iφ̂(s)Eq([φ(s)], s) (A.11)
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and thus in eq. (A.10) we have [49, 50]

N p[φ] = |J0[φ]|
∫

Dφ̂ e
1
2

∫∫
dsds′ iφ̂(s)β−1Γ(s−s′)iφ̂(s′)−

∫
ds iφ̂(s)Eq([φ(s)],s)+ln pi(φ(−T ),φ̇(−T )) (A.12)

were the new prefactor N ≡ limN→∞(2π/ϵ)N can be absorbed into the definition of the measure, in this case simply
as

DφDφ̂ ≡ lim
N→∞

( ϵ

2π

)N N+1∏
k=0

dφkdφ̂k (A.13)

and where now the Jacobian must also be computed in the continuum limit, for which we have defined J0[φ] ≡
limN→+∞ JN , that simply reads [49, 50]

J0[φ] = det
ss′

δEq([φ(s)], s)

δφ(s′)
. (A.14)

Using the definition of the new measure in eq (A.13) and eq. (A.12) we find

Dφ p[φ] = Dφ

∫
Dφ̂ eS[φ,φ̂] (A.15)

where we defined the action

S[φ, φ̂] ≡ ln pi (φ(−T ), φ̇(−T )) +
1

2

∫∫
dsds′ iφ̂(s)β−1Γ(s− s′)iφ̂(s′)−

∫
ds iφ̂(s)Eq([φ(s)], s) + ln |J0[φ]| (A.16)

which can actually be split into a deterministic, a dissipative and a Jacobian term, S[φ, φ̂] = Sdet[φ, φ̂]+Sdiss[φ, φ̂]+
ln |J0[φ]|, with

Sdet[φ, φ̂] ≡ ln pi (φ(−T ), φ̇(−T ))−
∫

ds iφ̂(s) (mφ̈(s)− F ([φ(s)], s))

Sdiss[φ, φ̂] ≡
∫

ds iφ̂(s)

∫
ds′ γ(s− s′)

(
β−1iφ̂(s′)− φ̇(s′)

)
(A.17)

where we have used the fact that Γ(s− s′) ≡ γ(s− s′) + γ(s′ − s). The deterministic part takes into account inertia
and corresponds to the usual Newtonian mechanics, whilst the dissipative part has origin in the coupling with the
bath/enviroment. The Jacobian term assures that if one integrates eq. (A.15) over all possible realizations of the
stochastic dynamics, the probability density p[φ] is correctly normalized. One can, from here, take the white noise
limit and/or the Smoluchowski limit, but we have to be careful of taking both at the same time, regarding the
computation of the functional determinant (there are some subtleties, but the formalism also applies) [49].

4. Generating functional

As we already mentioned, the Jacobian term in the dynamical action in eq. (A.16) ensures the proper normalization
of the probability of the stochastic field history p[φ]. Thus, integration over all possible paths in eq. (A.15) is correctly
normalized, so

1 =

∫
Dφ p[φ] =

∫
DφDφ̂ eS[φ,φ̂]. (A.18)

The previous condition motivates the definition of the generating functional. Note that if we consider now that we
add two external fields or sources η(t), η̂(t) that are coupled to field φ(t) and the auxiliary field φ̂(t) respectively, the
dynamical action should be modified correspondingly as

S[φ, φ̂, η, η̂] ≡ ln pi +
1

2

∫∫
dsds′ iφ̂(s)β−1Γ(s− s′)iφ̂(s′)−

∫
ds iφ̂(s)Eq([φ(s)], s) + ln |J0[φ]|

+

∫
dt (η(t)φ(t) + iη̂(t)φ̂(t)) , (A.19)
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to which we will simply refer as the Martin−Siggia−Rose−Janssen−De Dominicis (MSRJD) action, and so we can
simply define the dynamic generating functional as

Z[η, η̂] ≡
∫

DφDφ̂ eS[φ,φ̂,η,η̂] , (A.20)

for which we see that it trivially satisfies the normalization condition Z[0, 0] = 1.

5. Computing two-time correlation and response functions

The formalism provides a very systematic way of computing two-time correlation and response functions, or gen-
erally any expected values of field-observables over noise realizations. Consider a generic observable A[φ(t)] over the
stochastic evolution of the field φ(t). We can define the average value of the observable over noise realizations as

⟨A[φ(t)]⟩ ≡
∫

Dφ p[φ]A[φ(t)] (A.21)

but then, from eq. (A.15) we note that we can simply write

⟨A[φ(t)]⟩ ≡
∫

Dφ p[φ]A[φ(t)] =

∫
DφDφ̂ A[φ(t)] eS[φ,φ̂,0,0] (A.22)

where S[φ, φ̂, 0, 0] simply is the MSRJD action at 0 external sources, η = η̂ = 0. Note that this is particularly
interesting, since we can directly see that if we simply set A[φ(t)] ≡ φ(t) we will be able to express the expected value
of the stochastic field over noise realizations by simply computing functional derivatives of the generating functional
Z[η, η̂] at 0 external sources, η = η̂ = 0. To illustrate this, consider the following

δZ[η, η̂]

δη(t)

∣∣∣∣∣
η=η̂=0

=
δ

δη(t)

∣∣∣∣∣
η=η̂=0

∫
DφDφ̂ eS[φ,φ̂,η,η̂] =

∫
DφDφ̂

δ

δη(t)
eS[φ,φ̂,η,η̂]

∣∣∣∣∣
η=η̂=0

(A.23)

but then, note that we simply have

δ

δη(t)
eS[φ,φ̂,η,η̂]

∣∣∣∣∣
η=η̂=0

= eS[φ,φ̂,η,η̂] δS[φ, φ̂, η, η̂]
δη(t)

∣∣∣∣∣
η=η̂=0

= eS[φ,φ̂,0,0] φ(t) (A.24)

where in the last step we have used eq. (A.19). Then, we simply find

δZ[η, η̂]

δη(t)

∣∣∣∣∣
η=η̂=0

=

∫
DφDφ̂ φ(t) eS[φ,φ̂,0,0] = ⟨φ(t)⟩, (A.25)

and proceeding in a similar way, one also finds that the two-time correlation function can be computed as

C(t, t′) ≡ ⟨φ(t)φ(t′)⟩ = δ2Z[η, η̂]

δη(t)δη(t′)

∣∣∣∣∣
η=η̂=0

. (A.26)

In order to compute the response function G(t, t′) we can proceed in a similar fashion. We introduce a small field
h(t) conjugated to the field φ(t). In this case, the response function simply reads G(t, t′) = δ⟨φ(t)⟩/δh(t′) at h(t′) = 0.
Thus, from definition we have

G(t, t′) =
δ⟨φ(t)⟩
δh(t′)

∣∣∣∣∣
h=0

=

∫
DφDφ̂

δ

δh(t′)

∣∣∣∣∣
h=0

φ(t) eS[φ,φ̂,0,0;h] =

〈
φ(t)

δS[φ, φ̂, 0, 0;h]
δh(t′)

∣∣∣∣∣
h=0

〉
(A.27)

but then note that in Eq([φ(t)], t) we have a new term due to the conjugated field, −h(t), and therefore (see eq.
(A.19))

δS[φ, φ̂, 0, 0;h]
δh(t′)

∣∣∣∣∣
h=0

= iφ̂(t′) (A.28)
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and therefore one simply has that

G(t, t′) ≡ δ⟨φ(t)⟩
δh(t′)

∣∣∣∣∣
h=0

=

〈
φ(t)

δS[φ, φ̂, 0, 0;h]
δh(t′)

∣∣∣∣∣
h=0

〉
= ⟨φ(t)iφ̂(t′)⟩ , (A.29)

which can also be alternatively written using the generating functional Z[η, η̂] as

G(t, t′) = ⟨φ(t)iφ̂(t′)⟩ = δ2Z[η, η̂]

δη(t)δη̂(t′)

∣∣∣∣∣
η=η̂=0

, (A.30)

and where obviously, G(t, t′) has to obey causality. Since the response function G(t, t′) can be computed using the
auxiliary field φ̂(t), it is also known as the response field.

6. Other useful identities

We aim to find a more convenient expression for the response function G(t, t′). Consider the following〈 δφ(t)
δξ(t′)

〉
=

δ

δξ(t′)
⟨φ(t)⟩ = δ

δξ(t′)

∫
DφDφ̂ φ(t) eS[φ,φ̂,0,0] (A.31)

but then, we can revert the Hubbard−Stratonovich transformation by introducing the pdf of the noise history ξ(t) as∫
DφDφ̂ φ(t) eS[φ,φ̂,0,0] =

∫
DφDφ̂ φ(t)eln pi−

∫
ds iφ̂(s)Eq([φ],s)+ln |J0[φ]|

∫
Dξ p[ξ]e

∫
ds iφ̂(s)ξ(s) (A.32)

but then it is easy to check that

δ

δξ(t′)

∫
DφDφ̂ φ(t) eS[φ,φ̂,0,0] =

δ

δξ(t′)

∫
DξDφDφ̂ φ(t)eln pi−

∫
ds iφ̂(s)Eq([φ],s)+ln |J0[φ]| p[ξ]e

∫
ds iφ̂(s)ξ(s)

=

∫
DξDφDφ̂ φ(t)eln pi−

∫
ds iφ̂(s)Eq([φ],s)+ln |J0[φ]| δ

δξ(t′)
p[ξ]e

∫
ds iφ̂(s)ξ(s) (A.33)

but then since we are assuming Gaussian noise, we simply have that

δ

δξ(t′)
p[ξ]e

∫
ds iφ̂(s)ξ(s) = iφ̂(t′)p[ξ]e

∫
ds iφ̂(s)ξ(s) (A.34)

and therefore〈 δφ(t)
δξ(t′)

〉
=

δ

δξ(t′)

∫
DφDφ̂ φ(t) eS[φ,φ̂,0,0] =

∫
DξDφDφ̂ φ(t)eln pi−

∫
ds iφ̂(s)Eq([φ],s)+ln |J0[φ]| iφ̂(t′)p[ξ]e

∫
ds iφ̂(s)ξ(s)

=

∫
DφDφ̂ φ(t)iφ̂(t′) eS[φ,φ̂,0,0]

= ⟨φ(t)iφ̂(t′)⟩ (A.35)

and so we see that 〈 δφ(t)
δξ(t′)

〉
= ⟨φ(t)iφ̂(t′)⟩ = G(t, t′) . (A.36)

Another important result that can be found using the MSRJD formalism is the Furutsu−Novikov theorem, which
establishes that

⟨φ(t)ξ(t′)⟩ =
∫

dt′′ Γ(t′ − t′′)G(t, t′′) (A.37)
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Appendix B: Dynamical mean-field theory for a non-reciprocal p−spin model

In this case, we will consider a model a là Crisanti & Sompolinsky [16, 17]. Again, we will consider a fully-connected
model in order to be able to analytically compute the dynamical mean-field equations (DMFEs), departing from the
dynamical model defined by the Langevin dynamics of the soft spins

Γ−1
0 ∂tσi(t) = −µ(t)σi(t) +

p

p!

∑
i2,...,ip

Jii2...ipσi2(t) . . . σip(t) + ξi(t) (B.1)

since in this case the dynamics do not derive from a Hamiltonian due to non-reciprocal interactions, and where µ(t)
enforces the spherical constraint, ξi(t) is noise drawn from a distribution with 0 mean and ⟨ξi(t)ξj(t′)⟩ = δijΓ

−1
0 Γ(t−t′)

(from now on we will set Γ0 ≡ 1 for convenience) and also now we take the coupling matrix as

Ji1i2...ip = Js
i1i2...ip + κJas

i1i2...ip (B.2)

where Js
i1i2...ip

and Jas
i1i2...ip

are independent totally symmetric and antisymmetric tensors for which each off-diagonal

entry is sampled from a Gaussian distribution with 0 mean and variance(
Js
i1i2...ip

)2
=
(
Jas
i1i2...ip

)2
=

J2p!

2Np−1

1

1 + κ2
(B.3)

so that we recover the corresponding scaling of the variance of Ji1i2...ip as in the usual p−spin model with N , since it

is easy to verify that it holds that J2
i1i2...ip

= J2p!/2Np−1 as usual. It can also be checked that for any permutation

of two indices ia, ib, τia,ib , it holds that

Ji1i2...ipJτia,ib
(i1i2...ip) =

J2p!

2Np−1

1− κ2

1 + κ2
. (B.4)

Thus, we see that κ = 0 reduces to the original problem in which couplings are symmetric, but then we see that if
we set κ = 1 the couplings over permuted indices become completely uncorrelated (we will refer to this limit as the
fully asymmetric limit), as can be seen from eq. (B.4). We need to construct the MSRJD action and then average
the generating functional over the disordered bonds. The generating functional simply reads

ZJ [l, l̂] =

∫
DσDσ̂ eSJ [σ,σ̂,l,̂l] (B.5)

where the dynamical action SJ can actually be split into a term that does not depend on the quenched random

interactions and a term that does, as SJ [σ, σ̂, l, l̂] = L0[σ, σ̂, l, l̂] + LJ [σ, σ̂], with

L0[σ, σ̂, l, l̂] ≡
∫

dt
∑
k

iσ̂k(t)

(
−∂tσk(t)− µ(t)σk(t) +

1

2

∫
dt′Γ(t− t′)iσ̂k(t

′)

)
+

∫
dt
∑
k

(
lk(t)σk(t) + il̂k(t)σ̂k(t)

)
+ ln |J0[σ]| (B.6)

and

LJ [σ, σ̂] ≡
ip

p!

∫
dt

∑
i1,i2,...,ip

Ji1i2...ip σ̂i1(t)σi2(t) . . . σip(t) = L s
J [σ, σ̂] + L as

J [σ, σ̂], (B.7)

where in the last step we used the definition in eq. (B.2). When averaging over the quenched random couplings, we
have to take into account that the couplings split as Ji1i2...ip = Js

i1i2...ip
+ κJas

i1i2...ip
, so the average is done over the

distribution of random symmetric and antisymmetric interactions. This simply yields

ZJ [l, l̂] =

∫
DσDσ̂ eL0[σ,σ̂,l,̂l] eLJ [σ,σ̂] (B.8)

where we have defined

eLJ [σ,σ̂] ≡
∫ ∏

i1<···<ip

dJs
i1i2...ipdJ

as
i1i2...ip p

(
Js
i1i2...ip

)
p
(
Jas
i1i2...ip

)
eLJ [σ,σ̂] (B.9)
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but then, since the couplings split into a symmetric and a antisymmetric part, as already noted in eq. (B.7), we have

eLJ [σ,σ̂] =

∫ ∏
i1<···<ip

dJs
i1i2...ipdJ

as
i1i2...ipp

(
Js
i1i2...ip

)
p
(
Jas
i1i2...ip

)
eL s

J [σ,σ̂] eL as
J [σ,σ̂] ≡ eL s

J [σ,σ̂] eL as
J [σ,σ̂] (B.10)

with each average done over the corresponding bond distributions (s/as). In the following subsections, we will explicitly
compute the averages over the symmetric and antisymmetric random couplings.

1. Averaging over random symmetric couplings

We aim to compute

eL s
J [σ,σ̂] ≡

∫ ∏
i1<···<ip

dJs
i1i2...ip p

(
Js
i1i2...ip

)
eL s

J [σ,σ̂] (B.11)

where we have that

L s
J [σ, σ̂] ≡

ip

p!

∫
dt

∑
i1,i2,...,ip

Js
i1i2...ip σ̂i1(t)σi2(t) . . . σip(t). (B.12)

Note that since p(Js
i1i2...ip

) is Gaussian, the previous integral is simply a Gaussian integral. Though, in order to

compute it we need to symmetrize the argument of the exponential in the average, simply done as

p

p!

∑
i1,i2,...,ip

Js
i1i2...ip σ̂i1(t)σi2(t) . . . σip(t) =

1

p!

∑
i1,i2,...,ip

Js
i1i2...ip

(
iσ̂i1(t)σi2(t) . . . σip(t) + · · ·+ iσ̂i1(t)σi2(t) . . . σip(t)

)
=

1

p!

∑
i1,i2,...,ip

Js
i1i2...ip(iσ̂i1(t)σi2(t) . . . σip(t) + · · ·+ σi2(t) . . . σip(t)iσ̂i1(t))

=
1

p!

∑
i1,i2,...,ip

Js
i1i2...ip(iσ̂i1(t)σi2(t) . . . σip(t) + · · ·+ σi1(t)σi2(t) . . . iσ̂ip(t))

(B.13)

where in the last step we have permuted the indices since we are summing over all index positions and we have also
taken into account that Js

i1i2...ip
is a symmetric tensor. Thus, we can finally write

L s
J [σ, σ̂] =

1

p!

∫
dt

∑
i1,i2,...,ip

Js
i1i2...ip

(
iσ̂i1(t)σi2(t) . . . σip(t) + · · ·+ σi1(t)σi2(t) . . . iσ̂ip(t)

)
, (B.14)

and therefore, we simply have that the average over symmetric random couplings yields

eLJ [σ,σ̂] =

∫ ∏
i1<···<ip

dJs
i1i2...ip p

(
Js
i1i2...ip

)
exp

(
Js
i1i2...ip

∫
dt (iσ̂i1(t) . . . σip(t) + · · ·+ σi1(t) . . . iσ̂ip(t))

)

= exp

(
1

2

J2

2Np−1

1

1 + κ2

∫
dtdt′

∑
i1,i2,...,ip

(iσ̂i1(t) . . . σip(t) + · · ·+ σi1(t) . . . σ̂ip(t))×

× (iσ̂i1(t
′) . . . σip(t

′) + · · ·+ σi1(t
′) . . . σ̂ip(t

′))

)
. (B.15)

Note now that we have p terms in which the response field iσ̂ik(t) is held at same index position, for example
iσ̂i1(t)σi2(t) . . . σip(t)iσ̂i1(t

′)σi2(t
′) . . . σip(t

′) and p(p − 1) terms in which iσ̂ik(t) is held at different index positions,
mainly for example iσ̂i1(t)σi2(t) . . . σip(t)σi1(t

′)iσ̂i2(t
′) . . . σip(t

′). Since we are summing for all possible indices, we
can always permute indices by simply splitting the sums and relabeling indices, and what we actually find is simply

eLJ [σ,σ̂] = exp

(
J2

4Np−1

1

1 + κ2

∫
dtdt′

∑
i1,i2,...,ip

(piσ̂i1(t)σi2(t) . . . σip(t)iσ̂i1(t
′)σi2(t

′) . . . σip(t
′)

+ p(p− 1)iσ̂i1(t)σi2(t) . . . σip(t)σi1(t
′)iσ̂i2(t

′) . . . σip(t
′))

)
. (B.16)
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and so by introducing the dot product notation

iσ̂(t) · iσ̂(t′) ≡
∑
i

iσ̂i(t)iσ̂i(t
′), σ(t) · σ(t′) ≡

∑
i

σi(t)σi(t
′), iσ̂(t) · σ(t′) ≡

∑
i

iσ̂i(t)σi(t
′) (B.17)

we may simply write

eLJ [σ,σ̂] = exp

(
J2

4Np−1

1

1 + κ2

∫
dtdt′

[
p(iσ̂(t) · iσ̂(t′))(σ(t) · σ(t′))p−1

+ p(p− 1)(iσ̂(t) · σ(t′))(σ(t) · iσ̂(t′))(σ(t) · σ(t′))p−2
])

. (B.18)

It is remarkable to note out how, with the averaging procedure, we introduced 2p−spin couplings that are non-local
in time.

2. Averaging over random antisymmetric couplings

We aim now to compute

eL as
J [σ,σ̂] ≡

∫ ∏
i1<···<ip

dJas
i1i2...ip p

(
Jas
i1i2...ip

)
eL as

J [σ,σ̂] (B.19)

where we have that

L as
J [σ, σ̂] =

ip

p!

∫
dt

∑
i1,i2,...,ip

κJas
i1i2...ip σ̂i1(t)σi2(t) . . . σip(t)

=
1

p!

∫
dt

∑
i1,i2,...,ip

κJas
i1i2...ip

(
iσ̂i1(t)σi2(t) . . . σip(t) + · · ·+ σi2(t) . . . σip(t)iσ̂i1(t)

)
. (B.20)

In this case, the calculation is a little bit more tricky since when trying to symmetrize the previous expression, we
have to take into account that the couplings Jas

i1i2...ip
are now antisymmetric. Take for example the second term. Since

we are summing over all indices, we can relabel indices i1 → i2 and i2 → i1 at the cost that the coupling will change
sing, i.e

Jas
i1i2...ipσi2(t)iσ̂i1(t) . . . σip(t) → Jas

i2i1...ipσi1(t)iσ̂i2(t) . . . σip(t) = −Jas
i1i2...ipσi1(t)iσ̂i2(t) . . . σip(t). (B.21)

since Jas
i1i2...ip

is totally antisymmetric. We can do the same with the third term to further illustrate this. We can

first relabel i1 → i3 and i3 → i1 so that we have a change of sign in the couplings

Jas
i1i2...ipσi2(t)σi3(t)iσ̂i1(t) . . . σip(t) → −Jas

i1i2...ipσi2(t)σi1(t)iσ̂i3(t) . . . σip(t) (B.22)

and then do the same for i1 → i2 and i2 → i1, for which we have that

Jas
i1i2...ipσi2(t)σi1(t)iσ̂i3(t) . . . σip(t) → −Jas

i1i2...ipσi1(t)σi2(t)iσ̂i3(t) . . . σip(t) (B.23)

so that we finally have

Jas
i1i2...ipσi2(t)σi3(t)iσ̂i1(t) . . . σip(t) → Jas

i1i2...ipσi1(t)σi2(t)iσ̂i3(t) . . . σip(t). (B.24)

In general, we have that (after the composition of k − 1 transpositions)

Jas
i1i2...ipσi2(t)σi3(t) . . . σik(t)iσ̂i1(t) . . . σip(t) → (−1)k−1Jas

i1i2...ipσi1(t)σi2(t)σi3(t) . . . iσ̂ik(t) . . . σip(t), (B.25)

with 2 ≤ k ≤ p, and therefore we can express eq. (B.20) as

L as
J [σ, σ̂] =

1

p!

∫
dt

∑
i1,i2,...,ip

κJas
i1i2...ip(iσ̂i1(t)σi2(t) . . . σip(t)− σi1(t)iσ̂i2(t) . . . σip(t) + . . .

+ (−1)p−1σi1(t) . . . iσ̂ip(t)). (B.26)
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The averaging procedure over the distribution of the random antisymmetric bonds is now completely equivalent to
the procedure done in Appendix B 1, but taking into account the sign of the corresponding permutations. It is
straightforward to see that in this case we have

eL as
J [σ,σ̂] = exp

(
J2

4Np−1

κ2

1 + κ2

∫
dtdt′

∑
i1,i2,...ip

(
iσ̂i1(t) . . . σip(t)− · · ·+ (−1)p−1σi1(t) . . . iσ̂ip(t)

)
×

×
(
iσ̂i1(t

′) . . . σip(t
′)− · · ·+ (−1)p−1σi1(t

′) . . . iσ̂ip(t
′)
))

. (B.27)

Giving now a closed expression as in eq. (B.16) is not that straightforward, since even though we have p terms that
contribute with iσ̂k(t) at same index position, we do not have p(p − 1) contributions with iσ̂k(t) held at different
index positions due to the alternating signs (some terms cancel each other, since we are summing over all indices).
The procedure is similar, we can split the sums and then relabel indices, and when doing so we see that some of the
terms cancel each other. In fact, the net contribution is simply p terms in which iσ̂k(t) is held at same index position,
and the number of contributions with iσ̂k(t)(t) held at different index positions with positive sign less the ones with
negative sign. Inductively, one finds that the net contribution is given by∑

i1,...,ip

(
piσ̂i1(t) . . . σip(t)iσ̂i1(t

′) . . . σip(t
′)− q(p)iσ̂i1(t) . . . σip(t)σi1(t

′)iσ̂i2(t
′) . . . σip(t

′)
)

(B.28)

where q(p) is

q(p) =

{
p if p even

p− 1 if p odd
(B.29)

and thus, eq. (B.27) can be simply written as

eL as
J [σ,σ̂] = exp

(
J2

4Np−1

κ2

1 + κ2

∫
dtdt′

∑
i1,...,ip

(
piσ̂i1(t) . . . σip(t)iσ̂i1(t

′) . . . σip(t
′)

− q(p)iσ̂i1(t) . . . σip(t)σi1(t
′)iσ̂i2(t

′) . . . σip(t
′)
))

(B.30)

or using the dot product notation simply as

eL as
J [σ,σ̂] = exp

(
J2

4Np−1

κ2

1 + κ2

∫
dtdt′

[
p(iσ̂(t) · iσ̂(t′))(σ(t) · σ(t′))p−1

− q(p)(iσ̂(t) · σ(t′))(σ(t) · iσ̂(t′))(σ(t) · σ(t′))p−2
])

. (B.31)

In this case we also see that with the averaging procedure, we introduced 2p−spin couplings that are non-local in
time, and therefore the averaged action for the antisymmetric interactions is also non-local in time.

3. Effective action and effective dynamics

Now, we can use the results found for the average over the symmetric random interactions in eq. (B.18) and the
average over the antisymmetric random ones in eq. (B.31) to compute the global average in eq. (B.10), yielding

eLJ [σ,σ̂] = exp

(
J2

4Np−1

∫
dtdt′

[
p(iσ̂(t) · iσ̂(t′))(σ(t) · σ(t′))p−1

+
p(p− 1)− κ2q(p)

1 + κ2
(iσ̂(t) · σ(t′))(σ(t) · iσ̂(t′))(σ(t) · σ(t′))p−2

])
.

(B.32)
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It is interesting to note that if we take the limit p → 2 we recover the expression for the disorder average of the action
in [16], and if we take the reciprocal limit κ → 0 we simply recover the disorder-averaged action when we consider
symmetric couplings only. In order to compute the corresponding path integrals, let us introduce the dynamical
overlaps Qµ(t, t

′) as

NQ1(t, t
′) = iσ̂(t) · iσ̂(t′) ≡ f1(t, t

′)

NQ2(t, t
′) = σ(t) · σ(t′) ≡ f2(t, t

′)

NQ3(t, t
′) = iσ̂(t) · σ(t′) ≡ f3(t, t

′)

NQ4(t, t
′) = σ(t) · iσ̂(t′) ≡ f4(t, t

′) (B.33)

so that if we define µ ≡ pJ2/2, q̃(p) ≡ q(p)/p(p− 1) and impose the definition of the dynamical overlaps, eq. (B.32)
simply reads

eLJ [σ,σ̂] =

∫ (∏
ν

DQν δ

(
Qν − 1

N
fν

))
exp

(
µN

2

∫
dtdt′

[
Q1(t, t

′)Qp−1
2 (t, t′)

+ (p− 1)
1− κ2q̃(p)

1 + κ2
Q3(t, t

′)Q4(t, t
′)Qp−2

2 (t, t′)

])
(B.34)

but then, if we use the exponential representation of the Dirac δ’s

δ

(
Qν(t, t

′)− 1

N
fν(t, t

′)

)
=

N

2π

∫
Dλµ exp

(
−i

∫
dtdt′λµ(t, t

′)(NQν(t, t
′)− fν(t, t

′))

)
(B.35)

one simply has that we can express

eLJ [σ,σ̂] =

∫ ∏
ν

DQν

∫ ∏
µ

N

2πi
Dλµ exp

(
−
∫

dtdt′N
∑
µ

λµQµ +

∫
dtdt′

∑
µ

λµfµ

)
×

× exp

(
µN

2

∫
dtdt′

[
Q1(t, t

′)Qp−1
2 (t, t′) + (p− 1)

1− κ2q̃(p)

1 + κ2
Q3(t, t

′)Q4(t, t
′)Qp−2

2 (t, t′)

])
. (B.36)

Therefore, we have that the disorder-averaged generating functional, using eq. (B.8), can be re-expressed in the
following way

ZJ [l, l̂] =

∫ ∏
ν

DQν

∫ ∏
µ

N

2πi
Dλµ exp

(
−Ng[λ,Q] + ln

∫
DσDσ̂ expL [σ, σ̂, l, l̂,λ]

)
(B.37)

where

g[λ,Q] ≡
∫

dtdt′
∑
µ

λµ(t, t
′)Qµ(t, t

′)− µ

2

∫
dtdt′

(
Q1(t, t

′)Qp−1
2 (t, t′)

+ (p− 1)
1− κ2q̃(p)

1 + κ2
Q3(t, t

′)Q4(t, t
′)Qp−2

2 (t, t′)
)

(B.38)

and also

L [σ, σ̂, l, l̂,λ] ≡ L0[σ, σ̂, l, l̂] +

∫
dtdt′

∑
µ

λµ(t, t
′)fµ(t, t

′), (B.39)

which is also known as effective action. Since we have to carry the constant term (1−κ2q̃(p))/(1+κ2) we will proceed
with the computation of the path integrals step by step, since there might be some differences with respect to the
calculation in [11]. In the N → +∞ limit we can compute the path integrals using a saddle point/steepest descent
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approximation by replacing Qµ by their stationary point values, i.e

Q
(0)
1 (t, t′) =

1

N

∑
i

⟨iσ̂i(t)iσ̂i(t
′)⟩L

Q
(0)
2 (t, t′) =

1

N

∑
i

⟨σi(t)σi(t
′)⟩L

Q
(0)
3 (t, t′) =

1

N

∑
i

⟨iσ̂i(t)σi(t
′)⟩L

Q
(0)
4 (t, t′) =

1

N

∑
i

⟨σi(t)iσ̂i(t
′)⟩L (B.40)

where the averages are done over the effective action we jut introduced, L , leading to self-consistent equations for

each Q
(0)
µ ; and then minimizing the term Ng[λ,Q0] with respect to λµ by imposing δg[λ,Q0]/δλµ = 0, for which we

find

λ
(0)
1 =

µ

2

(
Q

(0)
2

)p−1

λ
(0)
2 =

µ

2
(p− 1)

(
Q

(0)
1

(
Q

(0)
2

)p−2

+ (p− 2)
1− κ2q̃(p)

1 + κ2
Q

(0)
3 Q

(0)
4

(
Q

(0)
2

)p−3
)

λ
(0)
3 =

µ

2
(p− 1)

1− κ2q̃(p)

1 + κ2
Q

(0)
4

(
Q

(0)
2

)p−2

λ
(0)
4 =

µ

2
(p− 1)

1− κ2q̃(p)

1 + κ2
Q

(0)
3

(
Q

(0)
2

)p−2

. (B.41)

but then, as Sompolinsky noticed [23], Q
(0)
1 = 0 is a solution to its self-consistent equation for any temperature and in

fact it is necessary for the theory to be causal and to maintain the normalization condition of the disorder-averaged

generating functional, ZJ [0,0] = 1. Then, we also notice that Q
(0)
3 (t, t′) ≡ G(t′, t) and Q

(0)
4 (t, t′) ≡ G(t, t′) so that

we have that Q
(0)
3 (t, t′)Q

(0)
4 (t, t′) = 0 ∀t, t′ due to causality so we have λ

(0)
2 (t, t′) = 0. Finally, one also sees that

Q
(0)
2 (t, t′) ≡ C(t, t′) and therefore in the saddle we have

ZJ [l, l̂] = exp

−N g[λ(0),Q(0)]︸ ︷︷ ︸
=0

+ ln

∫
DσDσ̂ expL [σ, σ̂, l, l̂,λ(0)]

 =

∫
DσDσ̂ expL [σ, σ̂, l, l̂,λ(0)] (B.42)

where the effective action now simply reads

L [σ, σ̂, l, l̂,λ(0)] = L0[σ, σ̂, l, l̂] +
µ

2

∫
dtdt′

(
Cp−1(t, t′)f1(t, t

′) + (p− 1)
1− κ2q̃(p)

1 + κ2
G(t, t′)Cp−2(t, t′)f3(t, t

′)

+ (p− 1)
1− κ2q̃(p)

1 + κ2
G(t′, t)Cp−2(t, t′)f4(t, t

′)
)
.

(B.43)

It is interesting to remark that after averaging over disorder, we were able to write another generating functional for
the effective dynamics, which introduces both the response and the correlation function into the dynamics. Now, the
dynamics of all degrees of freedom are uncoupled between them (no coupling between sites), but they are correlated
with themselves in time. In order to be able to write the effective dynamics of the d.o.f we need to bring the
previous expression into more friendly terms. Notice that the correlation function C(t, t′) is symmetric by definition
(C(t, t′) = C(t′, t)) and thus, since we have that f4(t, t

′) ≡ σ(t) · iσ̂(t′), we can write∫
dtdt′ G(t′, t)Cp−2(t, t′)σ(t) · iσ̂(t′)︸ ︷︷ ︸

f4(t,t′)

=

∫
dtdt′ G(t′, t)Cp−2(t, t′)iσ̂(t′) · σ(t)

=

∫
dtdt′ G(t, t′)Cp−2(t′, t)iσ̂(t) · σ(t′)

=

∫
dtdt′G(t, t′)Cp−2(t, t′) iσ̂(t) · σ(t′)︸ ︷︷ ︸

f3(t,t′)

(B.44)
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where we made the change t → t′, t′ → t and used the fact that the correlation function is symmetric. Thus, we can
simply write

L [σ, σ̂, l, l̂,λ(0)] = L0[σ, σ̂, l, l̂] +

∫
dtdt′

( µ

2
Cp−1(t, t′)f1(t, t

′)︸ ︷︷ ︸
eff. noise term

+µ(p− 1)
1− κ2q̃(p)

1 + κ2
G(t, t′)Cp−2(t, t′)f3(t, t

′)︸ ︷︷ ︸
eff. dynamic term

)
.

(B.45)

Therefore, the effective dynamics is (for a single d.o.f)

∂tσ(t) = −µ(t)σ(t) + µ(p− 1)
1− κ2q̃(p)

1 + κ2

∫ t

0

dt′′G(t, t′′)Cp−2(t, t′′)σ(t′′) + ξeff(t) (B.46)

where ξeff(t) acts as an effective noise which has 0 mean and variance ⟨ξeff(t)ξeff(t′)⟩ = Γ(t − t′) + µCp−1(t, t′), and
µ ≡ pJ2/2. Interestingly enough, we see that the effective noise is not directly altered by the presence of random
antisymmetric couplings between spins. To check the validity of the effective dynamics we obtained, one can take the
limit p → 2 and is easily seen that the result from [16] is recovered. Furthermore, if we take the reciprocal limit
κ = 0 we trivially recover the effective dynamics of the original problem [11].

4. Schwinger-Dyson equations in time-domain

The correlation and response functions must be determined self-consistently in order to be able to solve the effective
dynamics. We introduce now the two-time correlation function C(t, t′) = ⟨σ(t)σ(t′)⟩ and the response function
G(t, t′) = ⟨δσ(t)/δξeff(t′)⟩. We first note that the identity

⟨σ(t)ξ(t′)⟩ =
∫ t

0

dt′′ Γ(t′ − t′′)G(t, t′′) (B.47)

in our case reads

⟨ξeff(t)σ(t′)⟩ =
∫ t′

0

dt′′ Γeff(t− t′′)G(t′, t′′) =

∫ t′

0

dt′′
(
Γ(t− t′′) + µCp−1(t, t′′)

)
G(t′, t′′) (B.48)

and therefore, using the effective dynamics in eq. (B.46) simply yields the dynamic equation for the two-time corre-
lation function

∂C(t, t′)

∂t
= ⟨∂tσ(t)σ(t′)⟩ = −µ(t)C(t, t′) + µ(p− 1)

1− κ2q̃(p)

1 + κ2

∫ t

0

dt′′G(t, t′′)Cp−2(t, t′′)C(t′′, t′)

+

∫ t′

0

dt′′Γ(t− t′′)G(t′, t′′) + µ

∫ t′

0

dt′′Cp−1(t, t′′)G(t′, t′′).

(B.49)

For the response function, similarly, we have that

∂G(t, t′)

∂t
=

〈
δ

δξeff(t′)
∂tσ(t)

〉
= −µ(t)G(t, t′) + µ(p− 1)

1− κ2q̃(p)

1 + κ2

∫ t

0

dt′′G(t, t′′)Cp−2(t, t′′)G(t′′, t′) + δ(t− t′).

(B.50)

We still have to determine an equation for the Lagrange multiplier µ(t). Note that the response and correlation
function satisfy that limt′→t− G(t, t′) = 1, C(t, t) = 1 due to the spherical constraint, and also limt′→t+ ∂tC(t, t′) =
− limt′→t− ∂tC(t, t′) (which comes from the fact that the correlation function is symmetric about t = t′). Then, we
can write

lim
t′→t+

∂tC(t, t′) + lim
t′→t−

∂tC(t, t′) = 0 (B.51)
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and then using the previous identity in eq. (B.49) simply gives

µ(t) = µ(p− 1)
1− κ2q̃(p)

1 + κ2

∫ t

0

dt′′G(t, t′′)Cp−2(t, t′′)C(t′′, t) + µ

∫ t

0

dt′′Cp−1(t, t′′)G(t, t′′)

+
1

2

∫ t+

0

dt′′Γ(t− t′′)G(t+, t′′) +
1

2

∫ t−

0

dt′′Γ(t− t′′)G(t−, t′′). (B.52)

If we particularly consider now that the system is immersed in contact with a thermal bath in equilibrium so that
noise is white Gaussian noise, for which Γ(t− t′) = 2Tδ(t− t′), we can consider the limit of weak asymmetry in the
interactions κ → 0 and study how the relaxational dynamics are quantitatively modified when considering random
asymmetry. For Gaussian white noise, the previous Schwinger−Dyson equations simply read

∂C(t, t′)

∂t
= −µ(t)C(t, t′) + µ(p− 1)

1− κ2q̃(p)

1 + κ2

∫ t

0

dt′′G(t, t′′)Cp−2(t, t′′)C(t′′, t′)

+ 2TG(t′, t) + µ

∫ t′

0

dt′′Cp−1(t, t′′)G(t′, t′′)

∂G(t, t′)

∂t
= −µ(t)G(t, t′) + µ(p− 1)

1− κ2q̃(p)

1 + κ2

∫ t

0

dt′′G(t, t′′)Cp−2(t, t′′)G(t′′, t′) + δ(t− t′)

µ(t) = T + µ(p− 1)
1− κ2q̃(p)

1 + κ2

∫ t

0

dt′′G(t, t′′)Cp−2(t, t′′)C(t′′, t) + µ

∫ t

0

dt′′Cp−1(t, t′′)G(t, t′′). (B.53)

5. Ergodic dynamics in the weakly non-reciprocal limit

Let us define now for simplicity γ(κ, p) ≡ (1 − κ2q̃(p))/(1 + κ2). We also note that the equation for µ(t) can be
simply written as

µ(t) = T + µ
(
(p− 1)γ(κ, p) + 1

)∫ t

0

dt′′Cp−1(t, t′′)G(t, t′′). (B.54)

In the high T regime we expect that, for weak asymmetry, the system will be able to visit all its possible configurations
since non-reciprocal frustration effects can be neglected in this limit, and thus we can expect that the correlations of
the system with respect to its initial configuration decay in time. Furthermore, we also suspect that for high enough
temperatures, the asymmetry in the interactions becomes irrelevant, so the system will display the usual paramagnetic
behaviour as for κ = 0. In this scenario we may assume that both the correlation and response function are TTI and
we will also suppose the FDT to hold. We shall suppose then that C(t, t′) = CFDT(t − t′), G(t, t′) = GFDT(t − t′)
and that Geq(τ) = − 1

T dCFDT(τ)/dτΘ(τ), where τ ≡ t − t′ and Θ(τ) is the Heaviside step function. For any τ > 0,
we must have

∂CFDT(t− t′)

∂t
= −µ(t)CFDT(t− t′)− µ(p− 1)γ(κ, p)

T

∫ t

0

dt′′ C ′
FDT(t− t′′)Cp−2

FDT(t− t′′)CFDT(t
′′ − t′)

− µ

T

∫ t′

0

dt′′ Cp−1
FDT(t− t′′)C ′

FDT(t
′ − t′′)

µ(t) = T − µ

T

(
(p− 1)γ(κ, p) + 1

)∫ t

0

dt′′ Cp−1
FDT(t− t′′)C ′

FDT(t− t′′). (B.55)

In this limit, the system effectively looses memory and so we can send the initial time t → −∞. We have that∫ t

−∞
dt′′Cp−1

FDT(t− t′′)C ′
FDT(t− t′′) =

[
−
Cp

FDT(t− t′′)

p

]t
−∞

= −1

p
(Cp

FDT(0)− Cp
FDT(+∞)) = −1

p
(B.56)

due to the spherical constraint, and where we considered that CFDT(+∞) = 0, i.e that there is no ergodicity breaking.
We also have that∫ t′

−∞
dt′′C ′

FDT(t
′ − t′′)Cp−1

FDT(t− t′′) =

∫ +∞

0

ds C ′
FDT(s)C

p−1
FDT(τ + s) = −

∫ 0

−∞
ds C ′

FDT(s)C
p−1
FDT(τ − s), (B.57)
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and finally also∫ t

−∞
dt′′C ′

FDT(t− t′′)Cp−2
FDT(t− t′′)CFDT(t

′′ − t′) =

∫ τ

−∞
ds C ′

FDT(τ − s)Cp−2
FDT(τ − s)CFDT(s)

= − 1

p− 1

(
CFDT(τ)−

∫ τ

−∞
ds Cp−1

FDT(τ − s)C ′
FDT(s)

)
. (B.58)

Therefore, we have

µ(t) = T +
µ

pT

(
(p− 1)γ(κ, p) + 1

)
(B.59)

and so

dCFDT(τ)

dτ
= −

(
T +

µ

pT

(
(p− 1)γ(κ, p) + 1

))
CFDT(τ) +

µγ(κ, p)

T

(
CFDT(τ)−

∫ τ

−∞
ds Cp−1

FDT(τ − s)C ′
FDT(s)

)
+

µ

T

∫ 0

−∞
ds C ′

FDT(s)C
p−1
FDT(τ − s)

= −
(
T +

µ

pT

(
1− γ(κ, p)

))
CFDT(τ)−

µγ(κ, p)

T

∫ τ

−∞
ds Cp−1

FDT(τ − s)C ′
FDT(s)

+
µ

T

∫ 0

−∞
ds C ′

FDT(s)C
p−1
FDT(τ − s).

(B.60)

Now we add and subtract a term

µ

T

∫ τ

−∞
ds Cp−1

FDT(τ − s)C ′
FDT(s) (B.61)

so that we can write

dCFDT(τ)

dτ
= −

(
T +

µ

pT

(
1− γ(κ, p)

))
CFDT(τ)−

µ

T

∫ τ

0

ds Cp−1
FDT(τ − s)C ′

FDT(s)

+
µ

T
(1− γ(κ, p))

∫ τ

−∞
ds Cp−1

FDT(τ − s)C ′
FDT(s),

(B.62)

to be compared with eq. (II.13). Note that if we take the reciprocal limit κ = 0, we have that γ(0, p) = 1 and so
we recover the erogdic dynamics of the original problem. Note that in this case we have that µ ≡ pJ2/2 but we can
simply set J ≡ 1 for simplicity. We can study the τ → +∞ regime to find, via the usual analysis, the limit of validity
of the ergodicity hypothesis. Note that if we send τ → +∞ the last term in the previous eq. does not contribute due
to the reflection symmetry of the correlation function. Approximating∫ τ

0

ds C ′
FDT(s) Cp−1

FDT(τ − s)︸ ︷︷ ︸
∼Cp−1

FDT(τ) for large τ

∼ Cp−1
FDT(τ)

∫ τ

0

ds C ′
FDT(s) = Cp−1

FDT(τ) (CFDT(τ)− 1) (B.63)

one has that the ergodicity condition C ′
FDT(τ) ≤ 0 simply implies that (taking µ = p/2)

−
(
T +

1

2T

(
1− γ(κ, p)

))
CFDT(τ)−

p

2T
Cp−1

FDT(τ) (CFDT(τ)− 1) ≤ 0

⇒ Cp−2
FDT(τ) (1− CFDT(τ)) ≤

2T 2

p
+

1− γ(κ, p)

p
. (B.64)

If we proceed now as we have done in Sec. IID and we define g(CFDT) ≡ Cp−2
FDT(1 − CFDT(τ)), we have that the

maximum of g is reached at C∗
FDT = (p−2)/(p−1) ≡ qd. The height of this maximum satisfies the previous condition
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for large T , but as T is lowered, the condition becomes unsatisfied when g(qd) = 2T 2
d /p+(1−γ(κ, p))/p, which implies

that

Td(κ) =

√
γ(κ, p)− 1

2
+

p

2

(p− 2)p−2

(p− 1)p−1
. (B.65)

but then, since −1/2 ≤ (γ(κ, p)−1)/2 ≤ 0 (upper bound equality given for κ = 0), we generally have that Td(κ) ≤ Td

found in Sec. IID, when it is not undefined.
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