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Abstract. As shape alterations in three-dimensional biological structures are as-
sociated to numerous pathological processes, quantitative shape analysis for ob-
taining phenotypic biomarkers of diagnostic potential has become a prominent re-
search area. In this context, the automatic detection of landmarks on 3D anatom-
ical structures is crucial for developing high-throughput phenotyping tools. This
study evaluates the performance of multi-view consensus convolutional networks —
originally developed for facial landmarking— in automatically detecting landmarks
on three different 3D anatomical structures: the face, the upper respiratory airways
and the brain hippocampi. Leveraging magnetic resonance imaging datasets, we
trained multiple models and assessed their accuracy against manual annotations,
while analyzing the impact of different network hyperparameters on the results.
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1. Introduction

Shape variations in three-dimensional biological structures are associated to many phys-
iological and pathological processes [1]. In this context, the advent of advanced imaging
technologies, coupled with computational methods for quantitative shape analysis have
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Figure 1. (a) Facial, upper airways and hippocampus 3D models are segmented from a single MRI scan. (b)
All anatomical structures are registered to the LSA orientation. (c) Different depth 2D views from the 3D
models are extracted for landmarking with MV-CNN. (d) Examples of manual and automatic landmarks placed
on the anatomical structures.

driven research to identify phenotypic biomarkers for multiple underlying conditions,
like genetic and neurodevelopmental disorders [2,3,4].

In this context, Geometric Morphometrics (GM) has revolutionized biological shape
quantification [5]. To use GM methods, the 3D Cartesian coordinates of anatomical land-
marks, that correspond to homologous points across individuals, must be registered to
encode morphology. However, manual 3D landmarking is a burdensome, error-prone
task that requires anatomical expertise and is subject to inter/intra-observer variability.
For this reason, there is a need for automatic 3D landmarking algorithms that i) perform
as accurately as expert anatomists, and ii) can be applied to any anatomical structure.

While numerous 3D automatic landmarking methods exist in the literature [6], most
are designed and optimized for a single anatomical structure, typically the face [7], with
deep learning-based methods demonstrating the highest accuracy [8].

In this work, we explore the generalization ability of multi-view consensus convo-
lutional neural networks (MV-CNN) [8], a deep learning state-of-the-art method devised
for automatic 3D facial landmarking. The novelty of this work is the use of MV-CNN to
register landmarks on three different anatomical structures: the face, the upper respira-
tory airways, and the brain hippocampus. To that end, we trained specific MV-CNN mod-
els for each anatomic structure, leveraging manually landmarked datasets of 3D models
segmented and reconstructed from magnetic resonance imaging (MRI) scans (see Figure
la). By tuning the training hyperparameters appropriately, we have successfully applied
this method to all these anatomical structures, achieving average landmarking errors be-
low 2 mm in all of them, comparable to the accuracy of expert morphologists [9].

2. Multi-view Convolutional Neural Networks Architecture and Training

This automatic landmarking method is based on creating 2D views of the 3D anatomical
models from different viewpoints. Then, the hourglass model is used to predict candidate
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Anatomical Number Training hyperparameters Landmarking
structure of landmarks XYZ rotation angles | Views error (mm)
25 1.78 + 0.38
Face 20 [+40°,+80°,420°]
100 1.83 +0.40
U 25 1.84+ 0.75
. ppet 15 [+40°,+80°,420°]
airways 100 1.87 £ 0.76
25 0.48 + 0.08
Hippocampus 60 [+40°,£180°,£20°]
100 0.44 + 0.08

Table 1. Data, models and training hyperparameters of the MV-CNN, and landmarking error in mm.

landmarks on 2D heat maps, and the final position is determined by ray-projecting onto
the surface of the 3D mesh using least squares combined with random sample consensus
(RANSAC) [8]. This 2D multi-view approach enables 3D landmark registration with
high precision while maintaining a reduced computational cost.

For model training, we used three datasets of anatomical structures that were manu-
ally segmented from MRI scans” and landmarked by expert morphologists. The datasets
comprised: i) 538 facial meshes (20 landmarks), ii) 250 upper airways (15 landmarks),
and iii) 356 hippocampi (60 landmarks and semilandmarks). All 3D models were pre-
processed (including mesh cleaning, centering to the origin, and resizing) and registered
to the Left-Superior-Anterior (LSA) orientation with PyMeshlab (see Figure 1b).

As for the training hyperparameters, they were optimized heuristically after several
experiments for each anatomical structure. These parameters included the number of
views (i.e. 2D projections of the 3D model, see Figure 1c) and XYZ camera rotation
angles range for projections creation (see Table 1). Texture and color information were
not considered in this study.

3. Experiments and results

Table 1 presents the MV-CNN hyperparameter configurations that yielded the highest
landmarking accuracy for each model. All experiments® used a 90%-10% training/test
split. At inference time, the landmarks coordinates were obtained as the average of 10
predictions with a maximum acceptable RANSAC value of 5. The metric used to evalu-
ate landmarking accuracy is the average Euclidean distance between manually and auto-
matically registered landmarks. The rightmost column of Table 1 shows the landmarking
error (in mm) for each anatomical structure (average value £ standard deviation).

From a quantitative standpoint, both the facial and the upper airways models attain
average landmarking error lower than 2mm, an accuracy below the intra-observer varia-
tion accepted in craniometric measurements [9]. The slightly lower accuracy of the air-
ways model could be due to the poorer quality of the meshes obtained from the man-
ual segmentation from MRIs. In both models, most landmarks are located frontally or

2High-resolution T1w head MRI scans provided by Hospital Sant Joan de Déu (1.5 GE Sigma scanner),
Fundaci6 Pasqual Maragall (Siemens Magnetom PRISMA 3T), and Hospital Sant Pau Memory Unit (Philips 3
Tesla X Series Achieva), all from Barcelona (Spain). All the participants signed an informed consent approved
by the Bioethics Committes of the participant institutions.

3Run on a PC with i9-10980XE CPU @ 3.00GHz x 36 cores and NVIDIA GeForce RTX 2080 Ti GPU.
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slightly laterally, allowing for a reduced XYZ angle range configuration and a limited
number of views (25), as additional views did not yield significant improvements.

In contrast, the hippocampus model exhibited an error below 0.5 mm. Consider-
ing that this organ is around 5 cm long, this accuracy is impressive despite its convex-
shaped geometry lacking prominent reference points and the number of semilandmarks
distributed over its entire surface. However, this model required an increased range of ro-
tation angles (+180° in the Y-axis) and a higher number of views (100) for the MV-CNN
to successfully place landmarks all over the hippocampus. For a qualitative evaluation,
Figure 1d compares automatic and manual landmarks on the three anatomical structures.

4. Conclusions

This work has evaluated the performance of a deep learning-based method originally de-
vised for 3D facial landmarking to automatically register landmarks on three fairly differ-
ent anatomical structures, two of which had never been tested before. Thanks to the flex-
ibility for tuning hyperparameters during its training, we have demonstrated the generic
nature and high accuracy of multi-view convolutional neural networks for 3D automatic
landmarking, validating its applicability in a wide variety of phenotyping pipelines.
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