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1   |   INTRODUCTION

In our changeable and uncertain world, the ability to 
monitor and evaluate our actions is crucial for self-
regulation. Successful goal achievement requires the abil-
ity to distinguish between events caused by ourselves or 

by another agent, promoting behavioral adaptation when-
ever unintended action outcomes, such as errors, occur 
(Rabbitt, 1966). Voluntary actions are accompanied by 
the implicit and automatic feeling of being the authors 
of one's movements and their consequences, a feeling/
experience known as the sense of agency (SoA). Several 
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Abstract
Being able to distinguish between self and externally generated actions is a key 
factor influencing learning and adaptive behavior. Previous literature has high-
lighted that whenever a person makes or perceives an error, a series of error-
related potentials (ErrPs) can be detected in the electroencephalographic (EEG) 
signal, such as the error-related negativity (ERN) component. Recently, ErrPs 
have gained a lot of interest for the use in brain–computer interface (BCI) appli-
cations, which give the user the ability to communicate by means of decoding his/
her brain activity. Here, we explored the feasibility of employing a support vector 
machine classifier to accurately disentangle self-agency errors from other-agency 
errors from the EEG signal at a single-trial level in a sample of 23 participants. 
Our results confirmed the viability of correctly disentangling self/internal versus 
other/external agency-error attributions at different stages of brain processing 
based on the latency and the spatial topographical distribution of key ErrP fea-
tures, namely, the ERN and P600 components, respectively. These results offer 
a new perspective on how to distinguish self versus externally generated errors 
providing new potential implementations on BCI systems.
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behavioral [Sato & Yasuda, 2005; Tsakiris et al., 2006, see 
David et al. (2008) for a review] and neuroimaging (David 
et al.,  2007; Farrer et al.,  2003; Farrer & Frith, 2002, for 
a recent meta-analysis see Zito et al., 2020) studies have 
addressed the cognitive architecture and neural basis for 
the SoA, highlighting the influence of prediction-outcome 
consistency on the SoA attribution (Frith et al., 2000; Miall 
& Wolpert, 1996; Synofzik et al., 2008). Importantly, the 
ability to distinguish self versus externally generated ac-
tions lies at the heart of the concept of agency and indi-
vidual responsibility in our society, concerning important 
issues such as moral and legal status of actions (Haggard 
& Tsakiris, 2009).

External factors, such as mechanical issues, other 
human agents' interventions, or environmental ele-
ments can be favorable or unfavorable for successful goal 
achievement, therefore, influencing the processing of ac-
tion selection and adaptation. Intriguingly, as a result of 
the new improvements in biomedical and biotechnology 
research, we not only re-use body parts of other bodies for 
medical treatment but we also begin to experience new 
mind–body relationships as, for example, the possibility to 
control other bodies (e.g., avatars and robots). For exam-
ple, BCI systems are being increasingly used as assistive 
devices in neurorehabilitation [see Tonin & Millán, 2021 
for a recent review on BCI for robotic devices]. Stroke pa-
tients with motor impairments may benefit from these 
technological developments, using BCI-based exoskele-
tons (Liu et al., 2017; Zhang & Huang, 2018), prosthetics 
(Rotermund et al., 2006), spellers (Manyakov et al., 2012; 
Margaux et al., 2012), or robotic systems (Bhattacharyya 
et al., 2014; Rakshit et al., 2020). These new interactions 
confront us with new challenges regarding body(ies)–
mind relationships that raise important issues concerning 
the moral and legal status of actions. From a classical legal 
definition (English Habeas Corpus Act, 1675), we are fully 
responsible and have authority and property rights over 
our own body. In this sense, the actions of our own body 
are attributed to our agency and we, therefore, have direct 
legal responsibility for those actions. It is, however, more 
questionable the extent to which our feeling of agency 
and legal consequences would be the same when govern-
ing different bodies, when our surrogate body might make 
independent decisions or carry out actions that cause er-
rors with drastic consequences that were not planned or 
caused directly by you. Indeed, the possibility of hijack-
ing your surrogate body and changing its actions might 
be easier than trying to influence directly in your brain 
and decision-making. How is it then possible for humans 
to distinguish whether an action of a non-human agent 
has been triggered by the mind that is supposed to be gov-
erning it? Is it distinguishable from the neural activity? Is 
our brain able to attribute agency in both types of errors, 

self- or external-induced errors? Is the agency attribution 
encoded in the neural activity?

In the present study, we address this issue implement-
ing new decoding techniques in order to assess to which 
extent single-trial EEG activity contains reliable decod-
able information about the attribution of errors (“mine” 
vs. “external”). The possibility to access this information 
at the level of a trial (each real action) using decoding 
techniques will allow in the future to monitor brain activ-
ity while interacting with external agents and circumvent 
some of the problems regarding moral responsibility com-
mented above.

Several ERP studies have reported already that erro-
neous actions elicit distinct neural responses (family of 
error-related potentials, i.e., ErrP), mostly using measures 
of the average time course of brain EEG activity. For ex-
ample, the Error-Related Negativity (ERN) (Falkenstein 
et al., 2000; Gehring et al., 1993; Taylor et al., 2007), is a 
very robust and reliable negative deflection observed at 
frontomedial locations during response-locked averaged 
EEG recordings, and which is elicited immediately after 
an error has been committed (50–100 ms after error com-
mission). Additionally, a similar ERN modulation has also 
been recorded during the observation of incorrect actions 
performed by another agent (i.e., ‘observational’ ERN), de-
picting a lower amplitude than the ERN for self-generated 
errors and a later occurrence (van Schie et al., 2004). Inter-
estingly, our group also recently identified different ErrP 
signatures when participants observed external errors in-
duced in their own body (embedded in an avatar, Padrao 
et al., 2016; a negative modulation at 400 ms) or observing 
their own hands committing an error that was not their 
own. In this last case, a positive modulation (referred 
here as P600) was observed for external versus self-errors 
(Gomez-Andres et al., 2023).

Crucially for the purpose of the present article, it has 
been previously observed that ErrP can be reliably de-
coded on a single-trial basis (Chavarriaga et al.,  2014; 
Iturrate et al., 2015; Kim et al., 2017; Usama et al., 2021; 
Zander et al.,  2016; see Kumar et al.,  2019 for a review 
about decoding ErrP), thus allowing their implementation 
for BCI systems, decoding the users' intentions from his/
her neural activity. Subsequently, the decoding of the us-
er's perception that an error has occurred in the form of 
ErrP can allow the system to undergo corrective actions, 
for example, by preventing the erroneous action from 
being completely executed (Dal Seno et al., 2010; Ferrez 
& Millán, 2008; Schalk et al., 2000) and/or reducing the 
possibility of errors reappearing in the future through 
re-calibration of the system (Artusi et al.,  2011; Llera 
et al.,  2011). A handful of studies have shown that it is 
possible to not only classify errors against correct actions 
but also to distinguish among different types of errors 
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based on their ErrP [see, e.g., Iturrate et al., 2015]. Some 
studies have also addressed differences in ErrP in relation 
to the error source, for example, distinguishing between 
response ErrP caused by “me” versus observed errors, oc-
curring when a human observes an error committed by 
a machine or another human (Ferrez & Millán,  2008). 
Nevertheless, despite these recent additions, most of the 
literature in the field concerns the classification of er-
rors against correct actions or observing external agents 
committing errors, rather than the classification of the 
agency of errors regarding my “own actions” (“mine” vs. 
“externally” induced error). With this purpose in mind, 
we applied a linear SVM classifier to previously acquired 
EEG data, considering for the analysis the topographical 
distribution (considering the amplitude at all electrodes 
and time points) of the brain's response to each error con-
dition. From a neurophysiological point of view, this ap-
proach is especially interesting because it permits us to 
explore the neurophysiological distinctions between the 
brain activity patterns associated with the different error 
conditions.

2   |   METHOD

2.1  |  Participants

A sample of 25 healthy participants (graduate students) 
were paid to participate in the original study (Gomez-
Andres et al., 2023). Two participants were excluded from 
the analysis due to a low number of self-generated (SE) 
error trials (24 and 23, respectively). The final sample con-
sisted of 23 participants (15 females, M = 24.2 years ±4.2, 
mean ± SD) with normal or corrected-to-normal vision. 
All participants were naïve with respect to the aim of the 
experiment. The procedures of the experiment were ap-
proved by the Biomedical Research Institute of Bellvitge 
(IDIBELL) and Hospital Universitari de Bellvitge ethics 
committee (CEIC, Ref. PR254/15). Informed consent in 
accordance with the Declaration of Helsinki was obtained 
from all participants prior to the commencement of the 
study.

2.2  |  Apparatus and experimental task

An apparatus inspired by the Rubber Hand Illu-
sion (Kalckert & Ehrsson,  2012, 2014) and the Niels-
en's  (1963) paradigm was built (see Figure  1). The 
experiment was performed inside a Faraday chamber 
with a full HD 24.5-inch monitor displaying the ex-
perimental task at 200 Hz refresh rate. The monitor was 
mounted on a wooden stand and adjusted to the subjects' 

body, oriented with an inclination of 30° on the horizon-
tal plane (Figure 1a). Participants were asked to put on 
a pair of white latex gloves to remove any morphologi-
cal cues that could affect self-identification and to place 
their hands on top of the wooden stand surface (hidden 
from their view due to the monitor overlap), where two 
fixed joysticks with a button at the top were attached. 
After general instructions were given, the EEG cap was 
set up and the state of each electrode was checked. Fi-
nally, the room lights were turned off for the realization 
of the experiment.

The experimental task consisted of a modified version 
of the Eriksen Flanker task (Padrao et al., 2016; Rodriguez-
Fornells et al., 2002) (see Figure 1b and Step 1 in Figure 2). 
Stimulus presentation was controlled with EPrime (Psy-
chology Software Tools Inc., Pittsburgh, PA). Participants 
were instructed to focus on a central target arrow from a 
visual array of three arrows allocated vertically and to re-
spond as fast and accurately as possible with the right or 
left hand (i.e., thumb press on button placed on the high-
end of the fixed joystick), depending on the directionality 
of the target arrow. The flanker arrows located above and 
below the target arrow were either compatible (i.e., all ar-
rows in the same direction) or incompatible (i.e., flanker 
arrows pointing in the opposite direction than the target 
arrow) with respect to the target arrow. To optimize the 
number of errors, a proportion of 40–60% of compatible 
and incompatible trials were presented, respectively, in a 
randomized order.

For each trial, a pair of life-sized hands (i.e., real hand 
photographs—adult size—wearing the same white latex 
gloves as the participants') mimicked the participants' 
hands actions at a coherent position with respect to the 
participants' hands and body posture. The duration of the 
target presentation was fixed to 150 ms, followed by a re-
sponse threshold of 1000 ms (Reaction Time, RT). At the 
same time the participants were responding, the ‘virtual’ 
hands provided the participants with real-time, online 
feedback (Observed Response) for 100 ms. A variable fix-
ation slide (depending on the RT) appeared at the end of 
the trial (see Figure 1b for an example trial).

The experimental task was divided in two conditions: 
(i) a standard condition (one block of 160 trials), during 
which congruent feedback was presented in all cases (i.e., 
the ‘virtual’ hand response was always the same as the par-
ticipant's response) and (ii) an error induction condition 
(two blocks of 320 trials each, 640 trials in total), where 
incongruent feedback was provided in 10% of the trials 
(64 trials in total). During the incongruent trials, when 
the participants pressed the button with one hand, the op-
posite ‘virtual’ hand performed the response movement, 
causing an external error (EE). We avoided introducing 
EE in incompatible trials to avoid the pre-activation of 
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incorrect motor channels responsible for the increase in 
error rates in the incompatible trials (compatibility ef-
fect). Every 80 trials a block pause of 10 s was presented. A 

training phase (20 trials) was always performed before the 
experiment began to ensure an adequate speed-accuracy 
rate.

F I G U R E  1   Experimental setting and task. (a) Schematic representation of the experimental apparatus. Lateral (left) and bird-view 
(right) perspective of the participants' position with respect to the wooden-mounted monitor. The participants hands are hidden underneath 
the monitor, in a coherent position with respect to the ‘digital’ hand displayed, holding the response joysticks, and the visual feedback 
displayed on the monitor. (b) Experimental paradigm depicting a modified version of the Eriksen Flanker task (Padrao et al., 2016; 
Rodriguez-Fornells et al., 2002). All trials started with the target presentation (150 ms) followed by a response threshold (<1000) in which 
participants had to respond to the target arrow as fast as possible (RT: Reaction Times). The visual feedback (Observed Response, OR) 
corresponding to the virtual hand response movement was displayed for 100 ms, showing either congruent correct, congruent error or 
incongruent correct visual displays.
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2.3  |  EEG recording

The electroencephalographic (EEG) signal was recorded 
from the scalp using sintered Ag-AgCl ring electrodes 
mounted in an elastic cap (Easycap, International 10–20 
System locations) and located at 27 standard positions 
(Fp1/2, Fz, F3/4, F7/8, Fc1/2, Fc5/6, Cz, C3/4, Cp1/2, 
Cp5/6, T7/8, Pz, P3/4, P7/8, O1/2). Data acquisition was 
done using a BrainAmp Standard amplifier and Brain-
Vision Recorder v1.20.05 software for EEG recording. 
Biosignals were referenced online to the right mastoid 
electrode and posteriorly re-referenced offline to half of 
the signal acquired on the left mastoid electrode. Elec-
trode impedances were kept below 5 kΩ. For all experi-
ments, vertical eye movements were monitored with an 
electrode at the infraorbital ridge of the right eye. The 
electrophysiological signals were filtered online with 

a notch-filter (50 Hz) and a high-pass filter (0.016 Hz) 
and digitized at a rate of 250 Hz. Participants were given 
instructions about how to reduce muscle artifacts by 
minimizing movement and to wait for a visual signal, an 
array of five asterisks appearing every 10 trials, to free 
blink for 5 s.

2.4  |  Data and statistical analysis

2.4.1  |  Behavioral measures

To inspect the behavioral effects during the task ex-
ecution, we computed the RT and accuracy rates for all 
trial types (Correct, SE and EE), exploring the compat-
ibility effect (Danielmeier & Ullsperger, 2011; Eriksen & 
Schultz, 1979), in terms of RT and accuracy rates.

F I G U R E  2   Classification pipeline description. EEG data previously acquired (Step 1) was pre-processed (Step 2). We extracted the ERPs 
and balanced the number trials across conditions (33 trials per condition) (Step 3) and split the data into the training and test subsets (Step 
4). The training subset was used to fine tune the linear SVM classifier (Step 5). We then applied this fine-tuned SVM classifier to predict 
the labels of the test data (Step 6). Finally, we examined the output and performance of the classifiers, in terms of accuracy and confusion 
matrices.
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Also, we examined the subjective experience of agency 
after the standard and error induction blocks using a 7-
item questionnaire (in Spanish) (see Table 1). After each 
experimental condition, participants were asked to rate 
their subjective experience focusing on the experience 
of Agency attribution, which partially depended on the 
sensorimotor input resulting from the action performed 
(Haggard,  2017). The questionnaire was designed to ad-
dress internal (Q1 and Q2, i.e., ‘Most of the time, the move-
ments of the digital hands seemed to be my own movements’ 
and Q2) and external attribution of actions (Q3 and Q4, 
i.e., ‘It sometimes seemed as if the errors were not caused by 
me’). Additionally, two control questions (Q5 and Q6, i.e., 
‘It seemed as if I had more than two hands’) and one item 
addressing the Sense of Ownership (SoO, Q7: ‘I felt as if 
the digital hands were my hands') were also included. Par-
ticipants were asked to rate their level of agreement with 
these 7 statements using a 7-level Likert-type response, 
ranging from “strongly disagree” (1) to “strongly agree” 
(7). Wilcoxon test (pairwise comparisons) were employed 
for testing the possible differences regarding the partici-
pants' scores on the questionnaire, with the significance 
alpha level adjusted to multiple comparisons.

2.4.2  |  EEG data

EEG analyses (Step 2 in Figure  2) were conducted 
using routines taken from the ERPLAB toolbox V6.1.4 

(Lopez-Calderon & Luck, 2014) and custom routines from 
MATLAB (The MathWorks, Inc. Natick, MA). A high-
pass filter of 0.1 Hz (non-causal Butterworth impulse re-
sponse function, half-amplitude cutoff of 0.1 Hz, roll-off 
of −12 dB/oct) was applied to the raw EEG data. Epochs 
of −50 to 1000 ms were defined, time-locked to the onset 
of the participants response, and baseline-corrected to 
its preceding 50 ms. To perform artifact rejection, we ex-
cluded epochs with step-like artifacts when the amplitude 
jumps in the electro-oculograms exceeded 25 μV (mov-
ing window = 400 ms, moving step = 10 ms) or in which 
activity was ±100 μV in any channel (average of 84.95% 
of retained trials after artifact rejection). No additional fil-
tering was applied for the subsequent analyses. Since no 
bad channels were detected, data interpolation was not 
necessary.

To study the multichannel evoked potentials, we 
visualized the superimposed activity of all the elec-
trodes at once using a Butterfly plot, and the Global 
Mean Field Power (GMFP) was calculated (Hamburger 
& Van der Burgt,  1991; Lehmann & Skrandies,  1980; 
Skrandies,  1990). The GMFP has been shown as a 
reference-independent descriptor of the potential field 
(Skrandies,  1990), and it corresponds to the standard 
deviation of the activity across scalp electrodes with 
respect to the mean channel potential at that specific 
time point (Esser et al.,  2006). Subsequently, a base-
line correction (from −100 to 0 ms) was applied (Ort 
et al., 2023).

Subjective feeling Questionnaire item Description

Internal attribution My movements Q1. Most of the time, the 
movements of the digital 
hands seemed to be my own 
movements

Feeling of control Q2. I felt I could control the 
movements of the digital hands 
most part of the time

External attribution Not my movements Q3. Sometimes, the digital hands 
seemed to be moving by 
themselves

External errors Q4. It sometimes seemed as if the 
errors were not caused by me

Control Influence Q5. Sometimes I felt as if the 
movements of the digital hands 
were influencing my own 
movements

More than 2 hands Q6. It seemed as if I had more than 
two hands

My hands (SoO) Q7. I felt as if the digital hands were 
my hands

Abbreviation: SoO, sense of ownership.

T A B L E  1   Item description of the 
subjective experience questionnaire 
examining agency attribution.
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2.4.3  |  Decoding

The aim of this work was to decode, at a single-trial level, 
the timeseries of the ERPs to be able to separate the dif-
ferent defined conditions (Correct vs. SE vs. EE), and to 
study at which time points these three conditions were 
separable by a supervised learning model such as a Sup-
port Vector Machine (SVM) classifier. This decoding pro-
cedure was conducted using scikit-learn routines from 
Python (Pedregosa et al.,  2011), and visualization of the 
results was done using custom routines from MATLAB. 
See Figure 2 for a pipeline on the classification algorithm.

To ensure the predictive performance of the decoding 
procedure, the number of trials per condition was bal-
anced (Step 3 in Figure 2). Since the number of EE trials 
was set beforehand, the limiting condition was the SE. 
In that sense, the participant who had less SE trials had 
33, therefore, we considered 33 trials per condition and 
subject. For the participants who had more than 33 trials 
for any condition, we randomly selected 33, resulting in a 
total of 99 ERPs for each subject. The 70% of these trials 
(Ntrain = 69) were used to train the classifier, and the 30% of 
the trials (Ntest = 30) were used in the test phase (Step 4 in 
Figure 2). The proportion of trials of each class/condition 
(33%) was maintained in both subsets.

A SVM classifier with a linear kernel was considered 
for the decoding procedure (Step 5 in Figure 2). For each 
subject and time point, a single multiclass SVM was fitted 
using the training trials, and the accuracy of the model 
was calculated using the testing trials. For each classi-
fier, the hyperparameter C was fine-tuned using a cross-
validation method of the training subset with K = 5. The 
input of the classifier SVMs,t was the amplitude (in μV) 
from all the electrodes of the subject s at the time point t. 
To discriminate the classes, the classifier considered the 
distribution of the EEG signal across the scalp (i.e., the 
topography) at the time point t.

Once the SVMs,t classifier was trained, the labels of the 
testing trials were predicted (Step 6 in Figure 2), and the 
performance of the model was calculated (Step 7 in Fig-
ure 2). To calculate this performance, we used the confu-
sion matrix, which considers both the predicted and the 
real labels, the F1-score, and the accuracy. To consider a 
prediction as correct, the predicted and the real labels had 
to match, providing a very strict assessment of decoding. 
To compare the time-point accuracy against the chance 
performance (i.e., theoretical chance level equals to 0.33, 
because we defined three conditions; actual chance level 
equals to 0.34 ± 0.00, mean actual chance ± SD), we used 
a nonparametric cluster-based Monte Carlo simulation 
analysis (Bae & Luck, 2018; Groppe et al., 2011; Maris & 
Oostenveld, 2007) with 10,000 permutations. This analysis 
allowed the authors to detect the clusters of contiguous 

time-points for which the performance of the classifier is 
above the actual chance (p < .05), and to obtain a cluster-
level t mass. If the obtained cluster-level t mass was larger 
than the maximum of the Monte Carlo cluster-level t mass 
(max t mass = 42.90), we reported p < 10−4. We rejected the 
null hypothesis (H0: the classifier performance was not 
different to chance performance), for any cluster-based t 
mass above the top 95% of the null distribution (critical t 
mass = 14.75, one-tailed, ɑ < .05; see Bae & Luck, 2018 for 
further details on this analysis).

Moreover, to analyze the confused classes/conditions 
at a specific time point, we used the confusion matrices at 
this time point to calculate a confusion metric for each pair 
of classes (Correct vs. SE, Correct vs. EE, and SE vs. EE). 
This metric, for a given pair of classes (c1, c2), is defined 
as (TPc1 + TPc2)/(FPc1/c2 + FPc2/c1), where FPc1/c2 are the c2 
trials predicted as c1 and the FPc2/c1 the c1 trials predicted 
as c2. This metric is between 0 and 1, and the higher the 
metric, the lower confusion between the pair of classes. 
Since this metric was calculated at each time-point, it al-
lowed us to capture how the different pairs of classes were 
confused along the time.

Interestingly, since model prediction relied on elec-
trodes' amplitudes (topographies), we analyzed the rela-
tion between the difference waveform and the confusion 
metric by means of Pearson's correlation (significance 
level was set at p < .05). We averaged (across electrodes) 
the absolute value of the amplitude difference between 
conditions. Therefore, we obtained an averaged absolute 
difference waveform at each time point for every pair of 
conditions. A positive correlation between these two mea-
sures would indicate that the larger the waveform differ-
ence between conditions, the higher the confusion metric 
between them (i.e., the lower the model confusion).

Finally, since the GMFP captures the variability of the 
data at a certain time point by quantifying the amount of 
activity at each time point in the field considering the data 
from all recording electrodes, we inspected the association 
between the GMFP and the accuracy of the decoding pro-
cedure by means of Pearson correlation. Since the times of 
GMFP maxima are used to determine the latencies of the 
relevant ERP components (Skrandies, 1990), we expected 
to find a positive correlation between the GMFP and the 
decoding accuracy driven the topographical and latency-
dependent characteristics of the ErrPs.

2.4.4  |  Statistical analysis

Categorical variables were reported as absolute values 
(gender), while continuous variables were reported as 
the mean ± either the standard deviation or the standard 
error of means. The normality distribution of the data was 
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checked using the Shapiro–Francia test (function sf.test 
from nortest package) and visual inspection.

All statistical analyses were conducted in R (Version 
3.6.0, R Core Team, 2019. https://www.R-proje​ct.org). The 
relationship between continuous variables was assessed 
using Pearson's correlations. To compare groups of two 
factors, for the continuous normal-distributed data, two-
sided, unpaired t-tests of equal variances checked by the 
Levene's test (R car package) were used and both the t- 
and p-values were reported (R stats package). For groups 
of more than two factors or several levels of interaction, 
an ANOVA for balanced designs was used, reporting the 
F- and p-values. Moreover, when necessary, p-values were 
corrected for multiple comparisons (padj) using the False 
Discovery Rate (FDR). Finally, for the group's compari-
sons, the effect sizes were reported, i.e., Cohen's d for the 
t-tests and ηp

2 for the ANOVA.
Raw data were generated at University of Barcelona, 

and derived data supporting the findings of this study 
are available from the corresponding author [ARF] on 
request.

3   |   RESULTS

3.1  |  Behavioral results

The participant's performance was as expected for this 
paradigm, with a mean percentage of self-generated er-
rors (SE) approx. of 9% ± 1 (mean ± SEM). A compat-
ibility effect (Danielmeier & Ullsperger,  2011; Eriksen 
& Schultz,  1979) was encountered, with participants 
responding more accurately [percentage of SE dur-
ing compatible vs. incompatible trials, 13.4% ± 1.1 vs. 
86.6% ± 1.1, respectively; t(22) = 32.78, p < .0001, d = 13.8] 
and faster [mean RT for correct: 282 ± 4 ms vs. 299 ± 5 ms; 
t(22) = 9.73, p < .001, d = 0.8] during compatible versus in-
compatible trials. Moreover, participants also showed sig-
nificantly faster RT for SE compared to correct responses 
[mean RT correct: 290 ± 4 ms vs. mean RT SE: 236 ± 5 ms; 
t(22) = 21.7, p < .0001, d = 2.4]. Altogether, these results in-
dicated a correct implementation of the Eriksen flanker 
task.

In relation to the SoA experience, the insertion of an 
EE in the error induction blocks lead to an external at-
tribution of the actions, revealing significant differences 
between the standard and error induction blocks for both 
external attribution questions: Q3 (“Sometimes, the digi-
tal hands seemed to be moving by themselves”) (Z = −3.64, 
p < .001) and Q4 (“It sometimes seemed as if the errors were 
not caused by myself”) (Z = −3.64, p < .001), revealing a sig-
nificant external attribution judgment when introducing 
EE but without affecting the internal attribution ratings 

(Q1: Z = −1.75, p = .08; Q2: Z = −2.26, p = .024). High lev-
els of SoO were observed for both conditions, and no other 
significant differences were found for any of the other 
control measures.

3.2  |  Error-related brain potentials 
(ERPs)

Figure 3a shows the average waveforms for Correct (green 
line), SE (red line), and EE (blue line) trials time-locked 
to the participants' response. During SE, the well-known 
error-related negativity (ERN) component was elicited, 
peaking at around 80 ms after error commission. The 
ERN's topography depicted a fronto-central distribution, 
with its maximum activity at Fz electrode locations (see 
Figure 3b). On the contrary, the insertion of EE elicited 
a more latter and posterior P600 component, peaking at 
580 ms after the EE induction evidencing a centro-parietal 
topographical distribution (Figure  3b, EE) (reported in 
Gomez-Andres et al., 2023). Although grand average 
waveforms across participants are depicted, single-subject 
data were entered to the classification algorithm.

The multichannel evoked potential analysis (Fig-
ure 3c) indicates two time periods where the variability of 
the electrodes' activity is increased (the GMFP is higher). 
The first component is sharp and peaks around 95 ms, and 
the second one peaks around 585 ms. In both cases, these 
correspond clearly to the ERN and P600 periods previ-
ously identified.

3.3  |  Decoding

3.3.1  |  Cluster permutation analysis

The linear SVMs were fitted for each participant and time-
point, leading to 6049 (23 subjects × 263 time-points) clas-
sifiers. For each SVMs,t classifier, a confusion matrix was 
obtained, and the subject's mean accuracy along the time 
was calculated (Figure  4). The classifier performed bet-
ter than the actual chance when it was able to distinguish 
at least one class/condition over the others. This fact oc-
curred from −6 ms to the end of the ERP (t mass = 1804.6; 
p < 10−4).

3.3.2  |  Confusion metric

Figure  5a shows the confusion metric along the time 
between all the pairs of classes. The confusion metric 
suggests that two processes can be differentiated in the 
significant interval. During the first one (which starts 
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at −6 ms approx.), the SE class pops-up over the rest 
and roughly corresponds to the ERN component time-
window). During the second one, starting at 400 ms, Cor-
rect and EE classes become more distinguishable. This 
observation is strengthened by both the topographies 
and confusion matrices shown in Figure 5b. At 0 ms, the 
topographies between the three classes are very similar, 
which leads to classifiers that do not perform better than 
chance (high number of mismatches). In contrast, as the 
time is increased (bottom panels of Figure 5b), the con-
dition topographies become more distinguishable, with a 
maximum differentiation between Correct and EE classes 
at 585 ms (corresponding to the P600 period).

As previously stated, since topographies were the input 
of the classifiers, we tested the correlation between the 
average of the absolute difference waveform and the con-
fusion metric. Figure 6a depicts the difference waveform 
between conditions, showing that EE and Correct condi-
tions started to be distinguishable from 160 ms onwards. 
Furthermore, a significant high positive correlation was 

observed between the averaged absolute value of the dif-
ference waveform and the confusion metric (Figure  6b; 
r = .6988, p = 2.20 × 10−16). This positive relationship in-
dicated that the larger the difference waveform between 
conditions, the higher the confusion metric (the lower the 
confusion between conditions).

3.3.3  |  Individual performance accuracy

The individual differences on the decoding performance 
are reported in Table 2, where the accuracy of the decod-
ing procedure strongly depends on the subject (the subject 
accuracy, averaged during the significant interval, ranges 
from 0.35 for S22 to 0.50 for S23). Although individual dif-
ferences are noticeable, Figure 7 shows that, as expected, 
the subject's mean accuracy along time and the GMFP 
have a very strong correlation (r = .7025, p = 2.20 × 10−16), 
indicating that the higher the GMFP, the higher the ac-
curacy of the model.

F I G U R E  3   Description of EEG data. (a) Response-locked grand-average event-related potentials (ERPs) for Correct, self-errors (SE) and 
external errors (EE) at Fz, Cz, and Pz electrodes. In gray we show the standard deviation (SD). (b) Topographical characteristics for Correct, 
SE, and EE trials from 0 to 600 ms. (c) Butterfly plots for Correct, SE, and EE, and the global mean field power (GMFP) for all electrodes at 
each time point.
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3.3.4  |  F1-scores

In Figure 8, we analyzed the mean F1-score, which in-
dicates how well a class/condition is classified, at these 
two components time-windows (ERN: 95 ± 25 ms, and 
P600: 580 ± 25 ms). An analysis of variance model was 
fitted, considering the component time-windows (ERN 
vs. P600) and the condition (Correct vs. SE vs. EE) fac-
tors on the F1-score. A subsequent ANOVA test indi-
cated a main effect of Condition (F(2) = 3.29, p = .0403, 
ηp

2 = 0.05), together with an interaction between Con-
dition and Component (F(2) = 14.20, p = 2.59 × 10−6, 
ηp

2 = 0.18). Post hoc analyses reported significant differ-
ences between SE and Correct and EE during the elici-
tation of the ERN (padj(SE vs. Corr.) = .0005; padj(SE vs. 
EE) = .0005).

At more later stages of processing (∿580 ms—
P600 period), the classification of the Correct and EE 
conditions improved, being their F1-score higher at 
P600 than at ERN (F1-score(Correct) = 0.50 ± 0.01, 
and F1-score(EE) = 0.46 ± 0.02; padj(Correct) = .0005, 
padj(EE) = 0.0148). On the other hand, the classifica-
tion of the SE worsened in P600 compared to ERN (F1-
score(SE) = 0.43 ± 0.02; padj(SE) = 0.0148). Interestingly, 
the Correct condition was the best classified at the P600 
latency, with significant differences between Correct 

and SE (padj = .0061), but not between Correct and EE 
(padj = .1497), and SE and EE (padj = .2917).

4   |   DISCUSSION

In the present study, our aim was to investigate the feasi-
bility of applying a machine learning decoder to decipher 
ErrPs from an EEG experimental paradigm. As previously 
mentioned in the introductory section, the ability to dis-
tinguish self versus externally generated actions is a key 
factor influencing learning and adaptive behavior and 
is crucial for agency inference. Here, we classified three 
types of trials, namely, Correct, SE and EE on a single-
trial basis using a linear SVM model based on the ERP la-
tency and its topographical distribution. Significantly, our 
results showed that the classifier performance was better 
than chance from −6 ms onwards, showing two distin-
guishable peaks of accuracy overlapping with the laten-
cies of the ERN during self-made errors and the P600 for 
externally induced errors.

As previously stated, ErrPs can be observed at the 
single-trial level allowing us to distinguish correct ver-
sus erroneous actions (Chavarriaga et al., 2014; Iturrate 
et al., 2015; Kim et al., 2017; Usama et al., 2021; Zander 
et al., 2016). In the present study, the existence of two 
dissociable components for SE and EE was confirmed 
by the GMFP measures, suggesting the existence of two 
main ERP components, the first one peaking at 95 ms, 
and the second one at 585 ms, approximately (Gomez-
Andres et al., 2023). Considering the latencies of these 
two components, it is feasible to say that they correspond 
to the ERN (for SE) and P600 (for EE) components (see 
Figure 3).

Our results from the linear SVMs (fitted for each 
participant and time-point) evidenced a performance 
above chance from −6 ms onwards. When looking at 
the confusion metric and matrices at the different time 
points between all the pairs of classes, showed a good 
classification of the SE class (i.e., SE vs. Correct and SE 
vs. EE) (see Figure 5a), evidencing the distinguishable 
topographical characteristics of the ERN, while the con-
fusion metric was maintained for the Correct versus EE. 
This result confirms previous evidence highlighting the 
utility of the ERN for decoding self-made errors, con-
firming its dissociable neural characteristics from cor-
rect responses (Schmidt et al., 2012; Spüler et al., 2012). 
Moreover, SE versus EE could also be correctly classified 
at this point in time, favoring the possibility of perform-
ing rapid error corrections if the error is coming from 
the self. More posteriorly, at approximately +400 ms, the 
Correct and EE classes became more distinguishable, 

F I G U R E  4   Classification accuracy over time. Graphical 
representation of the accuracy (ranging from 0 to 1) for the time 
period −50 to 1000 ms. In blue we show the mean accuracy for 
all participants and for every time point, and the SEM (bluish 
shadow). In gray we highlight the presence of significant clusters 
after performing the nonparametric cluster-based Monte Carlo 
simulation analysis (Bae & Luck, 2018; Groppe et al., 2011; Maris 
& Oostenveld, 2007) with 10,000 permutations. Black dashed 
line indicates the theoretical chance level (0.33), and the red line 
indicates the actual chance level.
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reflecting the P600 component appearing during the EE 
condition, with a maximum differentiation at 585 ms. 
The ability to correctly classify EE seems to be more re-
lated to later stages of processing probably indicating 
the need to recruit more reflective aspects of agentic 
processing related to higher cognitive functions (Moore 
& Haggard, 2008; Synofzik et al., 2008).

Worth noting, in the second interval, the accuracy 
of the model decreased at latencies around 200 ms (Fig-
ure 4), indicating that, at this time point, conditions were 
less distinguishable. Considering the grand-averaged 
ERPs (Figure  3a), this decrease of accuracy coincided 
with a positivity in all conditions (including the SE). This 

positivity on incorrect choices, corresponding to the Pe 
component and peaking at around 200 ms at centropari-
etal electrodes, was also reported in previous studies (Di 
Gregorio et al., 2018; Falkenstein et al., 2000; see review 
in Ullsperger et al., 2014). Although the origin of this pos-
itivity remains unclear, it seems that this error positivity 
increases the confusion in the condition's classification.

Individual differences were observed in both the Agency 
attribution questionnaire and the model performance. One 
could argue that the model performance, at least on the EE 
condition, could correlate with the attribution of agency, but 
there was no significant correlation between the F1-score of 
the EE class during the significant interval, and the Agency 

F I G U R E  5   Confusion metric and 
matrices. (a) Confusion metric (ranging 
from 0 to 1) along time for the pairs 
Correct versus SE (orange line), Correct 
versus EE (blue line), and SE versus 
EE (purple line). (b) Topographical 
representations of Correct, SE, and EE 
at several time points of interest (left) 
and confusion matrices for Correct, SE, 
and EE for predicted versus real trial 
classifications (right).
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attribution score (r = .31, p = .1647). Probably, this indicates 
that the model performance depends on how clear and ro-
bust the ERP signal is, and not on how much agency attri-
bution the participant has. Moreover, although individual 
differences existed in terms of accuracy rates, the mean ac-
curacy along time and the GMFP had a very strong correla-
tion (see Figure 7), indicating that the higher the GMFP, the 
higher the accuracy of the model.

Not surprisingly, when examining the F1-scores, the 
SE condition was the best classified at the ERN time 
window. This observation goes in line with previous 

electrophysiological studies that reported the ERN as a 
key component to detect the self-generated errors (Falken-
stein et al., 2000; Gehring et al., 1993; Taylor et al., 2007). 
Probably, both the polarity (negativity) and the localiza-
tion (frontal electrodes) of the activity make the ERN easy 
to detect by a classifier focused on the proper latencies 
(∿95 ms). In the same way, this too early component does 
not permit the model to classify the Correct condition bet-
ter than the EE condition. In fact, the classification of the 
Correct and EE conditions improves along the time, that 
is, their F1-score at P600 is higher than that of at ERN. 

F I G U R E  6   Description of differences 
between conditions. (a) Both time 
(top) and topographic plots (bottom) 
considering the difference waveform 
between conditions. (b) Pearson's 
correlation for averaged absolute value of 
the difference waveforms and confusion 
metric. Pairs of conditions are indicated 
by colors. The positive correlation 
indicates that the larger the topographical 
difference, the lower the confusion by the 
model.

 14698986, 2024, 1, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/psyp.14434 by R

eadcube (L
abtiva Inc.), W

iley O
nline L

ibrary on [14/03/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense
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Interestingly, the Correct condition was the best classified 
at the P600 latency, with significant differences between 
Correct versus SE but, not between Correct versus EE and 
SE versus EE. These results indicate that the EE condition 
is more distinguishable by later components such as P600, 
which goes in-line with previous studies that reported a 
centro-parietal large positive waves (P600) produced by er-
roneous or incongruent conditions (Pijnacker et al., 2010).

Although it was not the aim of this manuscript, we 
tested whether a model which can consider full informa-
tion (i.e., all amplitudes during the whole ERP waveform, 
including the ERN and the P600 components) improved 
the accuracy compared to a classifier which only consid-
ered the individual time points (as described in this man-
uscript). We constructed a model which input was the 
down-sampled (50 Hz) ERPs, and the procedure was the 

same one as described in the Methods section, with the 
only difference of the model's input. Therefore, a total of 
23 different “full models” were trained (one per partici-
pant). The averaged accuracy across subjects (full model 
accuracy = 0.65 ± 0.11; [0.50–0.83]) was significantly 
higher than that of the “time point model” (time point 
model accuracy = 0.44 ± 0.03; [0.35–0.49]; t(26) = −8.95, 
p = 1.86 × 10−9, d = −2.64), that is, the full model (which 
could consider more information about the waveform) 
was able to improve the classification of errors' attribution.

To sum up, in the present study we were able to cor-
rectly classify, at the single-trial level, Correct, SE and EE 
ERPs by means of a linear SVM classifier based on the la-
tency and topographical characteristics of several ErrPs. 
Importantly, the model indicates that SE condition is the 
best classified condition during the frontal ERN time win-
dow, while the Correct and EE conditions were more ac-
curately classified at more later time window (from 400 ms 
onwards), corresponding to the parietal P600 component. 
We believe the present results provide crucial new evi-
dence on the importance of agency attribution of our ac-
tions and the actions supposedly governed by our mind 
(on external agents or surrogated bodies). We encountered 
that single-trial EEG activity contains decodable informa-
tion about our capacity to accurately monitor our actions, 
both the ones we initiated and the ones that are imposed 
to us. This research has also potential value for further re-
search applications in the near future, not only for under-
standing the origin of our intentions to act, actions and 
the sense of agency but also for the potential implications 
it might have regarding moral responsibility over our sup-
posed actions.

T A B L E  2   Individual results for F1-scores and classifier 
accuracy.

Subject

F1 score

AccuracyCorrect SE EE

S01 0.47 0.58 0.43 0.50

S02 0.45 0.50 0.34 0.44

S03 0.44 0.45 0.47 0.45

S04 0.48 0.43 0.44 0.45

S05 0.47 0.45 0.52 0.49

S06 0.48 0.47 0.46 0.47

S07 0.46 0.39 0.42 0.43

S08 0.42 0.54 0.42 0.46

S09 0.50 0.50 0.40 0.48

S10 0.42 0.50 0.33 0.42

S11 0.45 0.41 0.40 0.43

S12 0.49 0.53 0.47 0.49

S13 0.42 0.40 0.37 0.40

S14 0.43 0.51 0.36 0.43

S15 0.45 0.50 0.37 0.44

S16 0.42 0.43 0.41 0.42

S17 0.47 0.47 0.39 0.45

S18 0.42 0.40 0.43 0.42

S19 0.42 0.35 0.41 0.40

S20 0.43 0.44 0.36 0.42

S21 0.47 0.45 0.42 0.45

S22 0.36 0.36 0.35 0.35

S23 0.49 0.59 0.40 0.50

Mean 0.45 0.46 0.41 0.44

Note: Performance of the models for each subject, averaged along the 
significant interval.
Abbreviations: EE, externally generated errors; SE, self-generated errors.

F I G U R E  7   Correlation between global mean field power 
(GMFP) and accuracy of the SVM decoder. Pearson's correlation 
for GMFP and accuracy measures depicting a significant positive 
association between an increase GMFP and increase in model 
accuracy.
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