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We consider a model of collective persuasion, in which members of an advisory committee with 
private continuous signals vote on a policy change. A decision maker then decides whether to 
adopt the change upon observing each vote. Information transmission between the committee and 
the decision maker is possible if and only if there exists an informative equilibrium in which the 
decision maker only adopts the policy change after a unanimous vote. Similarly, full information 
aggregation is achievable if and only if such an equilibrium exists when the size of the committee 
is large enough. We further discuss why our continuous-signal model produces results different 
from discrete-signal models.

1. Introduction

In this paper we study a model of information transmission between an advisory committee and a decision maker (DM) who 
cannot commit to a decision rule. Each member of the committee receives a private continuous signal about an unknown binary 
state of the world and then votes over two policy options, to maintain the status quo or to adopt a policy change. The DM makes 
the decision upon observing all votes of the committee. Both the committee and the DM want to match the decision with the state, 
but the DM is more conservative towards making the policy change. Therefore, unless persuaded by the committee’s votes to do 
otherwise, the DM would choose to maintain the status quo. We study the conditions under which the DM can be persuaded to adopt 
the policy change, i.e., information is successfully transmitted between the two parties in equilibrium.

This problem has been studied by Battaglini (2017) in a Poisson game framework where, different from the current paper, the 
size of the committee is uncertain and the committee members receive discrete signals.1 He provides sufficient conditions for both 
existence and nonexistence of an equilibrium with information transmission. Specifically, he shows that if the DM is conservative 
enough, information transmission is impossible, regardless of the expected committee size, while if the DM is sufficiently aligned 

✩ We would like to thank the editor Marco Battaglini and two anonymous referees for very helpful feedback that has greatly improved the paper, Sourav 
Bhattacharya, Georg Nöldeke, Xianwen Shi, and Thomas Tröger for their advice and encouragement, Tilman Börgers for suggesting us to study the continuous-

signal model, Hülya Eraslan, Timothy Feddersen, Ronen Gradwohl, Stephan Lauermann, Cesar Martinelli, Nicola Persico and participants of a number of seminars 
and conferences for comments and suggestions. Wong gratefully acknowledges financial support from the Swiss National Science Foundation (SNF) through project 
grants 172680 and the Generalitat de Catalunya AGAUR through project grants 2021 BP 00137 and 2021 SGR 00862. Yang gratefully acknowledges funding by the 
Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) through CRC TR 224 (Project B01). Zhao gratefully acknowledges financial support from the 
National Natural Science Foundation of China (Project No. 72373025). All remaining errors are our own.

* Corresponding author.

E-mail addresses: wong@ub.edu (T.-N. Wong), lily.yang@uni-mannheim.de (L.L. Yang), xinzhao1985@hotmail.com (X. Zhao).
1 In Battaglini (2017), the committee members are interpreted as informed citizens and the votes are interpreted as decisions to sign a petition or to participate in 
Available online 24 March 2024
0899-8256/© 2024 The Author(s). Published by Elsevier Inc. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).

a rally.

https://doi.org/10.1016/j.geb.2024.03.007

Received 10 June 2021

http://www.ScienceDirect.com/
http://www.elsevier.com/locate/geb
mailto:wong@ub.edu
mailto:lily.yang@uni-mannheim.de
mailto:xinzhao1985@hotmail.com
https://doi.org/10.1016/j.geb.2024.03.007
http://crossmark.crossref.org/dialog/?doi=10.1016/j.geb.2024.03.007&domain=pdf
https://doi.org/10.1016/j.geb.2024.03.007
http://creativecommons.org/licenses/by/4.0/


Games and Economic Behavior 145 (2024) 208–216T.-N. Wong, L.L. Yang and X. Zhao

with the committee, information transmission is possible for any expected committee size. When information can be transmitted, 
Battaglini (2017) further shows that information of the committee members can be fully aggregated, in the sense that the probability 
of the DM making mistakes in equilibrium vanishes, when the expected committee size becomes large.2 Other related papers that 
study information transmission between an advisory committee and a DM include Wolinsky (2002), Levit and Malenko (2011), and 
Gradwohl and Feddersen (2018). All of these papers assume binary signals. Wolinsky (2002) assumes verifiable signals and proves 
that allowing communication among committee members can improve information transmission between the DM and the committee. 
Levit and Malenko (2011) demonstrate that a risk of the DM being punished when she rejects a collective proposal that is good for 
the committee can facilitate information transmission between the two parties. Gradwohl and Feddersen (2018) investigate whether 
requiring the committee members’ votes to be observable benefits the DM or not.

The contribution of the current paper consists in studying the effect of an alternative assumption on the structure of signals, i.e., 
the signals of the members are continuous rather than discrete. In contrast to Battaglini’s (2017) discrete-signal model, we are able to 
characterize, for any given committee size, the necessary and sufficient condition for information transmission, that is, information can 
be transmitted if and only if the DM can be persuaded to adopt the policy change in an equilibrium where she adopts the unanimity 
rule. Since we can pinpoint the most conservative DM that can be persuaded in equilibrium with the unanimity rule, we check the 
existence of informative equilibria by simply looking at the DM’s level of conservativeness.

Our finding suggests that when the decision rule of the DM is endogenous, the unanimity rule could be the only decision rule 
that allows information transmission when the DM is very conservative. Our result thus offers a new rationale, from the perspective 
of information transmission, why the unanimity rule is so prevailing in decision-making processes, even though it has shown to have 
poor property in aggregating information in models with exogenous decision rules (Feddersen and Pesendorfer, 1998).

We further show that the full information aggregation result in Battaglini (2017) carries over to the current model. The problem of 
information aggregation when the decision rule is exogenous has been studied by Feddersen and Pesendorfer (1997, 1998), Duggan 
and Martinelli (2001), and Martinelli (2002). In a discrete-signal model, Feddersen and Pesendorfer (1998) show that information is 
not fully aggregated under the unanimity rule. Duggan and Martinelli (2001) and Martinelli (2002) consider continuous-signal models 
and prove that the unanimity rule can also lead to full information aggregation if the likelihood ratio of each committee member’s 
signal is unbounded. Different from these papers, the decision rule is endogenous in the current paper and in Battaglini (2017). In 
our model, when the likelihood ratio is unbounded, given our characterization of the informative equilibrium with the unanimity 
rule, full information aggregation follows directly from Duggan and Martinelli (2001). When the likelihood ratio is bounded, we 
show that full information aggregation is achievable as long as information transmission is possible in equilibrium, similar to what 
Battaglini (2017) derives in his model.

At the end of this paper, we illustrate why the characterizations of our main results do not apply to discrete-signal models. In 
deriving the necessary and sufficient condition for information transmission, we find that when restricting the decision rule of the 
DM to 𝑘-rules, under which the DM requires at least 𝑘 affirmative votes to adopt the policy change, information transmission is more 
likely to happen in equilibrium where the DM chooses a higher 𝑘-rule. This result is seemingly very intuitive, but we show that it 
does not hold in discrete-signal models (Battaglini, 2017; Gradwohl and Feddersen, 2018). This difference explains why our main 
propositions do not carry over to discrete-signal models.

2. Model

A committee of  homogeneous members advises a decision maker (DM) on the choice of two policy options, status quo 𝑁 (or 
nay) and alternative 𝑌 (or yay). Each member 𝑖 (he) receives a private signal 𝑠𝑖 about the state 𝜃 ∈ {𝑦, 𝑛} of the world, then votes 
simultaneously over the two options. The DM (she) makes the final decision 𝐷 ∈ {𝑌 ,𝑁} after observing each member’s vote.

Payoffs. The payoffs of the committee members and the DM depend on the DM’s decision 𝐷 and the state 𝜃. We normalize the 
payoffs of both parties under 𝐷 = 𝑁 to 0 in both states. Their payoffs under 𝐷 = 𝑌 vary with 𝜃: For the committee members, the 
payoff is −1∕2 if 𝜃 = 𝑛 and is 1∕2 if 𝜃 = 𝑦; for the DM, the payoff is −𝛼 if 𝜃 = 𝑛 and is 1 − 𝛼 if 𝜃 = 𝑦. The parameter 𝛼 ∈ (1∕2,1)
measures the conflict of interest between the DM and the committee members. With complete information about the state, all players 
have the same preference, i.e., they all strictly prefer 𝑌 in state 𝑦 and 𝑁 in state 𝑛. With incomplete information, the DM’s expected 
payoff of choosing 𝑌 is lower than that of the committee members. Let 𝑝 ∈ (0,1) be the common prior probability of the state being 
𝑦. We assume that the optimal uninformed decision of the DM is 𝑁 , i.e., 𝛼 > 𝑝.3

Information. Each member 𝑖 receives a private signal 𝑠𝑖 that is identically and independently distributed on (𝑎, 𝑏) conditional 
on the true state, with distribution 𝐹 and continuous density 𝑓 if 𝜃 = 𝑦 and distribution 𝐺 and continuous density 𝑔 if 𝜃 = 𝑛, where 
𝑎, 𝑏 ∈ℝ∪{−∞,+∞}.4

Strategies. A voting strategy of member 𝑖 is a (measurable) function 𝑚𝑖 ∶ (𝑎, 𝑏)→ [0,1] that maps his signal into the probability of 
voting for 𝑌 . We say that a voting strategy 𝑚𝑖 is partisan if the member votes for the same option regardless of his signal, i.e., for 
all 𝑠𝑖 ∈ (𝑎, 𝑏), 𝑚𝑖

(
𝑠𝑖
)
= 𝐼 , where 𝐼 ∈ {0,1}. A voting strategy 𝑚𝑖 is increasing if 𝑚𝑖

(
𝑠𝑖
)
≥ 𝑚𝑖

(
𝑠′
𝑖

)
for all 𝑠𝑖 ≥ 𝑠′

𝑖
. A voting strategy 𝑚𝑖

2 Battaglini et al. (2020) further consider a binary-signal model with a fixed number of committee members and test the theoretical predictions of Battaglini (2017)

experimentally.
3 This assumption is inessential for our results. If 𝛼 < 𝑝, the DM will choose 𝑌 instead of 𝑁 in an uninformative equilibrium. Our characterizations for informative 

equilibria remain valid.
4 For any function of 𝑠𝑖 , if its limit at 𝑠𝑖 = 𝑎, 𝑏 exists in ℝ∪{−∞,+∞}, we take the limit as the value of the function at 𝑠𝑖 = 𝑎, 𝑏. For example, if lim𝑠 →𝑏 𝑓 (𝑠𝑖)∕𝑔(𝑠𝑖) =
209

𝑖

∞, we write 𝑓 (𝑏)∕𝑔(𝑏) =∞.
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is a cutoff strategy if there exists 𝑠∗
𝑖
∈ (𝑎, 𝑏) such that 𝑚𝑖

(
𝑠𝑖
)
= 𝐼 for all 𝑠𝑖 > 𝑠∗

𝑖
and 𝑚𝑖

(
𝑠𝑖
)
= 𝐽 for all 𝑠𝑖 < 𝑠∗

𝑖
, where 𝐼, 𝐽 ∈ {0,1} and 

𝐼 ≠ 𝐽 . Denote the strategy profile of the committee by 𝑚 ∶= (𝑚1, 𝑚2, … , 𝑚 ).
A decision rule of the DM is a function 𝑑 ∶ {𝑌 ,𝑁} →{𝑌 ,𝑁} that maps a vote profile 𝑣 ∶= (𝑣1, … , 𝑣 ) ∈ {𝑌 ,𝑁} of the 

committee, with 𝑣𝑖 being the vote of member 𝑖, into one of the two options. We assume that the DM uses a pure strategy. Allowing 
mixed strategies for the DM would not affect our main results.5 We introduce here two types of decision rules that are important for 
our analysis. Let |𝑣| denote the number of yay votes in 𝑣. A decision rule 𝑑 is a 𝑘-rule if there exists a threshold 𝑘 ∈

{
1,2, ...,

}
such that for all 𝑣 ∈ {𝑌 ,𝑁} , 𝑑 (𝑣) = 𝑌 if and only if |𝑣| ≥ 𝑘. A decision rule 𝑑 is a weighted voting rule if there exists a weight profile 
𝑤 = (𝑤1, 𝑤2, ...𝑤  ) ∈ ℝ

+ and a quota 𝑄 ∈ ℝ+ such that 𝑑 (𝑣) = 𝑌 if and only if 
∑

𝑖=1 𝑤𝑖𝟏{𝑣𝑖=𝑌
} ≥ 𝑄, where 𝟏 is the indicator 

function. A 𝑘-rule corresponds to a weighted voting rule in which 𝑤1 = ... =𝑤 = 1 and 𝑄 = 𝑘.

Equilibrium. We use perfect Bayesian equilibrium (PBE) as the solution concept. A PBE consists of a voting strategy profile 
𝑚, a decision rule 𝑑, and a system of belief 𝜇 ∶ {𝑌 ,𝑁} →[0, 1] that specifies the DM’s posterior belief of the state being 𝑦 for 
each vote profile. We assume that the DM always chooses 𝑌 when indifferent. An equilibrium is informative if the DM chooses both 
options with positive probabilities in equilibrium. We say that a DM can be persuaded if there exists an informative equilibrium. 
Two equilibria with strategy profiles (𝑚,𝑑) and 

(
𝑚′, 𝑑′) are outcome-equivalent if for all signal profiles 

(
𝑠1, 𝑠2, .., 𝑠

)
∈ (𝑎, 𝑏) , 

Pr
(
𝑑 (𝑣) = 𝑌 | (𝑠1, 𝑠2, .., 𝑠 )

;𝑚
)
= Pr

(
𝑑′ (𝑣) = 𝑌 | (𝑠1, 𝑠2, .., 𝑠 )

;𝑚′).

For the purpose of our analysis, we impose the following assumptions on 𝐹 and 𝐺. Let ℎ𝐹 (𝑠) ∶= 𝑓 (𝑠) ∕(1 − 𝐹 (𝑠)) and ℎ𝐺 (𝑠) ∶=
𝑔 (𝑠) ∕(1 −𝐺 (𝑠)) be the hazard functions of distributions 𝐹 and 𝐺, respectively. Define the hazard ratio at signal 𝑠 as ℎ𝐹 (𝑠) ∕ℎ𝐺(𝑠).

Assumption 1 (MLRP). 𝐹 and 𝐺 satisfy the strict monotone likelihood ratio property (MLRP), i.e., 𝑓 (𝑠)∕𝑔(𝑠) is strictly increasing 
in 𝑠.

Assumption 2. The likelihood ratio of the members’ signals satisfies 𝑓 (𝑎)
𝑔(𝑎) <

1−𝑝

𝑝
<

𝑓 (𝑏)
𝑔(𝑏) .

Assumption 3 (IHRP). 𝐹 and 𝐺 satisfy the strict increasing hazard ratio property (IHRP), i.e., ℎ𝐹 (𝑠) ∕ℎ𝐺(𝑠) is strictly increasing in 𝑠.

Assumption 1 is standard in the literature and ensures that a higher signal is more indicative of the state being 𝑦. It is well 
known that MLRP implies that (i) (1 − 𝐹 (𝑠))∕(1 − 𝐺(𝑠)) and 𝐹 (𝑠)∕𝐺(𝑠) are strictly increasing in 𝑠, (ii) 𝐹 (𝑠)∕𝐺(𝑠) < 𝑓 (𝑠)∕𝑔(𝑠) <
(1 − 𝐹 (𝑠))∕(1 −𝐺(𝑠)) for all 𝑠 ∈ (𝑎, 𝑏), and (iii) 𝐹 (𝑠) < 𝐺(𝑠) for all 𝑠 ∈ (𝑎, 𝑏). See Appendix B of Krishna (2009) for the proofs.

Assumption 2 is employed by Duggan and Martinelli (2001). It ensures that a committee member who behaves “naively”, i.e., as 
if his vote alone determines the outcome, will vote for 𝑁 (𝑌 ) after receiving a signal that is low (high) enough.

Assumption 3 is a regularity assumption that has been studied by Duggan and Martinelli (2001) in the context of a decision-

making committee. It was also shown to be an important condition in observational learning models (Herrera and Hörner, 2011, 
2013). Most but not all distributions commonly used in economics and political science satisfy IHRP.6 For example, if both 𝐹 and 𝐺
are normal distributions that satisfy MLRP, then they satisfy IHRP.

3. Equilibrium analysis

In this section, we first establish, for each 𝑘 ∈
{
1, ..,

}
, the necessary and sufficient condition for the existence of an informative 

equilibrium with the corresponding 𝑘-rule (Proposition 2). Then, we show that there exists an informative equilibrium if and only if 
there exists an informative equilibrium with the unanimity rule (Proposition 3). By considering the asymptotic version of the latter 
condition, we derive the necessary and sufficient condition for full information aggregation with a large committee (Proposition 4).

We begin our analysis by showing that it is without loss to focus on equilibria in which the committee members use either cutoff 
strategies or partisan strategies and the DM uses a weighted voting rule. This greatly reduces the space of equilibrium strategies we 
need to consider. The proof of this result can be found in the online appendix.

Proposition 1. For any equilibrium, there exists an outcome-equivalent equilibrium, in which (i) each member’s voting strategy is either an 
increasing cutoff strategy or a partisan strategy, and (ii) the DM’s decision rule 𝑑 is a weighted voting rule.

In this model, there always exists an uninformative equilibrium in which the DM maintains the status quo and ignores the 
committee’s votes. We focus instead on informative equilibria in the rest of the paper.

3.1. Informative equilibria

We first consider symmetric informative equilibria in which the DM’s decision rule is a 𝑘-rule. In such an equilibrium, the 
committee members must use a cutoff strategy. A committee member with the cutoff signal 𝑠∗ must be indifferent between voting 
for 𝑌 and 𝑁 conditional on being pivotal, i.e., ||𝑣−𝑖

|| = 𝑘 − 1. Thus, the cutoff signal 𝑠∗ solves the equation

5 The detailed proofs are available in the working paper version of this paper, Wong et al. (2024).
6 See Herrera and Hörner (2011) for a discussion and a list of distributions that satisfy IHRP. A notable case that fails IHRP is the exponential distribution, whose 
210

hazard ratio is a constant (Duggan and Martinelli, 2001; Herrera and Hörner, 2011). It is thus a knife edge case.
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𝑝

1 − 𝑝

(
1 − 𝐹 (𝑠)
1 −𝐺 (𝑠)

)𝑘−1(
𝐹 (𝑠)
𝐺 (𝑠)

)−𝑘
𝑓 (𝑠)
𝑔 (𝑠)

= 1. (1)

To understand (1), note that 𝑝∕(1 − 𝑝) is the prior likelihood ratio of the state (state 𝑦 versus state 𝑛), (1 − 𝐹 (𝑠))∕(1 − 𝐺 (𝑠)) is the 
likelihood ratio of a yay vote, 𝐹 (𝑠) ∕𝐺 (𝑠) is the likelihood ratio of a nay vote, and 𝑓 (𝑠) ∕𝑔 (𝑠) is the likelihood ratio of signal 𝑠. 
By Bayes’ rule, the product of these terms on the left-hand side of (1) is the posterior likelihood ratio of the state conditional on a 
committee member receiving a signal 𝑠, knowing that the other members cast 𝑘 − 1 yay votes and  − 𝑘 nay votes. For a member 
with the cutoff signal 𝑠∗, this posterior likelihood ratio must equal 1, so that he is indifferent between 𝑁 and 𝑌 .

By MLRP, the left-hand side of (1) is strictly increasing in 𝑠. Combined with Assumption 2, this implies that (1) has a unique 
solution. Denote the unique solution by 𝑠 

(
𝑘,

)
. In a symmetric equilibrium with 𝑘-rule, the DM optimally chooses 𝑌 if |𝑣| ≥ 𝑘, and 

𝑁 if |𝑣| < 𝑘. Given the voting cutoff 𝑠∗ = 𝑠 
(
𝑘,

)
, this implies that

𝑝

1 − 𝑝

(
1 − 𝐹 (𝑠∗)
1 −𝐺 (𝑠∗)

)𝑘−1(
𝐹 (𝑠∗)
𝐺 (𝑠∗)

)−𝑘+1
<

𝛼

1 − 𝛼
≤

𝑝

1 − 𝑝

(
1 − 𝐹 (𝑠∗)
1 −𝐺 (𝑠∗)

)𝑘(
𝐹 (𝑠∗)
𝐺 (𝑠∗)

)−𝑘

, (2)

where the lower bound is the posterior likelihood ratio of the state when |𝑣| = 𝑘 − 1, the upper bound is the posterior likelihood 
ratio when |𝑣| = 𝑘, and the term 𝛼∕(1 − 𝛼) is the posterior likelihood ratio that makes the DM indifferent between 𝑌 and 𝑁 . Since 
𝑠∗ = 𝑠 

(
𝑘,

)
solves equation (1), condition (2) can be reformulated as

𝐹 (𝑠∗)
𝐺 (𝑠∗)

𝑔 (𝑠∗)
𝑓 (𝑠∗)

<
𝛼

1 − 𝛼
≤

(1 − 𝐹 (𝑠∗))
(1 −𝐺 (𝑠∗))

𝑔 (𝑠∗)
𝑓 (𝑠∗)

. (3)

By MLRP, 𝐹 (𝑠∗)∕𝐺(𝑠∗) < 𝑓 (𝑠∗)∕𝑔(𝑠∗), so the left inequality of (3) always holds for 𝛼 > 1∕2. Therefore, for a given 𝑘, the right 
inequality in (3) is necessary and sufficient for the existence of a symmetric informative equilibrium with the corresponding 𝑘-rule. 
The following proposition shows that this condition applies more generally without the symmetry restriction.

Proposition 2. For each 𝑘 ∈
{
1,2, ...,

}
, an informative equilibrium with 𝑘-rule exists if and only if 𝛼 ≤ 𝜶

(
𝑘,

)
, where 𝜶

(
𝑘,

)
is the 

unique solution to

𝛼

1 − 𝛼
=

ℎ𝐺

(
𝑠
(
𝑘,

))
ℎ𝐹

(
𝑠
(
𝑘,

)) .
The idea behind the proof of Proposition 2 is that in an asymmetric informative equilibrium with 𝑘-rule, among all the vote 

profiles with 𝑘 yay votes, some induce a lower posterior belief of the state being 𝑦 than others. IHRP ensures that at least one of 
these vote profiles is less indicative of the state being 𝑦 than 𝑘 yay votes under the symmetric informative equilibrium with 𝑘-rule. 
As a result, 𝛼 < 𝜶

(
𝑘,

)
. Thus, the value 𝜶

(
𝑘,

)
represents the most conservative DM that may adopt 𝑘-rule in any informative 

equilibrium when the committee size is  .

Next, we consider the effect of varying 𝑘. When the DM adopts a higher 𝑘 rule, the members cast yay votes more often in the 
symmetric informative equilibrium. This means that 𝑠 

(
𝑘,

)
is strictly decreasing in 𝑘. IHRP then implies that 𝜶

(
𝑘,

)
is strictly 

increasing in 𝑘. It then follows from Proposition 2 that a higher 𝑘-rule can sustain information transmission for a larger set of 𝛼.

Corollary 1. For all 𝑘′ > 𝑘, there exists an informative equilibrium with 𝑘′-rule if there exists an informative equilibrium with 𝑘-rule, but the 
converse is in general not true.

Corollary 1 thus rationalizes the pressure for a higher level of consensus in many institutions. To understand Corollary 1, note 
that, for 𝑘-rules, when the threshold 𝑘 increases, there are two opposite effects on 𝜶

(
𝑘,

)
. One is a direct consensus effect. An 

increase in 𝑘 means that the DM asks for a higher consensus level among the members to choose 𝑌 . Fixing the voting strategies of 
the committee members, a higher consensus level is more indicative of the state being 𝑦. The other is an indirect strategic effect. 
Because the members cast yay votes more often, each yay vote is now less indicative of the state being 𝑦. IHRP implies that the 
consensus effect dominates the strategic effect. As a result, 𝜶

(
𝑘,

)
is strictly increasing in 𝑘.

Corollary 1 implies that the unanimity rule can sustain information transmission for a larger set of 𝛼 than any other 𝑘-rules. Our 
next result shows that this implication is in fact true not only for 𝑘-rules, but for all decision rules.

Proposition 3. There exists an informative equilibrium if and only if 𝛼 ≤ 𝜶
(
 ,

)
.

Proposition 3 provides a simple way to check, for a committee of any size, if information transmission is possible. The basic idea 
underlying this result is that in an equilibrium with asymmetric voting, IHRP ensures that among all the vote profiles that induce the 
DM to choose 𝑌 , we can find one that leads to a lower posterior belief of the state being 𝑦 than a unanimous vote in the symmetric 
informative equilibrium with the unanimity rule.

Proposition 3 also provides a tight upper bound for the degree of conflict of interest between the DM and the committee members 
that allows information transmission. The upper bound 𝜶

(
 ,

)
is achievable only by the unanimity rule. Gradwohl and Feddersen 
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(2018) also derive an upper bound in a binary-signal model, but their upper bound is not achievable by the unanimity rule. In a 
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general discrete-signal Poisson game, Battaglini (2017) proves the existence of an upper bound, but does not explicitly characterize 
it. In Section 4, we discuss the differences between the continuous-signal model and discrete-signal models in more detail.

Proposition 3 also indicates that the existence of an informative equilibrium depends on the size of the committee. Because 
𝜶
(
 ,

)
strictly increases with  , for all  ′ >  , if an informative equilibrium exists for a size- committee, an informative 

equilibrium exists for a size- ′ committee, but the converse is in general not true. For large committees, we have

Corollary 2. There exists an informative equilibrium when the committee size is sufficiently large if and only if 𝛼 < 𝜶̄, where

𝜶̄ ∶= lim
→∞

𝜶
(
 ,

)
=

𝑔(𝑎)∕𝑓 (𝑎)
1 + 𝑔(𝑎)∕𝑓 (𝑎)

. (4)

The corollary follows from the fact that 𝑠 
(
 ,

)
converges to 𝑎 as  goes to infinity. From (4), we can see that if the 

committee members’ signals induce an unbounded likelihood ratio at 𝑎, i.e., 𝑔(𝑎)∕𝑓 (𝑎) =∞, then 𝜶̄ = 1, which means that any DM 
can be persuaded by a committee that is sufficiently large. If 𝑔(𝑎)∕𝑓 (𝑎) <∞, then 𝜶̄ < 1. As a result, a DM with 𝛼 ∈ [𝜶̄, 1) can never 
be persuaded no matter how large the committee is.

3.2. Information aggregation

Corollary 2 provides the exact condition under which an informative equilibrium exists when the size of the committee is large. 
However, the existence of an informative equilibrium does not guarantee full aggregation of the committee members’ private in-

formation in the DM’s decision in equilibrium. Indeed, if we restrict to the informative equilibrium with the unanimity rule, when 
𝑔(𝑎)∕𝑓 (𝑎) <∞, full information aggregation is not achievable as the size of the committee becomes infinitely large (Duggan and Mar-

tinelli, 2001, Theorem 4).7 However, if we consider informative equilibria with non-unanimity rules, full information aggregation is 
always achievable as long as informative equilibria exist for a sufficiently large committee.

Proposition 4. There exists a sequence of equilibria along which the probabilities of the DM choosing 𝑌 in state 𝑦 and 𝑁 in state 𝑛 approach 
1 as  →∞ if and only if 𝛼 < 𝜶̄.

Proposition 4 states that the condition 𝛼 < 𝜶̄ is necessary and sufficient for full information aggregation. The necessity follows 
directly from Corollary 2, since uninformative equilibria can never aggregate information. To establish the sufficiency, for 𝛼 <

𝜶̄, we show in the proof that for any 𝛼 < 𝜶̄, we can find 𝑞 ∈ (0,1) such that 𝛼 < lim→∞ 𝜶
(
𝑞 ,

)
< 𝜶̄. By Proposition 2, 

an informative equilibrium with 𝑞 -rule exists when  is large enough. By Theorem 5 of Duggan and Martinelli (2001), full 
information aggregation is achieved as  →∞. Thus, even though the mistake probabilities do not go to 0 under the unanimity 
rule, when 𝛼 < 𝜶̄, we can always find a sequence of 𝑘-rules that are close enough to the unanimity rule, along which the mistake 
probabilities converge to 0 as  →∞.

4. Discrete signals

In this section, we study an alternative model in which the committee members receive discrete signals instead of continuous 
signals and illustrate why our characterizations apply to the continuous-signal model but not to the discrete-signal model.8

Suppose each member 𝑖 receives a private signal 𝑠𝑖 ∈
{
𝑡1, 𝑡2, ..., 𝑡𝑀

}
, where 𝑀 ≥ 2 is the number of possible signal realizations. 

Let 𝑟𝐹
(
𝑡𝑚
)

and 𝑟𝐺
(
𝑡𝑚
)

be the probabilities that 𝑠𝑖 = 𝑡𝑚 when the state is 𝑦 and 𝑛, respectively. Define the hazard functions as 
ℎ𝐹

(
𝑡𝑚
)
∶= 𝑟𝐹

(
𝑡𝑚
)
∕ 
∑𝑀

𝑙=𝑚 𝑟𝐹
(
𝑡𝑙
)

and ℎ𝐺

(
𝑡𝑚
)
∶= 𝑟𝐺

(
𝑡𝑚
)
∕ 
∑𝑀

𝑙=𝑚 𝑟𝐺
(
𝑡𝑙
)
. The assumptions of MLRP and IHRP become:

Assumption 4 (MLRP). 𝐹 and 𝐺 satisfy the strict monotone likelihood ratio property (MLRP), i.e., 𝑟𝐹
(
𝑡𝑚
)
∕𝑟𝐺

(
𝑡𝑚
)

is strictly in-

creasing in 𝑚.

Assumption 5 (IHRP). 𝐹 and 𝐺 satisfy the strict increasing hazard ratio property (IHRP), i.e., ℎ𝐹

(
𝑡𝑚
)
∕ℎ𝐺

(
𝑡𝑚
)

is strictly increasing 
in 𝑚.

We focus on symmetric voting. In this case, the equilibrium decision rule in an informative equilibrium must be a 𝑘-rule. Define 
𝜶𝑀

(
𝑘,

)
as the solution to 𝛼

1−𝛼
= Pr(|𝑣|=𝑘|𝜃=𝑦)

Pr(|𝑣|=𝑘|𝜃=𝑛) . Thus, 𝜶𝑀

(
𝑘,

)
is the upper bound of 𝛼 such that a symmetric informative 

equilibrium with 𝑘-rule exists.

7 Following Battaglini (2017), we say that full information aggregation is achievable if there exists a sequence of equilibria such that the probability that the DM 
makes mistakes converges to 0 as the committee size goes to infinity.

8 Battaglini (2017) adopts a very similar information structure in a Poisson voting game. However, he does not investigate how the existence condition of the 
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symmetric informative equilibrium with 𝑘-rule changes with 𝑘, which is mainly discussed in this section.
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Fig. 1. The function 𝜶𝑀

(
𝑘,

)
. Parameters: 𝑝 = 1∕2,  = 21, 𝑟𝐹 = (1∕8,3∕16,1∕4,7∕16), 𝑟𝐹 = (1∕4,1∕4,1∕4,1∕4).

In proving Corollary 1, we show that 𝜶
(
𝑘,

)
is strictly increasing in 𝑘. This is, however, not true for 𝜶𝑀

(
𝑘,

)
. As a result, 

Propositions 3 and 4 do not apply to the discrete-signal model. To see that, consider a symmetric informative equilibrium with 𝑘-rule. 
Suppose the committee members are indifferent after receiving 𝑡𝑚. Then, the posterior likelihood ratio given |𝑣| = 𝑘 is given by

Pr (|𝑣| = 𝑘|𝜃 = 𝑦)
Pr (|𝑣| = 𝑘|𝜃 = 𝑛)

=
𝑟𝐺

(
𝑡𝑚
)

𝑟𝐹
(
𝑡𝑚
)

⏟⏟⏟
anti-signal 𝑡−𝑚

×
𝑟𝐹

(
𝑡𝑚
)
𝜌𝑚

(
𝑘,

)
+
∑𝑀

𝑙=𝑚+1 𝑟𝐹
(
𝑡𝑙
)

𝑟𝐺
(
𝑡𝑚
)
𝜌𝑚

(
𝑘,

)
+
∑𝑀

𝑙=𝑚+1 𝑟𝐺
(
𝑡𝑙
)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
a yay vote

, (5)

where 𝜌𝑚

(
𝑘,

)
is the probability that a member votes for 𝑌 after receiving the indifferent signal 𝑡𝑚. Given signal 𝑡𝑚, consider a 

hypothetical signal 𝑡−𝑚 such that 𝑟𝐹
(
𝑡−𝑚
)
∕𝑟𝐺

(
𝑡−𝑚
)
= 𝑟𝐺

(
𝑡𝑚
)
∕𝑟𝐹

(
𝑡𝑚
)
, that is, the signal 𝑡−𝑚 cancels the signal 𝑡𝑚 exactly. We call 𝑡−𝑚 the 

anti-signal of signal 𝑡𝑚. As indicated in (5), the posterior likelihood ratio of vote profile 𝑣 with |𝑣| = 𝑘 is equal to the product of the 
likelihood ratios of the anti-signal 𝑡−𝑚 and a yay vote.

As 𝑘 increases, intuitively the committee members vote for 𝑌 more often in equilibrium. The increase in the probability of a 
yay vote could be associated with an increase in 𝜌𝑚

(
𝑘,

)
with the same indifferent signal or a lower indifferent signal.9 These 

two changes potentially have opposing effects on the likelihood ratio Pr(|𝑣|=𝑘|𝜃=𝑦)
Pr(|𝑣|=𝑘|𝜃=𝑛) . When the indifferent signal 𝑡𝑚 is unchanged as 𝑘

increases, 𝜌𝑚

(
𝑘,

)
increases. By MLRP, the likelihood ratio of a yay vote in (5) decreases, so the value of 𝜶𝑀

(
𝑘,

)
decreases. If 

the indifferent signal 𝑡𝑚 decreases, the likelihood ratio of the anti-signal 𝑡−𝑚 in (5) increases according to MLRP while the likelihood 
ratio of a yay vote decreases. The overall effect on 𝜶𝑀

(
𝑘,

)
is ambiguous.

In contrast, when the signals are continuous, as 𝑘 increases, the indifferent/cutoff signal always decreases and IHRP makes sure 
that the increase in the likelihood ratio of the anti-signal dominates the decrease in the likelihood ratio of a yay vote, resulting in an 
increase in 𝜶

(
𝑘,

)
. The discrete analogue of IHRP, however, is insufficient to determine the overall effect on 𝜶𝑀

(
𝑘,

)
.

Fig. 1 illustrates these two effects graphically. Notice first that since 𝜶𝑀 (21,21) < 𝜶𝑀 (19,21), a symmetric informative equi-

librium with other 𝑘-rules could exist even when the symmetric informative equilibrium with the unanimity rule does not. 
Consider next 8 ≤ 𝑘 ≤ 12. For these values of 𝑘, the committee members mix at signal 𝑡3 and, as a result, only the effect of 
decreasing 𝜌𝑚 (𝑘,21) is present and 𝜶𝑀 (𝑘,21) decreases with 𝑘. However, if we compare 𝑘 = 12, 𝑘 = 17, and 𝑘 = 21, we have 
𝜶𝑀 (12,21) < 𝜶𝑀 (17,21) < 𝜶𝑀 (21,21). Since the committee members are mixing at different signals, both effects are present. In 
this comparison, the effect of the decreasing indifferent signal dominates, and 𝜶𝑀 (𝑘,21) increases with 𝑘, similar to the continuous-

signal case. If we consider a sequence of signal structures converging to a continuous-signal structure that satisfies Assumptions 1–3, 
𝜶𝑀

(
𝑘,

)
would be increasing in 𝑘 in the limit.

9 For illustrative purposes, we focus on situations where the committee members are indifferent between 𝑌 and 𝑁 after receiving some signal. When the committee 
members are never indifferent, (5) does not apply and the behavior of 𝜶𝑀

(
𝑘,

)
is less regular. However, suppose the committee members strictly prefer to vote 

for 𝑌 after receiving signal 𝑡𝑚 but strictly prefer to vote for 𝑁 after receiving signal 𝑡𝑚−1 . Then, the posterior likelihood ratio is bounded below by the inverse of the 
hazard ratio, i.e.,

Pr (|𝑣| = 𝑘|𝜃 = 𝑦)
Pr (|𝑣| = 𝑘|𝜃 = 𝑛)

≥
𝑟𝐺

(
𝑡𝑚
)

𝑟𝐹
(
𝑡𝑚
) ∑𝑀

𝑙=𝑚
𝑟𝐹

(
𝑡𝑙
)

∑𝑀

𝑙=𝑚
𝑟𝐺

(
𝑡𝑙
) =

ℎ𝐺

(
𝑡𝑚
)

ℎ𝐹

(
𝑡𝑚
) .

By IHRP, ℎ𝐺

(
𝑡𝑚
)
∕ℎ𝐹

(
𝑡𝑚
)

is strictly decreasing in 𝑚. This suggests that, as 𝑘 increases and the cutoff signal 𝑡𝑚 decreases, this lower bound rises and 𝜶𝑀

(
𝑘,

)
could 
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exhibit an upward trend as in the continuous-signal case, even when the committee members are not indifferent at any signal (see Fig. 1).
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Appendix A

Proof of Proposition 2. We have already shown in the main text that a symmetric informative equilibrium with 𝑘-rule exists if and 
only if 𝛼 ≤ 𝜶

(
𝑘,

)
. To complete the proof, we only need to show that if an asymmetric informative equilibrium with 𝑘-rule exists, 

then a symmetric informative equilibrium with 𝑘-rule exists.

By Proposition 1, it is without loss to assume that each member’s voting strategy is either an increasing cutoff strategy or a 
partisan strategy. If a member uses a partisan strategy, it effectively changes the committee size to  − 1 and the decision rule 
to either (𝑘− 1)-rule or 𝑘-rule. Thus, it is without loss to assume that all committee members use increasing cutoff strategies in 
equilibrium. (If 𝑘 ≤ 0 or 𝑘 > , then the equilibrium is not informative.)

Consider an asymmetric informative equilibrium (𝑠∗, 𝑑), where 𝑑 is a 𝑘-rule. If for all 𝑗 ∈
{
1,2, ..,

}
, 𝑠∗

𝑗
≤ 𝑠 

(
𝑘,

)
, then by 

MLRP, for all 𝑣 ∈ {𝑌 ,𝑁} such that |𝑣| = 𝑘,

𝛼

1 − 𝛼
≤

𝑝

1 − 𝑝

Pr (𝑣|𝜃 = 𝑦)
Pr (𝑣|𝜃 = 𝑛)

≤
𝑝

1 − 𝑝

(
1 − 𝐹

(
𝑠
(
𝑘,

))
1 −𝐺

(
𝑠
(
𝑘,

)))𝑘(
𝐹
(
𝑠
(
𝑘,

))
𝐺
(
𝑠
(
𝑘,

)))−𝑘

.

Thus, a symmetric informative equilibrium with 𝑘-rule exists.

Suppose that for some member 𝑖, 𝑠∗
𝑖
> 𝑠 

(
𝑘,

)
. Since for every 𝑣−𝑖 ∈ {𝑌 ,𝑁}−1 such that ||𝑣−𝑖

|| = 𝑘 − 1, the profile (𝑌 , 𝑣−𝑖)
induces the DM to choose 𝑌 in equilibrium, we have, for all 𝑣−𝑖 ∈ {𝑌 ,𝑁}−1 such that ||𝑣−𝑖

|| = 𝑘 − 1,

𝛼

1 − 𝛼
≤

𝑝

1 − 𝑝

Pr
(
𝑣−𝑖|𝜃 = 𝑦

)
(1 − 𝐹 (𝑠∗

𝑖
))

Pr
(
𝑣−𝑖|𝜃 = 𝑛

)
(1 −𝐺(𝑠∗

𝑖
))
.

The optimality of cutoff 𝑠∗
𝑖

implies that there exists 𝑣−𝑖 ∈ {𝑌 ,𝑁}−1 such that ||𝑣−𝑖
|| = 𝑘 − 1 and

𝑝

1 − 𝑝

Pr
(
𝑣−𝑖|𝜃 = 𝑦

)
Pr

(
𝑣−𝑖|𝜃 = 𝑛

) ≤
𝑔(𝑠∗

𝑖
)

𝑓 (𝑠∗
𝑖
)
.

Therefore,

𝛼

1 − 𝛼
≤

𝑔(𝑠∗
𝑖
)(1 − 𝐹 (𝑠∗

𝑖
))

𝑓 (𝑠∗
𝑖
)(1 −𝐺(𝑠∗

𝑖
))

<
𝑔
(
𝑠
(
𝑘,

))(
1 − 𝐹

(
𝑠
(
𝑘,

)))
𝑓
(
𝑠
(
𝑘,

))(
1 −𝐺

(
𝑠
(
𝑘,

))) ,
where the last inequality follows from IHRP and the fact that 𝑠∗

𝑖
> 𝑠 

(
𝑘,

)
. This implies that a symmetric informative equilibrium 

with 𝑘-rule exists. □

Proof of Corollary 1. As discussed in the main text, we only need to show that 𝑠 
(
𝑘,

)
is strictly decreasing in 𝑘. For all 𝑠 ∈ (𝑎, 𝑏), 

we have

(1 − 𝐹 (𝑠))𝑘−1 𝐹 (𝑠)−𝑘

(1 −𝐺 (𝑠))𝑘−1 𝐺 (𝑠)−𝑘
= (1 − 𝐹 (𝑠))𝑘 𝐹 (𝑠)−(𝑘+1)

(1 −𝐺 (𝑠))𝑘 𝐺 (𝑠)−(𝑘+1)
(1 −𝐺 (𝑠))𝐹 (𝑠)
(1 − 𝐹 (𝑠))𝐺 (𝑠)

<
(1 − 𝐹 (𝑠))𝑘 𝐹 (𝑠)−(𝑘+1)

(1 −𝐺 (𝑠))𝑘 𝐺 (𝑠)−(𝑘+1)
,

where the inequality follows from MLRP, so the left-hand side of (1) is strictly increasing in 𝑘. Also by MLRP, the left-hand side of 
(1) is strictly increasing in 𝑠. Thus, to satisfy (1), it must be the case that 𝑠 

(
𝑘+ 1,

)
< 𝑠 

(
𝑘,

)
. □

Proof of Proposition 3. To prove this proposition, we only need to show that the existence of an asymmetric informative equilib-

rium implies the existence of a symmetric informative equilibrium with the unanimity rule. Consider an asymmetric informative 
equilibrium. By Proposition 1, it is without loss to assume that every committee member uses either an increasing cutoff strategy 
or a partisan strategy. Consider first the case that no committee member uses a partisan strategy. The equilibrium in this case is 
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characterized by the pair (𝑠∗, 𝑑) alone, where 𝑠∗ ∈ (𝑎, 𝑏) is a cutoff profile and 𝑑 is a weighted voting rule.
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In an asymmetric equilibrium (𝑠∗, 𝑑), if for all 𝑗 ∈
{
1,2, ..,

}
, 𝑠∗

𝑗
≤ 𝑠 

(
 ,

)
, then by MLRP, for all 𝑣 ∈ {𝑌 ,𝑁} , we have

𝛼

1 − 𝛼
≤

𝑝

1 − 𝑝

Pr (𝑣|𝜃 = 𝑦)
Pr (𝑣|𝜃 = 𝑛)

≤
𝑝

1 − 𝑝

(
1 − 𝐹

(
𝑠
(
 ,

))
1 −𝐺

(
𝑠
(
 ,

))) 

.

Thus, a symmetric informative equilibrium with the unanimity rule exists.

Suppose that there exists a member 𝑖 with 𝑠∗
𝑖
> 𝑠 

(
 ,

)
. Denote by 𝒑𝒊𝒗𝑖 the set of vote profiles 𝑣−𝑖, given which member 𝑖 is 

pivotal. In equilibrium, since for every 𝑣−𝑖 ∈ 𝒑𝒊𝒗𝑖, the profile (𝑌 , 𝑣−𝑖) induces the DM to choose 𝑌 , we have that for all 𝑣−𝑖 ∈ 𝒑𝒊𝒗𝑖,

𝛼

1 − 𝛼
≤

𝑝

1 − 𝑝

Pr
(
𝑣−𝑖|𝜃 = 𝑦

)
(1 − 𝐹 (𝑠∗

𝑖
))

Pr
(
𝑣−𝑖|𝜃 = 𝑛

)
(1 −𝐺(𝑠∗

𝑖
))
.

The optimality of the cutoff 𝑠∗
𝑖

implies that there exists 𝑣−𝑖 ∈ 𝒑𝒊𝒗𝑖,

𝑝

1 − 𝑝

Pr
(
𝑣−𝑖|𝜃 = 𝑦

)
Pr

(
𝑣−𝑖|𝜃 = 𝑛

) ≤
𝑔(𝑠∗

𝑖
)

𝑓 (𝑠∗
𝑖
)
.

Therefore,

𝛼

1 − 𝛼
≤

𝑔(𝑠∗
𝑖
)(1 − 𝐹 (𝑠∗

𝑖
))

𝑓 (𝑠∗
𝑖
)(1 −𝐺(𝑠∗

𝑖
))

<
𝑔
(
𝑠
(
 ,

))(
1 − 𝐹

(
𝑠
(
 ,

)))
𝑓
(
𝑠
(
 ,

))(
1 −𝐺

(
𝑠
(
 ,

))) ,
where the last inequality follows from IHRP and the fact that 𝑠∗

𝑖
> 𝑠 

(
 ,

)
. This implies that a symmetric informative equilibrium 

with the unanimity rule exists.

Finally, suppose in equilibrium some committee members use partisan strategies. For these members, their votes do not depend 
on the signals received. The other members and the DM behave as if the partisan voters are absent. Hence, dropping the partisan 
members out of the committee could generate the same equilibrium outcome. This means that the existence of partisan committee 
members effectively reduces the committee size. Thus, to complete the proof, we only need to show that 𝜶

(
 ,

)
is strictly 

increasing in  .

From the definition of 𝑠 
(
 ,

)
, we have

𝑝

1 − 𝑝

(
1 − 𝐹

(
𝑠
(
 ,

))
1 −𝐺

(
𝑠
(
 ,

)))−1

=
𝑔
(
𝑠
(
 ,

))
𝑓
(
𝑠
(
 ,

)) . (6)

MLRP implies that 𝑠 
(
 ,

)
is strictly decreasing in  . By IHRP, 𝜶

(
 ,

)
is strictly increasing in  . □

Proof of Corollary 2. We first show lim→∞ 𝑠 
(
 ,

)
= 𝑎. Since 𝑠 

(
 ,

)
is strictly decreasing in  , lim→∞ 𝑠 

(
 ,

)
exists. 

Let lim→∞ 𝑠 
(
 ,

)
∶= 𝑠. If 𝑠 > 𝑎, then lim→∞

𝑔
(
𝑠
(
 ,

))
𝑓
(
𝑠
(
 ,

)) = 𝑔
(
𝑠
)

𝑓
(
𝑠
) <

𝑔(𝑎)
𝑓 (𝑎) ≤∞, and

lim
→∞

(
1 − 𝐹

(
𝑠
(
 ,

))
1 −𝐺

(
𝑠
(
 ,

)))−1

= lim
→∞

(
1 − 𝐹

(
𝑠
)

1 −𝐺
(
𝑠
))−1

=∞,

which violates (6). Therefore, lim→∞ 𝑠 
(
 ,

)
= 𝑎. Then, we have,

lim
→∞

ℎ𝐺

(
𝑠
(
 ,

))
ℎ𝐹

(
𝑠
(
 ,

)) = lim
𝑠→𝑎

ℎ𝐺 (𝑠)
ℎ𝐹 (𝑠)

= lim
𝑠→𝑎

𝑔 (𝑠)
𝑓 (𝑠)

1 − 𝐹 (𝑠)
1 −𝐺 (𝑠)

= 𝑔 (𝑎)
𝑓 (𝑎)

.

This implies 𝜶
(
 ,

)
→ 𝜶̄ ∶= 𝑔(𝑎)

𝑓 (𝑎) ∕ 
(
1 + 𝑔(𝑎)

𝑓 (𝑎)

)
as  →∞. □

Proof of Proposition 4. As discussed in the main text, we only need to show that

lim
𝑞→1

lim
→∞

𝜶
(
𝑞 ,

)
= 𝜶̄,

which would imply that we can always find 𝑞 ∈ (0, 1) such that 𝛼 < lim→∞ 𝜶
(
𝑞 ,

)
whenever 𝛼 < 𝜶̄. To simplify the discussion, 

we follow Duggan and Martinelli (2001) and consider only combinations of 𝑞 and  so that 𝑞 is an integer. Let 𝑠∞ (𝑞) ∶=
lim→∞ 𝑠 

(
𝑞 ,

)
. Since the hazard ratio ℎ𝐺(𝑠)

ℎ𝐹 (𝑠) is continuous in 𝑠, it suffices to show that lim𝑞→1 𝑠
∞ (𝑞) = 𝑎. For all 𝑞 ∈ (0, 1) and 

𝑠 ∈ (𝑎, 𝑏), define (
1 − 𝐹 (𝑠)

)𝑞 (
𝐹 (𝑠)

)1−𝑞
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𝐿 (𝑞, 𝑠) ∶=
1 −𝐺 (𝑠) 𝐺 (𝑠)

.
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Duggan and Martinelli (2001) show that for all 𝑞 ∈ (0,1), 𝑠∞ (𝑞) is the solution to 𝐿 (𝑞, 𝑠) = 1. By MLRP, for all 𝑞 ∈ (0, 1), 𝐿 (𝑞, 𝑠) is 
strictly increasing in 𝑞 and 𝑠. For all 𝑞 ∈ (0, 1), 𝑠∞ (𝑞) is strictly decreasing in 𝑞. Thus, lim𝑞→1 𝑠

∞ (𝑞) exists. Suppose lim𝑞→1 𝑠
∞ (𝑞) > 𝑎. 

Then,

lim
𝑞→1

𝐿 (𝑞, 𝑠∞ (𝑞)) =
1 − 𝐹

(
lim𝑞→1 𝑠

∞ (𝑞)
)

1 −𝐺
(
lim𝑞→1 𝑠

∞ (𝑞)
) > 1,

which is a contradiction.

For any 𝛼 < 𝜶̄, the proof above implies that we can find a sufficiently large 𝑞 ∈ (0, 1) and an ̂ such that for any  > ̂ , 
𝜶
(
𝑞 ,

)
> 𝛼. By Proposition 2, for any  > ̂ , an informative equilibrium with 𝑞 -rule exists. By Theorem 5 of Duggan and 

Martinelli (2001), full information aggregation is achieved in the limit as  →∞. □

Appendix B. Supplementary material

Supplementary material related to this article can be found online at https://doi .org /10 .1016 /j .geb .2024 .03 .007.
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