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Abstract: Digital histogram generation for time-resolved measurements with single-photon avalanche
diode (SPAD) sensors requires the storage of many timestamp signals. This work presents a mixed-
signal time-to-digital converter (TDC) that uses analog storage to achieve an area-efficient design
that can be integrated in large SPAD arrays. Fabricated using a 150 nm CMOS process, the prototype
occupies an area of only 18.3 µm × 36.5 µm, a notable size reduction compared to conventional
designs. The experimental results demonstrated high performance, with an integral nonlinearity
(INL) of 0.35/0.14 least significant bit (LSB) and a differential nonlinearity (DNL) of 0.14/−0.12 LSB.
In addition, the proposed TDC can support the construction of histograms comprising up to 512 bins,
making it an effective solution to accommodate a wide range of resolution requirements. Validated
in a point-of-care (PoC) device for fluorescence lifetime measurements, it distinguished between
lifetimes of approximately 4.1 ns, 3.6 ns and 80 ns with the Alexa Fluor (AF) 546 and 568 dyes and
Quantum Dot (QD) 705, respectively. The analog storage design and area-efficient architecture offer a
novel approach to integrating TDCs in SPAD-based systems, with potential applications in medical
diagnostics and beyond.

Keywords: CMOS; mixed-signal; time-to-digital converter (TDC); histogram; single-photon avalanche
diode (SPAD); quantum dot (QD); time-resolved fluorescence

1. Introduction

The field of biomedicine demands new devices that enable precise and rapid (down to
nanoseconds or even picoseconds) measurement of molecular processes and interactions
within biological samples. These attributes are crucial for techniques like fluorescence
lifetime imaging (FLIM) [1–6], Raman spectroscopy [7,8] or time-resolved near-infrared
spectroscopy [9,10]. Single-photon avalanche diode (SPAD) CMOS image sensors emerged
some time ago as suitable technology in response to these requirements. These sensors
offer extreme sensitivity (single-photon resolution) to low-light conditions, low noise levels
and fast response times [11,12]. The Time-Correlated Single-Photon Counting (TCSPC)
technique allows the detection and classification of photon arrival times with a high
temporal resolution (~100 ps) [13].

In TCSPC, incident photons are timestamped using time-to-digital converters (TDCs).
These circuits are usually implemented in the digital domain because they offer high
accuracy, precision and noise immunity compared to analog solutions [14]. These imple-
mentations employ two primary methods: interpolation- and counter-based techniques.
However, implementations of digital TDCs may suffer from high power consumption,
complexity and large area requirements, resulting in a low fill factor when they are inte-
grated with the sensors. Although interpolation-based TDCs can measure time intervals
with higher resolution, their high complexity and power consumption prevent them from
being the preferred alternative for high-speed applications [15,16]. On the other hand, a
counter-based TDC with standard CMOS technology is the preferred option to simplify
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system integration. Based on the literature, several architectures of TDCs, such as digital
counters, per-pixel TDCs, shared column TDCs or global TDCs [17–19], combined with
single-photon avalanche diodes, have been used to perform Light Detection and Ranging
(LIDAR) [20], 3-D imaging [21] or FLIM [22] measurements.

Several authors have reported the integration of SPADs and TDCs in optical sensing
applications. Sui et al. [23] used a large CMOS SPAD detector of 30 µm for time-of-flight
(TOF) and TCSPC applications, capable of measuring 320 ns of full-scale range with 312 ps
resolution and an in-pixel 10-bit Vernier TDC. In another study, Perenzoni et al. [24] reported
a SPAD of 10 µm in a pixel size of 38.5 × 33.5 µm2 designed in a 0.15 µm CMOS technology
for single-point 3-D Direct TOF (DTOF) measurements. They showed a reconfigurable
switching matrix of 5 × 5 pixels connected through 25 shared TDCs with 11-bit and 48 ps
resolution. With them, a 50 ns full-scale range can be achieved. Henderson et al. [25]
developed a 192 × 128-pixel SPAD image sensor on 40 nm CMOS technology with 33 ps
resolution and 12-bit TDC for FLIM applications in a pixel size of 18.4 × 9.2 µm2. Erdogan
et al. [26] used a 51.20 ps mean time resolution, configurable from 51.20 ps to 6.55 ns per
bin, and a 512 × 16 SPAD-based line sensor with 0.13 µm CMOS technology for FLIM
applications. It integrated a TCSPC mode (192.4 million events/s) of operation. The sensor
was shown to be capable of spectrum fluorescence lifetime imaging by resolving three
different fluorophore populations. These detectors with integrated TDCs, especially those
utilizing the TCSPC method, require significant chip area.

Pixel electronics with analog solutions provide a practical alternative, offering compact
dimensions without compromising resolution, scalability or time range. Analog storage
circuits efficiently manage data and save area by injecting a fixed charge into a capacitor
from a post-event detection. Panina et al. reported in [27] a 20 × 20 compact counter
array fabricated in a standard 0.35 µm CMOS technology for photon-counting applications.
Each pixel contained an in-pixel analog counting circuit with tunable resolutions of 7 and
8 bits, occupying an area of 230 µm2. A similar strategy was followed by Diéguez et al.,
in [28], whose pixel design was implemented in a 0.18 µm HV-CMOS process, integrating
a linear array of 5 × 1 integrated an on-chip histogram of 9 bins per pixel. Each analog
pixel achieved a resolution of up to 13 bits with a pixel size of 150 µm × 50 µm. Pancheri
et al. presented in [29] a SPAD image sensor that utilized analog counting pixels for time-
resolved fluorescence detection. The sensor achieved high sensitivity and nanosecond
timing resolution while maintaining a compact design of 25 µm × 25 µm. The sensor array
had a 32 × 32 pixel distribution and was implemented in 0.35 µm CMOS technology. To
generate gating signals, a digital phase-locked loop (PLL) was used.

This work presents a TDC design in a standard 150 nm CMOS process, which achieves
a wide measurement time range with high resolution. The design presents a compact area
by using a mixed-signal architecture that exploits the advantages of analog and digital
techniques. We validated the chip operation, showing that it is possible to perform high-
resolution reconstruction of time–decay curves for various fluorescent substances. This
article is structured as follows: Section 2 describes the transistor-level architecture and
the operation of the TDC. In addition, the experimental characterization of the circuits is
detailed in Section 2. Section 3 shows the results of the validation experiments carried out
for a fluorescence analysis point of care (PoC). Finally, Sections 4 and 5 summarize the
main discussions, compare them to other relevant works and present the conclusions of
this article.

2. Materials and Methods
2.1. Design Description

The TDC follows a conventional architecture of fine-grained and coarse-conversion
phases. The novelty is that the coarse phase was designed in the analog domain in order to
take advantage of the reduced area.

Figure 1 illustrates the block diagram of the proposed mixed-signal TDC and the
operation overview. The TDC resolution is provided by the gate delay of delay cells in



Sensors 2024, 24, 5763 3 of 14

the fine phase (Figure 1). The fine phase is built-in, with 8 identical cells continuously
rotating. We followed an approach that allowed for doubling the number of bins without
adding more elements and maintaining a small area. The TDC is activated by using the
rising (ascending phase) and falling (descending phase) edges of the signals. Hence, we
configured the delays for the descending phases to be identical to those for the ascending
phases to obtain another 8 useful bins. This resulted in 8 bins for the ascending phase and
another 8 for the descending phase. After each loop of the fine stage (16 bins), the coarse
phase is activated. The coarse phase (AnalOut) is based on an analog counter. Consequently,
the temporal range is extended by taking advantage of the phases of the fine stage. The
analog value is isolated to the output pad through the use of a pass transistor, which is
activated by the readout signal (Readinj).
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The enable signal (En) activates and deactivates the fine-stage operation. Detection
is only allowed until the event occurs or the end of the Texp. The fine stage comprises
eight cells of buffers based on a current starved voltage control oscillator architecture [30].
This configuration allows for low power consumption while operating at high oscillation
frequencies. A standard inverting buffer drives the intermediate signal (Ph) to the dynamic
random-access memories (DRAMs). The output signal of the buffer (PhOut) is connected
to the input of the next delay cell. The switching time of the delay elements can be adjusted
by an external bias voltage (Biasres).

The coarse phase determines the completed number of loops of the fine stage. The
circuit implements an analog memory (capacitor) and an analog counter circuit based on
a charge-injection scheme. The output of the NAND gate (Inject) activates the generation
of the injection pulse. The pulse width is controlled by an external bias (Biasinj), which
allows the step size (∆V) in the analog memory to be increased or reduced. Each time a
measurement is completed, it is necessary to read the DRAMs and the analog output signal.
A metal–insulator–metal (MIM) capacitance of 200 fF is used to optimize the area covered
by the TDC. This allows the injection transistors to be placed just below, occupying only
73.4 µm2, maintaining a simple and very compact design.

2.2. Experimental Characterization

The TDC chip was characterized in an experimental setup using an external sensor-
based random noise generator integrated circuit. Figure 2 presents the inhibit (Inh) and
reset (RstSPAD and RstTDC) signals generated by the FPGA and used to control the sensor
operation. The external sensor operation is initiated by the Inh signal. When Inh is set to
a logic high state, RstSPAD and RstTDC are activated for a short interval to discharge the
output nodes in the SPAD and TDC sides, respectively. Once reset, the circuit is ready
for new detection during the exposure time fixed by Texp. The output signal from the
external sensor (Eventext) is connected to the gate of the Mtrig transistor. Consequently,
the final output node (PixOut) is at a low logic level until a new event is detected. The
timing diagram of the readout control logic at different nodes is also shown in Figure 2. An
additional transistor (Mcalib) is included in the TDC readout to calibrate the response of the
fine-stage circuits without the external sensor device.
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the chips and the basic operation timing diagram.

We placed the integrated circuits on a printed circuit board (PCB) to characterize the
on-chip circuits. This board included an Analog-to-Digital Converter (ADC, AD7274 [31])
with a 12-bit resolution and a maximum conversion rate of 3 MS/s. In order to prevent noise
in the analog signal produced when the reading switch was opened, it was necessary to read
the analog value over a time period of at least 800 ns. This allowed for a sufficient settling
time for the signal, thereby reducing the risk of measuring analog disturbances. Data
acquisition, chip management and the generation of the calibration signals were performed
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with an FPGA (Cyclone IV-E on a DE0-Nano from Terasic, Hsinchu County, Taiwan [32]).
External bias sources were used to generate the bias voltages Biasres and Biasinj.

The coarse stage of the TDC was characterized first. The characterization consisted of
measuring the voltage step of the analog counter. The events were generated with different
arrival times with the FPGA and applied to the Mcalib transistor, emulating the arrival
of events over time. To achieve this, a delay chain was implemented utilizing the carry
propagation logic [33]. This logic was designed to propagate carry signals in adders, since it
has dedicated routing resources. In total, 256 carry cells were used, obtaining a total range
of 10 ns approximately, with an average delay unit of 39 ps according to data extracted
from the post-synthesis simulation.

Figure 3 shows the generated output voltage on the analog counter as a function of
the calibration signal delay for different values of the injection bias. The TDC time range
expands with the reduction in the voltage step, i.e., a decrease in Biasinj, as expected. The
inset in Figure 3 shows the comparison between the ideal (dashed black line) and the
measured (cyan line) step signal.
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Biasres was 0.7 V.

The inset of Figure 3 shows an anomalous response of the analog signal caused by
pulse width variations on the different phases. Such variations are mainly consequences
of the slope variations of the Inject signal. It changes slightly from phase to phase but has
a pronounced effect if the phases are increasing or decreasing. This anomalous behavior
limits the number of loops the circuit can complete. However, the voltage step is identified
correctly while the signal remains between the reference levels:

V0 + (∆V·c − 1) < Vsignal < V0 + (∆V·c) (1)

where c is the number of cycles elapsed.
Figure 4 shows the injection step size as a function of the number of coarse stage

loops. The time range extends from 7 loops (50 ns) for Biasinj 0.7 V (average step size:
95.8 ± 5.5 mV) up to 32 loops (230 ns) for a Biasinj of 0.9 V (average step size: 21.9 ± 3.8 mV)
for a fine resolution of 450 ps (Biasres = 0.7 V). The 512-bin histogram construction con-
figuration for the Biasinj of 0.9 V was determined to be optimal through experimentation,
with a total of 32 loops (16 bins/loop) utilized. The nonlinearity of the external ADC
had a negligible effect on the TDC, as it only affected the coarse stage, where the signal
amplitude was significantly greater than the ADC LSB. With a 12-bit resolution, the ADC
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LSB (800 µV) ensured reliable TDC performance. As a result, a 5-bit analog counter was
achieved, maintaining a good linearity throughout the injection steps.
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On the other hand, the resolution of the TDC was provided by the fine stage bin width
and its variation. The bin width variation was measured by performing a density test using
the SPAD dark count noise [26]. Figure 5 shows the differential nonlinearity (DNL) and
the integral nonlinearity (INL) obtained for the 16 bins. A similar behavior occurred for
other bin widths, but only one is shown for better understanding. The DNL variation was
consistently below a ±0.14 LSB, and the INL was always less than a ±0.4 LSB.
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Figure 5. Differential nonlinearity (DNL) and integral nonlinearity (INL) of the fine stage using a bias
resolution of 1.8 V.

The experimental characterization of bin width as a function of bias resolution is
presented in Figure 6. The mean bin size was determined as a function of the size of the
16 phases in the fine stage. The bin width could be programmed by controlling the Biasres
signal from 145 ps/bin up to 930 ps/bin, resulting in an overall time range from 74.3 ns to
476.5 ns, respectively. The data obtained from the DNL for each bias were used to calibrate
the resulting histogram and compensate for bin-to-bin variation.
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3. Results
Validation Experiments for a Fluorescence-Based Point-of-Care Device

The TDC chip was validated on a fluorescence lifetime measurement setup with
a SPAD detector. Fluorescence lifetime has been extensively used in several types of
PoC devices [34,35]. For prior verification, the SPAD sensor and its control logic were
not implemented on the TDC chip. Instead, the SPAD device used was obtained from a
previously fabricated chip with a low Dark Count Rate (DCR) process, previously described
in [36]. The SPAD chip consisted of a 16 × 16 SPAD array with a DCR of less than 1000 cps
measured at 90% of the camera. The pixel array had a pitch of 70 µm and a fill factor of
1.6%. The photodetection probability (PDP) was approximately 10% at room temperature,
with an excess bias voltage of 1.4 V. The SPAD chip incorporated active quenching based
on a two-transistor configuration. It allowed an efficient and fast recovery for a new trigger
operation. The SPAD was polarized at its breakdown voltage plus an overvoltage of up to
3.3 V. As explained before, the output signal of the SPAD chip was connected to the Eventext
of the TDC chip.

Figure 7 illustrates the cross-section of the PoC measuring chamber. This setup did
not involve any complex optical system. Thus, the design was simple and low-cost for
fluorescence signal detection. Simplicity and low cost are crucial for developing a PoC
device for molecular diagnosis. As an excitation source, we used L405P150 [37] and
PL520_B1 [38] laser diodes emitting at 405 nm and 520 nm with ~1.6 ns pulses, respectively.
By changing the excitation light, it was possible to measure a large variety of organic
and inorganic dyes because of the short pulse duration applied. The µ-Slide I Luer Glass
Bottom from Ibidi [39] was employed as the microfluidic platform for the fluorescence
measurements. A microfluidic channel with a volume of 62.5 µL and a height of 250 µm
was employed to achieve uniformity in the sample preparation process for the experiments.

Figure 8 shows an overview of the system and process flow used during the exper-
iments. The most sensitive and lowest-noise SPAD pixel was selected to maximize the
measurement accuracy. All measurements began with the excitation of the sample by
activating the laser with the FPGA. The detection of the emitted light was carried out by the
SPAD and synchronized with the TDC chip. There, the information regarding the arrival
time of the photon was digitized in histogram format and sent to the FPGA once more.
The storage and accumulation of the various arrival times were conducted in Cyclone IV.
Finally, the reconstructed histogram with the lifetime was transmitted to the computer for
visualization and further analysis.
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With this setup, we conducted two experiments. In the initial experiment, we em-
ployed three types of fluorescence dyes: Alexa FluorTM 546 streptavidin (from Thermo
Fisher Scientific, Waltham, MA, USA [40]) and Alexa FluorTM 568 streptavidin (from
Thermo Fisher Scientific, Waltham, MA, USA [41]), known for their photostability and
brightness in biological applications, and Quantum Dot (QD), specifically QD™ 705 ITK™
amino (PEG) (from Thermo Fisher Scientific, Waltham, MA, USA [42]), which is highly
stable and resists photobleaching under extensive excitation. These conjugates, both in
Phosphate Buffer Saline (PBS), emitted maximum fluorescence at 573 nm and 705 nm, re-
spectively. The lifetimes of Alexa Fluor (AF) 546, AF 568 and QD 705 were 4.1 ns, 3.6 ns [43]
and 70–100 ns [44], respectively.

Figure 9 shows the reconstructed histograms with the fluorescence decay measure-
ments. The TDC resolutions were 145 ps for AF 546 and 475 ps for QD 705, respectively,
which were enough to measure the lifetimes of both compounds. A total of 1 million
measurements were carried out, resulting in a total exposure time of 500 ms. The decay
of QD fluorophores exhibits a multi-exponential decay profile [45]. However, most of the
signal contribution occurred within the first tens of nanoseconds, where the decay curve
approximated a mono-exponential decay:

I(t) = I0·e
−t/

τ (2)

where I0 represents the fluorescence intensity at the initial time (t = 0) while τ denotes the
lifetime of the fluorophore. The lifetime of the fluorophore can be expressed as the inverse
of the slope linearized in Equation (2). Taking this into consideration, linear fits were
performed on the decay curves within the second region of each curve. The initial region
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was not eligible for consideration, as it correlated with the laser pulse. The cut-off point for
the fitted data was established at three times the noise level for each concentration [37]. The
resulting lifetimes for each dye were found to be 4.5 ns ± 70 ps (AF 546), 3.4 ns ± 190 ps
(AF 568) and 79.7 ns ± 20 ps (QD 705), which aligns with the literature-reported values.
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Figure 9. Decay times for QD 705, AF 546 and AF568 at a concentration of 1 µM. The application
of the Savitzky–Golay filter in the post-processing step proved advantageous for high-resolution
signals, enabling more precise measurements despite the intrinsic noise associated with the TDC.

The second experiment focused on measuring the decay profiles of QDs of various
concentrations. For this, the QD preparations were diluted to a concentration of 1 µM in
PBS. Figure 10 presents the histograms for the fluorescence decay measurements performed
on fluorophore solutions at different concentrations alongside the Instrument Response
Function (IRF). The IRF determines when laser influence on decay becomes negligible.
Observations indicated that beyond 40 ns, the effect of the laser tail was minimal. The
average lifetime measured was 78.7 ± 0.8 ns for all concentrations, as expected.
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4. Discussion

The principal objective of this work was to develop and demonstrate a mixed-signal
TDC that employs analog storage to create an area-efficient design. The use of analog
storage allowed for a notable reduction in TDC occupancy without any compromise to per-
formance, making it an ideal solution for applications such as time-resolved measurements.

This study developed a mixed-signal TDC integrated into a circuit that occupied a
total area of only 18.3 µm × 36.5 µm. For purposes of comparison, previous research
is presented in Table 1. As commented before, the fine and coarse module strategy is a
widely utilized approach. In references [46,47], the authors demonstrated an all-digital
implementation with a compact area using 3-bit and 4-bit delay lines for the fine stage,
respectively, and 7-bit and 6-bit ripple counters for the coarse stage. In [48], the coarse stage
was increased to 9 bits, which resulted in an increased area. A mixed-signal TDC approach
was implemented in [49] using a ring oscillator and a multi-bit interpolation scheme. The
circuit was designed to capture the intermediate points within each ring oscillator cycle.
The circuit was compact because it integrated custom-designed registers in the coarse stage,
achieving an 8-bit TDC capable of measuring up to 50 ns with a precision of 240 ps. Our
mixed-signal design demonstrated reduction of the area required by approximately 65%
or more when compared to digital designs. The use of the analog coarse stage, based
on an analog counter in conjunction with the fine stage (ring oscillator), facilitated the
implementation of a more compact design while simultaneously offering high performance
(9 bits) without an increase in the requisite area compared to [49]. The integrated circuit
allowed measuring of a wide temporal range of up to 403 ns (from 74 ns to 477 ns). This
feature allowed adaptation of the TDC configuration to different environmental conditions
and measurement requirements, thus reducing the need for separate TDC designs. The
experimental results demonstrated an INL of 0.35/0.14 LSB and a DNL of 0.14/−0.12 LSB.
In addition, the TDC can support the construction of histograms with up to 512 bins,
thereby demonstrating its ability to cover a wide temporal measurement range.

Table 1. Performance comparison of recent TDCs.

Reference [46] [47] [48] [49] This Work

CMOS Technology (nm) 130 130 180 150 150
Year 2011 2012 2019 2020 2024

Area (µm2) 2244 2000 6000 402.7 699.9 a

Norm. for Process (a.u.) b 132.8 k 118.3 k 185.2 k 17.9 k 31.1 k
DNLp-p (LSB) 0.6 0.4 1.26 1.28 0.37
INLp-p (LSB) 4 1.2 1.23 1.92 0.54

Resolution (ps) 55 119 417 210 145–931

Depth (bits) 7 (coarse)
3 (fine)

6 (coarse)
4 (fine)

9 (coarse)
3 (fine)

6 (coarse)
2 (fine)

5 (coarse)
4 (fine)

Range (ns) 55 100 - 53 74–477

a The on-chip area only covered up to the digital fine stage and the analog counters, not the ADC. b The area
was normalized for the process in order to facilitate a comparative analysis of implementations across different
technology nodes (Area/Process2).

Digital TDCs require larger areas and are more constrained in terms of scalability
when compared to mixed-signal implementation. The results indicate that mixed-signal
TDC with analog storage achieves significant area efficiency, making it a viable option for
integration into large SPAD arrays. The INL and DNL metrics suggest that the analog
storage approach does not sacrifice accuracy or precision. The TDC configuration permits
precise resolution adjustment directly on the chip. The versatility of this structure allows it
to be employed in other applications where longer flight times are typical. Furthermore,
in the case of lower temporal resolution, it remains less than a nanosecond, which is
sufficiently precise for these applications (LiDAR, FLIM, quantum optics). The validation
of the TDC on a PoC for fluorescence lifetime measurements demonstrated its capacity to
differentiate between lifetimes of approximately 4 ns and 80 ns using the QD 705, AF 546
and AF 568 dyes, respectively.
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Successful validation on a PoC device for fluorescence lifetime measurements un-
derscores the practical applicability of the proposed TDC design in real-world medical
diagnostics. The PoC illustrates the capability of the TDC to resolve substantial lifetime
variations in fluorophores. In addition, the device was shown to be effective in resolving
very close lifetimes with a difference of less than 1 ns, which aligns with recent research
indicating that lifetime resolution is also required [50]. Provided that a sufficient signal
is available and it remains outside the decay range of the instrument response, the SPAD
sensor should perform without issues [51]. Regarding the precision of the TDC, it is impor-
tant to note that the external setup is also adequate and the histogram can be processed
in the same manner as described in [50]. This guarantees that the system is capable of
detecting fluorophores with small lifetime differences, provided that the requisite illumi-
nation conditions are met. However, our system was limited by the PoC’s inability to
excite multiple wavelengths simultaneously, highlighting the need for a new design to
incorporate this capability.

5. Conclusions

A temporal domain circuit, fabricated in an ASIC, has been developed and demon-
strated to be both compact and highly resolved. It has been validated for time-resolved
fluorescence detection applications, employing a hybrid approach that integrates digi-
tal and analog circuits. The digital part consists of 8 channels and allows fine-tuning of
the resolution from ~145 ps up to ~931 ps. The analog part has the potential to expand
the measurement range of the circuit while maintaining a low area. Therefore, we have
demonstrated a highly versatile circuit for performing histograms of up to 512 bins with an
exceptional measurement time range from 74 ns up to 477 ns in a compact design of only
18.3 µm × 36.5 µm.

In our validation setup, this architecture allows for the efficient detection and char-
acterization of a wide range of fluorescent compounds. The system was successfully
employed to measure short and large fluorophores with resulting lifetimes of 3.4 ns, 4.5 ns
and 78.7 ns, demonstrating its capability for a wide range of applications based on fluores-
cence measurements and imaging. In addition to measuring different lifetimes, the results
demonstrate that the system can reconstruct fluorescence decays from very small sample
concentrations (1/32 = 62.5 nM) without requiring a complex optical setup or components.
Nevertheless, the current detection limit is constrained by the SPAD noise.

Consequently, the circuit is well-suited for integration into a camera that could be part
of a compact, robust and simple PoC setup. Conversely, the high temporal resolution and
the wide measurement range allow the exploration of other fields of application, including
fluorescence microscopy based on microdisplay, LiDAR and so forth.

Author Contributions: Design and conceptualization of the CMOS circuits, S.M., V.M. and A.D.;
PCB design, S.M.; PoC construction, S.M. and J.C.; software and firmware, S.M. and J.C.; validation,
S.M.; writing—original draft preparation, S.M.; writing—review and editing, A.D.; supervision,
A.D.; funding acquisition, A.D. All authors have read and agreed to the published version of
the manuscript.

Funding: This work has received funding from Grants PID2019-105714RB-I00, PID2022-136833OB-
C21 and PDC2023-145805-I00, funded by MICIU/AEI/10.13039/501100011033 and from the Euro-
pean Regional Development Fund and the European Union NextGenerationEU/PRTR.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The original contributions presented in this study are included in this
article; further inquiries can be directed to the corresponding authors.

Conflicts of Interest: The authors declare no conflicts of interest.



Sensors 2024, 24, 5763 12 of 14

References
1. Yokota, H.; Fukasawa, A.; Hirano, M.; Ide, T. Low-Light Photodetectors for Fluorescence Microscopy. Appl. Sci. 2021, 11, 2773.

[CrossRef]
2. Ghezzi, A.; Farina, A.; Bassi, A.; Valentini, G.; Labanca, I.; Acconcia, G.; Rech, I.; D’Andrea, C. Multispectral Compressive

Fluorescence Lifetime Imaging Microscopy with a SPAD Array Detector. Opt. Lett. 2021, 46, 1353. [CrossRef] [PubMed]
3. Zickus, V.; Wu, M.-L.; Morimoto, K.; Kapitany, V.; Fatima, A.; Turpin, A.; Insall, R.; Whitelaw, J.; Machesky, L.; Bruschini, C.;

et al. Fluorescence Lifetime Imaging with a Megapixel SPAD Camera and Neural Network Lifetime Estimation. Sci. Rep. 2020,
10, 20986. [CrossRef] [PubMed]

4. Smith, J.T.; Rudkouskaya, A.; Gao, S.; Gupta, J.M.; Ulku, A.; Bruschini, C.; Charbon, E.; Weiss, S.; Barroso, M.; Intes, X.; et al.
In Vitro and In Vivo NIR Fluorescence Lifetime Imaging with a Time-Gated SPAD Camera. Optica 2022, 9, 532. [CrossRef]

5. Xiao, D.; Zang, Z.; Wang, Q.; Jiao, Z.; Della Rocca, F.M.; Chen, Y.; Li, D.D.U. Smart Wide-Field Fluorescence Lifetime Imaging
System with CMOS Single-Photon Avalanche Diode Arrays. In Proceedings of the 2022 44th Annual International Conference of
the IEEE Engineering in Medicine & Biology Society (EMBC), Glasgow, Scotland, 11–15 September 2022; IEEE: Piscataway, NJ,
USA, 2022; pp. 1887–1890.

6. Erdogan, A.T.; Al Abbas, T.; Finlayson, N.; Hopkinson, C.; Gyongy, I.; Almer, O.; Dutton, N.A.W.; Henderson, R.K. A High
Dynamic Range 128 × 120 3-D Stacked CMOS SPAD Image Sensor SoC for Fluorescence Microendoscopy. IEEE J. Solid-State
Circuits 2022, 57, 1649–1660. [CrossRef]

7. Talala, T.; Kaikkonen, V.A.; Keranen, P.; Nikkinen, J.; Harkonen, A.; Savitski, V.G.; Reilly, S.; Dziechciarczyk, U.; Kemp, A.J.;
Guina, M.; et al. Time-Resolved Raman Spectrometer With High Fluorescence Rejection Based on a CMOS SPAD Line Sensor and
a 573-Nm Pulsed Laser. IEEE Trans. Instrum. Meas. 2021, 70, 6004110. [CrossRef]

8. Talala, T.; Parkkinen, E.; Nissinen, I. CMOS SPAD Line Sensor With Fine-Tunable Parallel Connected Time-to-Digital Converters
for Raman Spectroscopy. IEEE J. Solid-State Circuits 2023, 58, 1350–1361. [CrossRef]

9. Bruschini, C.E.; Charbon, E. A Review of Recent Developments on CMOS Single-Photon Avalanche Diode-Based Cameras
for Biomedical Time-Resolved Applications. In Proceedings of the Reporters, Markers, Dyes, Nanoparticles, and Molecular
Probes for Biomedical Applications XV, San Francisco, CA, USA, 30–31 January 2024; Raghavachari, R., Berezin, M.Y., Eds.; SPIE:
Bellingham, WA, USA, 2024; p. 25.

10. Dalla Mora, A.; Tosi, A.; Zappa, F.; Cova, S.; Contini, D.; Pifferi, A.; Spinelli, L.; Torricelli, A.; Cubeddu, R. Fast-Gated Single-
Photon Avalanche Diode for Wide Dynamic Range Near Infrared Spectroscopy. IEEE J. Sel. Top. Quantum Electron. 2010,
16, 1023–1030. [CrossRef]

11. Bruschini, C.; Homulle, H.; Antolovic, I.M.; Burri, S.; Charbon, E. Single-Photon Avalanche Diode Imagers in Biophotonics:
Review and Outlook. Light. Sci. Appl. 2019, 8, 87. [CrossRef]

12. Palubiak, D.; El-Desouki, M.M.; Marinov, O.; Deen, M.J.; Fang, Q. High-Speed, Single-Photon Avalanche-Photodiode Imager for
Biomedical Applications. IEEE Sens. J. 2011, 11, 2401–2412. [CrossRef]

13. Hirvonen, L.M.; Suhling, K. Wide-Field TCSPC: Methods and Applications. Meas. Sci. Technol. 2017, 28, 012003. [CrossRef]
14. Wang, Z.; Huang, C.; Wu, J. A review of cmos time-to-digital converter. J. Circuits Syst. Comput. 2014, 23, 1430001. [CrossRef]
15. Villa, F.; Lussana, R.; Bronzi, D.; Tisa, S.; Tosi, A.; Zappa, F.; Dalla Mora, A.; Contini, D.; Durini, D.; Weyers, S.; et al. CMOS

Imager with 1024 SPADs and TDCs for Single-Photon Timing and 3-D Time-of-Flight. IEEE J. Sel. Top. Quantum Electron. 2014,
20, 364–373. [CrossRef]

16. Niclass, C.; Favi, C.; Kluter, T.; Gersbach, M.; Charbon, E. A 128 × 128 Single-Photon Image Sensor With Column-Level 10-Bit
Time-to-Digital Converter Array. IEEE J. Solid-State Circuits 2008, 43, 2977–2989. [CrossRef]

17. Tancock, S.; Arabul, E.; Dahnoun, N. A Review of New Time-to-Digital Conversion Techniques. IEEE Trans. Instrum. Meas. 2019,
68, 3406–3417. [CrossRef]

18. Mattada, M.P.; Guhilot, H. Time-to-digital Converters—A Comprehensive Review. Int. J. Circuit Theory Appl. 2021, 49, 778–800.
[CrossRef]

19. Machado, R.; Cabral, J.; Alves, F.S. Recent Developments and Challenges in FPGA-Based Time-to-Digital Converters. IEEE Trans.
Instrum. Meas. 2019, 68, 4205–4221. [CrossRef]

20. Zhang, C.; Lindner, S.; Antolovic, I.M.; Mata Pavia, J.; Wolf, M.; Charbon, E. A 30-Frames/s, 252 × 144 SPAD Flash LiDAR
With 1728 Dual-Clock 48.8-Ps TDCs, and Pixel-Wise Integrated Histogramming. IEEE J. Solid-State Circuits 2019, 54, 1137–1151.
[CrossRef]

21. Arvani, F.; Carusone, T.C.; Rogers, E.S. TDC Sharing in SPAD-Based Direct Time-of-Flight 3D Imaging Applications.
In Proceedings of the 2019 IEEE International Symposium on Circuits and Systems (ISCAS), Sapporo, Japan, 26–29 May 2019;
IEEE: Piscataway, NJ, USA, 2019; pp. 1–5.

22. Field, R.M.; Realov, S.; Shepard, K.L. A 100 Fps, Time-Correlated Single-Photon-Counting-Based Fluorescence-Lifetime Imager in
130 Nm CMOS. IEEE J. Solid-State Circuits 2014, 49, 867–880. [CrossRef]

23. Villa, F.; Markovic, B.; Bellisai, S.; Bronzi, D.; Tosi, A.; Zappa, F.; Tisa, S.; Durini, D.; Weyers, S.; Paschen, U.; et al. SPAD Smart Pixel
for Time-of-Flight and Time-Correlated Single-Photon Counting Measurements. IEEE Photonics J. 2012, 4, 795–804. [CrossRef]

24. Perenzoni, M.; Massari, N.; Gasparini, L.; Garcia, M.M.; Perenzoni, D.; Stoppa, D. A Fast 50 × 40-Pixels Single-Point DTOF SPAD
Sensor With Photon Counting and Programmable ROI TDCs, With σ < 4 Mm at 3 m up to 18 Klux of Background Light. IEEE
Solid-State Circuits Lett. 2020, 3, 86–89. [CrossRef]

https://doi.org/10.3390/app11062773
https://doi.org/10.1364/OL.419381
https://www.ncbi.nlm.nih.gov/pubmed/33720185
https://doi.org/10.1038/s41598-020-77737-0
https://www.ncbi.nlm.nih.gov/pubmed/33268900
https://doi.org/10.1364/OPTICA.454790
https://doi.org/10.1109/JSSC.2022.3150721
https://doi.org/10.1109/TIM.2021.3054679
https://doi.org/10.1109/JSSC.2022.3212549
https://doi.org/10.1109/JSTQE.2009.2035823
https://doi.org/10.1038/s41377-019-0191-5
https://doi.org/10.1109/JSEN.2011.2123090
https://doi.org/10.1088/1361-6501/28/1/012003
https://doi.org/10.1142/S0218126614300013
https://doi.org/10.1109/JSTQE.2014.2342197
https://doi.org/10.1109/JSSC.2008.2006445
https://doi.org/10.1109/TIM.2019.2936717
https://doi.org/10.1002/cta.2936
https://doi.org/10.1109/TIM.2019.2938436
https://doi.org/10.1109/JSSC.2018.2883720
https://doi.org/10.1109/JSSC.2013.2293777
https://doi.org/10.1109/JPHOT.2012.2198459
https://doi.org/10.1109/LSSC.2020.3005760


Sensors 2024, 24, 5763 13 of 14

25. Henderson, R.K.; Johnston, N.; Chen, H.; Li, D.D.-U.; Hungerford, G.; Hirsch, R.; McLoskey, D.; Yip, P.; Birch, D.J.S. A 192 × 128
Time Correlated Single Photon Counting Imager in 40 nm CMOS Technology. In Proceedings of the ESSCIRC 2018—IEEE 44th
European Solid State Circuits Conference (ESSCIRC), Dresden, Germany, 3–6 September 2018; IEEE: Piscataway, NJ, USA, 2018;
pp. 54–57.

26. Erdogan, A.T.; Walker, R.; Finlayson, N.; Krstajic, N.; Williams, G.; Girkin, J.; Henderson, R. A CMOS SPAD Line Sensor
With Per-Pixel Histogramming TDC for Time-Resolved Multispectral Imaging. IEEE J. Solid-State Circuits 2019, 54, 1705–1719.
[CrossRef]

27. Panina, E.; Pancheri, L.; Dalla Betta, G.-F.; Massari, N.; Stoppa, D. Compact CMOS Analog Counter for SPAD Pixel Arrays. IEEE
Trans. Circuits Syst. II Express Briefs 2014, 61, 214–218. [CrossRef]

28. Dieguez, A.; Canals, J.; Franch, N.; Dieguez, J.; Alonso, O.; Vila, A. A Compact Analog Histogramming SPAD-Based CMOS Chip
for Time-Resolved Fluorescence. IEEE Trans. Biomed. Circuits Syst. 2019, 13, 343–351. [CrossRef] [PubMed]

29. Pancheri, L.; Massari, N.; Stoppa, D. SPAD Image Sensor With Analog Counting Pixel for Time-Resolved Fluorescence Detection.
IEEE Trans. Electron Devices 2013, 60, 3442–3449. [CrossRef]

30. Rajalingam, P.; Jayakumar, S.; Routray, S. Design and Analysis of Low Power and High Frequency Current Starved Sleep Voltage
Controlled Oscillator for Phase Locked Loop Application. Silicon 2021, 13, 2715–2726. [CrossRef]

31. AD7274. Available online: https://www.mouser.es/ProductDetail/Analog-Devices/AD7274?qs=%252BEew9%252B0nqrDFn8
D0j2eBuw== (accessed on 23 July 2024).

32. DE0-Nano Development and Education Board. Available online: https://www.terasic.com.tw/cgi-bin/page/archive.pl?
Language=English&No=593 (accessed on 23 July 2024).

33. Sui, T.; Zhao, Z.; Xie, S.; Xie, Y.; Zhao, Y.; Huang, Q.; Xu, J.; Peng, Q. A 2.3-Ps RMS Resolution Time-to-Digital Converter
Implemented in a Low-Cost Cyclone V FPGA. IEEE Trans. Instrum. Meas. 2019, 68, 3647–3660. [CrossRef]

34. Tian, Y.; Yan, W.; Wei, L.; Ho, D. Low Detection Limit Time-Correlated Single Photon Counting Lifetime Analytical System for
Point-of-Care Applications. IEEE Access 2019, 7, 18256–18266. [CrossRef]

35. Thapa, P.; Singh, V.; Gupta, K.; Shrivastava, A.; Kumar, V.; Kataria, K.; Mishra, P.R.; Mehta, D.S. Point-of-care Devices Based on
Fluorescence Imaging and Spectroscopy for Tumor Margin Detection during Breast Cancer Surgery: Towards Breast Conservation
Treatment. Lasers Surg. Med. 2023, 55, 423–436. [CrossRef]

36. Franch Masdeu, N. Development of a Nano-Illumination Microscope. Ph.D. Thesis, Universitat de Barcelona, Barcelona, Spain,
2022.

37. Canals, J.; Franch, N.; Alonso, O.; Vilà, A.; Diéguez, A. A Point-of-Care Device for Molecular Diagnosis Based on CMOS SPAD
Detectors with Integrated Microfluidics. Sensors 2019, 19, 445. [CrossRef]

38. Laser Diodes Green Laser Diode 520 nm, 30 mW. Available online: https://eu.mouser.com/ProductDetail/ams-OSRAM/PL-52
0_B1_2?qs=P%252BGkiCIryJuOxJrFamAdJQ== (accessed on 10 May 2024).

39. M-Slide I Luer Glass Bottom. Available online: https://ibidi.com/channel-slides/244-4645--slide-i-luer-glass-bottom.html#
/29-surface_modification-15h_170_%C2%B5m_5_%C2%B5m_d_263_m_schott_glass_sterilized/33-pcs_box-15_individually_
packed/318-channel_version_channel_height-02_channel_height_250_%C2%B5m (accessed on 10 May 2024).

40. Streptavidin, Alexa FluorTM 546 Conjugate. Available online: https://www.thermofisher.com/order/catalog/product/S11225
?SID=srch-srp-S11225 (accessed on 10 May 2024).

41. Streptavidin, Alexa FluorTM 568 Conjugate. Available online: https://www.thermofisher.com/order/catalog/product/es/en/
S11226 (accessed on 31 August 2024).

42. QdotTM 705 ITKTM Amino (PEG) Quantum Dots. Available online: https://www.thermofisher.com/order/catalog/product/
Q21561MP?SID=srch-srp-Q21561MP (accessed on 19 March 2024).

43. Fluorescence Quantum Yields (QY) and Lifetimes (τ) for Alexa Fluor Dyes. Available online: https://www.thermofisher.com/
es/en/home/references/molecular-probes-the-handbook/tables/fluorescence-quantum-yields-and-lifetimes-for-alexa-fluor-
dyes.html (accessed on 16 May 2024).

44. Holton, M.D.; Silvestre, O.F.; Errington, R.J.; Smith, P.J.; Rees, P.; Summers, H.D. Fluorescence Lifetime Based Contrast Imaging
Using Variable Period Excitation Pulse Trains. In Proceedings of the Multiphoton Microscopy in the Biomedical Sciences IX, San
Jose, CA, USA, 24–29 January 2009; Periasamy, A., So, P.T.C., Eds.; SPIE: Bellingham, WA, USA, 2009; p. 718321.

45. Resch-Genger, U.; Grabolle, M.; Cavaliere-Jaricot, S.; Nitschke, R.; Nann, T. Quantum Dots versus Organic Dyes as Fluorescent
Labels. Nat. Methods 2008, 5, 763–775. [CrossRef]

46. Veerappan, C.; Richardson, J.; Walker, R.; Li, D.-U.; W Fishburn, M.; Maruyama, Y.; Stoppa, D.; Borghetti, F.; Gersbach, M.; K
Henderson, R.; et al. A 160×128 Single-Photon Image Sensor with on-Pixel 55ps 10b Time-to-Digital Converter. In Proceedings of
the IEEE International Solid-State Circuits Conference, San Francisco, CA, USA, 20–24 February 2011; IEEE: Piscataway, NJ, USA,
2011; pp. 312–314.

47. Gersbach, M.; Maruyama, Y.; Trimananda, R.; Fishburn, M.W.; Stoppa, D.; Richardson, J.A.; Walker, R.; Henderson, R.; Charbon, E.
A Time-Resolved, Low-Noise Single-Photon Image Sensor Fabricated in Deep-Submicron CMOS Technology. IEEE J. Solid-State
Circuits 2012, 47, 1394–1407. [CrossRef]

48. Seo, H.; Choi, J. Histogram-based Mixed-signal Time-to-digital-converter Array for Direct Time-of-flight Depth Sensors.
Electron. Lett. 2019, 55, 310–312. [CrossRef]

https://doi.org/10.1109/JSSC.2019.2894355
https://doi.org/10.1109/TCSII.2014.2312094
https://doi.org/10.1109/TBCAS.2019.2892825
https://www.ncbi.nlm.nih.gov/pubmed/30640628
https://doi.org/10.1109/TED.2013.2276752
https://doi.org/10.1007/s12633-020-00619-7
https://www.mouser.es/ProductDetail/Analog-Devices/AD7274?qs=%252BEew9%252B0nqrDFn8D0j2eBuw==
https://www.mouser.es/ProductDetail/Analog-Devices/AD7274?qs=%252BEew9%252B0nqrDFn8D0j2eBuw==
https://www.terasic.com.tw/cgi-bin/page/archive.pl?Language=English&No=593
https://www.terasic.com.tw/cgi-bin/page/archive.pl?Language=English&No=593
https://doi.org/10.1109/TIM.2018.2880940
https://doi.org/10.1109/ACCESS.2019.2896640
https://doi.org/10.1002/lsm.23651
https://doi.org/10.3390/s19030445
https://eu.mouser.com/ProductDetail/ams-OSRAM/PL-520_B1_2?qs=P%252BGkiCIryJuOxJrFamAdJQ==
https://eu.mouser.com/ProductDetail/ams-OSRAM/PL-520_B1_2?qs=P%252BGkiCIryJuOxJrFamAdJQ==
https://ibidi.com/channel-slides/244-4645--slide-i-luer-glass-bottom.html#/29-surface_modification-15h_170_%C2%B5m_5_%C2%B5m_d_263_m_schott_glass_sterilized/33-pcs_box-15_individually_packed/318-channel_version_channel_height-02_channel_height_250_%C2%B5m
https://ibidi.com/channel-slides/244-4645--slide-i-luer-glass-bottom.html#/29-surface_modification-15h_170_%C2%B5m_5_%C2%B5m_d_263_m_schott_glass_sterilized/33-pcs_box-15_individually_packed/318-channel_version_channel_height-02_channel_height_250_%C2%B5m
https://ibidi.com/channel-slides/244-4645--slide-i-luer-glass-bottom.html#/29-surface_modification-15h_170_%C2%B5m_5_%C2%B5m_d_263_m_schott_glass_sterilized/33-pcs_box-15_individually_packed/318-channel_version_channel_height-02_channel_height_250_%C2%B5m
https://www.thermofisher.com/order/catalog/product/S11225?SID=srch-srp-S11225
https://www.thermofisher.com/order/catalog/product/S11225?SID=srch-srp-S11225
https://www.thermofisher.com/order/catalog/product/es/en/S11226
https://www.thermofisher.com/order/catalog/product/es/en/S11226
https://www.thermofisher.com/order/catalog/product/Q21561MP?SID=srch-srp-Q21561MP
https://www.thermofisher.com/order/catalog/product/Q21561MP?SID=srch-srp-Q21561MP
https://www.thermofisher.com/es/en/home/references/molecular-probes-the-handbook/tables/fluorescence-quantum-yields-and-lifetimes-for-alexa-fluor-dyes.html
https://www.thermofisher.com/es/en/home/references/molecular-probes-the-handbook/tables/fluorescence-quantum-yields-and-lifetimes-for-alexa-fluor-dyes.html
https://www.thermofisher.com/es/en/home/references/molecular-probes-the-handbook/tables/fluorescence-quantum-yields-and-lifetimes-for-alexa-fluor-dyes.html
https://doi.org/10.1038/nmeth.1248
https://doi.org/10.1109/JSSC.2012.2188466
https://doi.org/10.1049/el.2018.7914


Sensors 2024, 24, 5763 14 of 14

49. Zarghami, M.; Gasparini, L.; Parmesan, L.; Moreno-Garcia, M.; Stefanov, A.; Bessire, B.; Unternahrer, M.; Perenzoni, M.
A 32 × 32-Pixel CMOS Imager for Quantum Optics with Per-SPAD TDC, 19.48% Fill-Factor in a 44.64-Mm Pitch Reaching 1-MHz
Observation Rate. IEEE J. Solid-State Circuits 2020, 55, 2819–2830. [CrossRef]

50. Gao, L.; Ma, Y.; Huang, L.; Sen, C.; Burri, S.; Polytechnique, E.; De Lausanne, F.; Bruschini, C.; Yang, X.; Cameron, R.; et al.
Light-Eld Tomographic Uorescence Lifetime Imaging Microscopy. Res. Sq. 2023. [CrossRef]

51. Bronzi, D.; Villa, F.; Tisa, S.; Tosi, A.; Zappa, F. SPAD Figures of Merit for Photon-Counting, Photon-Timing, and Imaging
Applications: A Review. IEEE Sens. J. 2016, 16, 3–12. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1109/JSSC.2020.3005756
https://doi.org/10.21203/rs.3.rs-2883279/v1
https://doi.org/10.1109/JSEN.2015.2483565

	Introduction 
	Materials and Methods 
	Design Description 
	Experimental Characterization 

	Results 
	Discussion 
	Conclusions 
	References

