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A B S T R A C T 

Characterizing pre-stellar cores in star-forming regions is an important step towards the validation of theoretical models of star 
formation. Due to their sub-arcsecond resolution, ALMA observations can potentially provide samples of pre-stellar cores up 

to distances of a few kpc, where regions of massive star formation can be targeted. Ho we v er, the e xtraction of real cores from 

dust-continuum observations of turb ulent star -forming clouds is affected by complex projection effects. In this work, we study 

the problem of core extraction both in the idealized case of column-density maps and in the more realistic case of synthetic 
1.3 mm ALMA observations. The analysis is carried out on 12 regions of high column density from our 250 pc simulation. We 
find that derived core masses are highly unreliable, with only a weak correlation between the masses of cores selected in the 
synthetic ALMA maps and those of the corresponding three-dimensional cores. The fraction of real three-dimensional cores 
detected in the synthetic maps increases monotonically with mass and remains al w ays below 50 per cent. Abo v e ∼ 1 M �, the 
core mass function derived from the column-density maps is steeper than that of the three-dimensional cores, while the core 
mass function from the synthetic ALMA maps has a slope closer to that of the real three-dimensional cores. Because of the mass 
uncertainties, proper guidance from realistic simulations is essential if ALMA observations of protoclusters at kpc distances are 
to be used to test star formation models. 

Key words: MHD – turbulence – stars: formation – stars: luminosity function, mass function. 
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 I N T RO D U C T I O N  

he relation between the mass of a pre-stellar core and that of the
tar it forms is an important prediction of theoretical models of star
ormation. On the one hand, in the core-collapse model (McKee &
an 2002 , 2003 ) and in some models of the initial mass function
IMF) of stars (e.g. Hennebelle & Chabrier 2008 ; Hopkins 2012 ), it
s assumed that the stellar mass reservoir is fully contained in a bound
re-stellar core. On the other hand, in the competitive accretion model
Zinnecker 1982 ; Bonnell et al. 2001a , b ), most of the stellar mass is
ccreted o v er time from a larger gas reservoir shared with other stars,
ith an accretion rate that depends on the mass of the star. Numerical

imulations of star formation under turbulent conditions consistent
ith Larson’s velocity–size relation (e.g. Larson 1981 ; Heyer &
runt 2004 ) and with virial parameter of order unity seem to rule
ut both models (Padoan, Haugbølle & Nordlund 2014 ; Pelkonen
t al. 2021 ) and to suggest an alternative scenario, the inertial-inflow
odel , where the pre-stellar core contains only a fraction of the
nal stellar mass, while the remaining mass is brought to the star
rom larger scale by pre-existing converging flows (Padoan et al.
020 ; Pelkonen et al. 2021 ). The IMF model of Padoan & Nordlund
 2002 ) is consistent with this alternative scenario, as the final stellar
ass is determined by pre-e xisting conv erging flows, and can be
 E-mail: ppadoan@icc.ub.edu (PP); veli.matti.pelkonen@icc.ub.edu (VMP) 
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uch larger than the critical mass, particularly towards larger stellar
asses (Padoan & Nordlund 2011 ). 
Observations do not directly constrain the relation between the

nal mass of a star and the mass of its pre-stellar core; they only
ffer us a single time snapshot with an ensemble of cores and young
tars. The masses of cores and stars can only be related statistically,
y comparing the core mass function (CMF) with the stellar IMF
Salpeter 1955 ; Kroupa 2001 ; Chabrier 2005 ). Observations of
earby star-forming regions seem to indicate that the CMF has a
imilar shape as the stellar IMF, which is often interpreted as evidence
n fa v our of the core-collapse model (e.g. Motte, Andre & Neri
998 ; Alves, Lombardi & Lada 2007 ; Enoch et al. 2007 ; Nutter &
ard-Thompson 2007 ; K ̈on yv es et al. 2010 , 2015 , 2020 ; Marsh

t al. 2016 ; Sokol et al. 2019 ; Ladjelate et al. 2020 ; Takemura et al.
021 , 2023 ). Ho we ver, in more distant regions of high-mass star
ormation, Herschel ’s observations (Tig ́e et al. 2017 ) and, more
onclusiv ely, interferometric surv e ys (e.g. Sanhueza et al. 2017 ,
019 ; Kong 2019 ; Li et al. 2019 ; Pillai et al. 2019 ; Servajean
t al. 2019 ) have revealed a scarcity of massive pre-stellar cores,
mplying that the mass reservoir to form high-mass stars is spread
 v er larger scales, in contrast with the core-collapse model. To further
omplicate the picture, in some of the most e xtreme re gions of high-
ass star formation, the CMF at intermediate and large masses is

ometimes found to be a shallo wer po wer law than the stellar IMF
Motte, Bontemps & Louvet 2018b ; Pouteau et al. 2022 ), which
ould imply either core fragmentation or a shallower IMF in such

egions. The observational constraints on theoretical models rely on
© 2023 The Author(s) 
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he statistical significance of the estimated values of the turno v er
ass and slope of the CMF. These values can be quite uncertain,

s the turno v er mass is often close to the completeness limit of the
urv e ys and both turno v er and slope can depend on the core-selection
lgorithm and may be affected by projection artefacts. The goal of
his work is to assess the reliability of CMFs derived from ALMA
ust-continuum observations of Galactic protoclusters. As a test bed, 
e use our 250 pc star formation simulation driven self-consistently 
y supernova (SN) explosions (Pan et al. 2016 ; Padoan et al. 2016a ,
 , 2017 ). The maximum resolution of the simulation is 0.0076 pc,
dequate to address ALMA observations of Galactic protoclusters 
t a resolution of order 0.01 pc, such as those of the ALMA-IMF
arge Program (Ginsburg et al. 2022 ; Motte et al. 2022 ; Pouteau
t al. 2022 ). Although the turno v er mass of the CMF is not fully
esolved at this resolution (e.g. Pelkonen et al. 2021 ), the simulation is
ealistic enough to allow us to test the relation between cores selected
rom two-dimensional (2D) projections, as in the observations, and 
eal cores selected from the corresponding three-dimensional (3D) 
olumes, irrespective of the actual value of the turno v er mass. 

We first analyse column-density maps obtained from the simula- 
ion, and then synthetic 1.3 mm dust-continuum maps computed with 
he radiative transfer code SOC (Juvela 2019 ). We aim at reproducing
 synthetic ALMA data set and an analysis pipeline as close as
ossible to that of the ALMA-IMF Large Program (Ginsburg et al. 
022 ; Motte et al. 2022 ; Pouteau et al. 2022 ). As in Pouteau et al.
 2022 ), the cores are extracted with the GETSF code (Men’shchikov
021a ). Cores are also extracted from the corresponding 3D volumes 
ith a dendrogram analysis (Padoan et al. 2007 ; Rosolowsky et al.
008 ) and compared with the sample of 2D cores from GETSF . The
omparison shows that the 2D cores present a highly incomplete 
iew of the sample of real 3D cores, are sometimes observational 
rtefacts from projection effects, and have masses poorly correlated 
ith those of the corresponding 3D cores. 
The paper is organized as follows. In the next section we briefly

ummarize the simulation and in Section 3 we describe the selection 
nd the general properties of the column density maps. The compu- 
ation of the synthetic observations is presented in Section 4 and the
xtraction of cores in both 2D and 3D is described in Section 5 . The
esults from the analysis of both column-density maps and synthetic 
bservations is presented in Section 6 . A discussion of our results,
nd their significance with respect to recent findings from the ALMA- 
MF Large Program, is given in Section 7 , and the main conclusions
re summarized in Section 8 . 

 SIMULATION  

he test bed for this work is a sample of protocluster regions found
n our 250 pc star formation simulation driven self-consistently by 
Ne. The simulation has been continuously run, during the past 3 yr,
nder a multiyear PRACE. 1 project, until it reached approximately 
5 Myr of evolution under self-gravity. It describes an ISM region of
ize L box = 250 pc and total mass M box = 1.9 × 10 6 M �, where the
urbulence is driven by SNe alone. Given the large time and spatial
cales, the simulation develops many regions where high-mass stars 
re formed, including several stellar clusters. 

The simulation has been shown to generate star-forming clouds 
ith realistic observational properties, including kinematics, life- 

imes, and star formation rates (Padoan et al. 2016a , b ; Lu et al.
020 ). It has also been used to study the statistical properties of 
 Partnership for Advanced Computing in Europe 

b  

s
1  
N-driv en turbulence (P an et al. 2016 ; P adoan et al. 2016a ), to
ropose the new Inertial-Inflow scenario for the formation of massive 
tars (Padoan et al. 2017 ), and to assess the real nature of massive
lumps from the Hi-GAL Surv e y (Lu et al. 2022 ). The reader is
eferred to Padoan et al. ( 2016a , b ) for details about the numerical
et-up. The main features of the simulation rele v ant to this work are
riefly summarized in the following text. 
The 3D MHD equations are solved with the adaptive-mesh- 

efinement (AMR) code RAMSES (Teyssier 2002 , 2007 ; Fromang, 
ennebelle & Teyssier 2006 ), using periodic boundary conditions. 
he energy equation includes the pressure-volume work, the thermal 
nergy introduced to model SN explosions, a uniform photoelectric 
eating as in Wolfire et al. ( 1995 ), with efficiency ε = 0.05 and the
UV radiation field of Habing ( 1968 ) with coefficient G 0 = 0.6 (the
V shielding in MCs is approximated by tapering off the photo-

lectric heating exponentially above a number density of 200 cm 

−3 ),
nd a tabulated optically thin cooling function constructed from the 
ompilation by Gnedin & Hollon ( 2012 ) that includes all rele v ant
tomic transitions. Molecular cooling is not included, due to the 
omputational cost of solving the radiative transfer. The thermal 
alance between molecular cooling and cosmic-ray heating in dense 
as is emulated by setting a limit of 10 K as the lowest temperature
f dense gas. Ho we ver, to generate synthetic observations of the
ust emission, the radiative transfer is computed by post-processing 
ndividual snapshots, including all stars with mass > 2 M � as point
ources (see Section 4 ). 

The simulation is initialized with zero velocity, uniform density, 
 H, 0 = 5 cm 

−3 , uniform temperature, T 0 = 10 4 K, and uniform
agnetic field, B 0 = 4.6 μG. During the first 45 Myr, self-gravity
as not included and SN explosions were randomly distributed in 

pace and time, at a rate of 6.25 SNe Myr −1 . The resolution was
 x = 0.24 pc, achieved with a 128 3 root grid and three AMR levels.
hese conditions are chosen to represent a generic Galactic spiral 
rm region, and the time-scale of 45 Myr is long enough to achieve a
tatistical steady state, prior to the inclusion of gravity. The first few
N explosions rapidly bring the mean thermal, magnetic, and kinetic 
nergies to approximately steady-state values, with an rms magnetic 
eld of 7.2 μG, and an average of | B | of 6.0 μG, consistent with

he value of 6.0 ± 1.8 μG derived from the ‘Millennium Arecibo
1-cm Absorption-Line Surv e y’ by Heiles & Troland ( 2005 ). The
inimum cell size was then decreased to d x = 0.03 pc, using a root-

rid of 512 3 cells and four AMR levels, for an additional period
f 10.5 Myr, still without self-gravity. At t = 55.5 Myr, gravity is
ntroduced and the simulation is continued until t ≈ 100 Myr with a

inimum cell size further reduced to d x = 0.0076 pc, by adding two
ore AMR levels. At this resolution, we can follow the formation

f indi vidual massi ve stars, so the time and location of the SNe are
omputed self-consistently from the evolution of those stars. 

Individual stars are modelled with accreting sink particles, created 
hen the gas density is larger than 10 6 cm 

−3 and other conditions
re satisfied (see Haugbølle, Padoan & Nordlund 2018 , for details
f the sink particle model). An SN is created when a sink particle
f mass larger than 7.5 M � has an age equal to the corresponding
tellar lifetime for that mass (Schaller et al. 1992 ). The sink particle
s remo v ed and the stellar mass, momentum, and 10 51 erg of thermal
nergy are added to the grid with a Gaussian profile (see Padoan et al.
016a , for further details). By the latest simulation snapshot used in
his work, corresponding to a time of 34.7 Myr from the inclusion of
elf-gravity and star formation, 3942 stars with mass > 2 M � have
een generated, of which 389 have already exploded as SNe. The
tellar mass distribution is consistent with Salpeter’s IMF (Salpeter 
955 ) abo v e ∼ 8 M �, but is incomplete at lower masses (it starts to
MNRAS 522, 3548–3567 (2023) 
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atten at a few solar masses instead of at a fraction of a solar mass),
s expected for the spatial resolution of the simulation. 

 C O L U M N  DENSITY  MAPS  

he goal of this work is to study simulated star-forming regions that
re comparable to observed regions of high-mass star formation.
or that purpose, we select the highest column density regions
rom four different snapshots of the simulation, spanning a range
f times between 14.2 and 34.7 Myr from the beginning of self-
ravity. We generate maps of 2 pc × 2 pc, as that is a characteristic
ize of the 15 regions mapped by the ALMA-IMF Large Program.
or each of the four snapshots, we find the position of maximum
olumn density measured at a resolution of 512 2 cells, or 0.49 pc (a
haracteristic size of massive clumps in Csengeri et al. 2017 ) in the
hree orthogonal directions of the 250 pc computational volume. That
esults in 12 positions of maximum column density, which are taken
s the centres of 12 maps of 2 pc × 2 pc. The column density maps
re then recomputed at the maximum resolution of the simulation,
.0076 pc, so each map is composed of 263 × 263 pixels. 
We stress that these maps result from the projection of 3D columns

ith a very large aspect ratio of 125:1 (250 pc × 2 pc × 2 pc); while
hey are meant to represent relatively small star-forming regions,
s those modelled with smaller simulations, they are embedded in a
ealistic 250 pc volume, and they contain the full projection effects to
e expected at that scale. As extensively discussed in Lu et al. ( 2022 ),
his projection depth is representative of the thickness and total
olumn density of a characteristic spiral arm. Observations of similar
egions in the Galactic plane and towards the Inner Galaxy may suffer
uch larger projection effects, as they may sample several dense

egions along a distance of several kpc, rather than structures within
 single spiral arm. This should be kept in mind when comparing our
imulated regions with observations of the highest column density
egions in the Galaxy, as discussed in the following text. 

The 12 maps from the simulation are truly independent of each
ther, ev en if the y are selected from only four snapshots. We
av e v erified that only a small fraction of the 3D columns in
ach snapshot intersect each other. Of these, only one intersection,
etween directions y and z of snapshot 3, corresponds to a 3D volume
hose mass gives a significant contribution to the column density in

he maps. Ho we ver, while the map of direction z contains most of the
ass of the map in direction y , the map of direction y contains less

han half of the mass of the map in direction z. Thus, even these two
aps cannot be considered two dif ferent vie ws of the same 3D region.
ig. 1 shows the 12 column density maps. The intersecting ones are
hown by panels 3, y and 3, z. The map in panel 3, y shows a dominant
ense filament along the z direction that seems to continue beyond
he bottom of the map. The map in panel 3, z shows the projection
f that filament in the z direction, and so it also includes the part of
he filament that lies beyond the bottom of the map in panel 3, y . 

.1 Simulated maps as protocluster regions 

ll the maps in Fig. 1 appear like clusters of filaments, with the
ighest column densities corresponding to regions where many
laments intersect. This morphology is very similar to that of the so-
alled filament hubs that are ubiquitous in regions of high-mass star
ormation (e.g. Myers 2009 ; Schneider et al. 2012 ; Peretto et al. 2014 ;
umar et al. 2020 , 2022 ; Zhou et al. 2023 ). Besides the morpholog-

cal similarity with the astrophysical birthplaces of massive stars,
hese regions are indeed forming massive stars in the simulation. 
NRAS 522, 3548–3567 (2023) 
To further characterize them in relation to observ ed re gions of
igh-mass star formation, we measure their mass–size relation within
ircular regions centred around the centre of the maps, and containing
2.5 per cent, 25 per cent, and 50 per cent of their total mass. The three
ircles are shown in all the maps of Fig. 1 . The mass–size relation
s plotted in Fig. 2 (squared symbols). These circular portions of the
aps contain on average nearly 1000 M � at a scale of ∼0.5 pc, or
 mean column density of ∼0.1 g cm 

−2 . The column density tends
o decrease slightly with increasing size, following approximately
he slope of the empirical mass–size relation limit for high-mass star
ormation of Kauffmann & Pillai ( 2010 ), as revised by Dunham et al.
 2011 ). The masses are on average a factor of 3 above the empirical
imit, showing that the regions selected from the simulations have
ean column densities consistent with those of observed regions

orming high-mass stars. 
Fig. 2 also shows the mass–size relation of the brightest ATLAS-

AL regions (small, black circles) from Csengeri et al. ( 2017 ),
hich are supposedly some of the most extreme high-mass star-

orming regions in the Galaxy, and that of the 15 regions chosen
or the ALMA-IMF Large Program (blue circles) of Motte et al.
 2022 ), which are a subsample of some of the brightest regions in
sengeri et al. ( 2017 ). The median value of the column density of the
TLASGAL clumps of Csengeri et al. ( 2017 ) is a factor of 4.0 larger

han that of our simulated regions, while the median column density
f the even more extreme sample of the ALMA-IMF Large Program
s 6.7 times larger. None the less, there is partial o v erlap between
hese Galactic protocluster regions and our simulated ones, as the
owest mean column densities from both samples are well within
he largest mean values from our maps (including the case of W43-

M3, shown by the lower of the two blue filled circles in Fig. 2 ).
he high mean column densities of the observed protocluster clumps
ay suggest very large mean volume densities, larger than in our

imulation. Ho we ver, as mentioned above and extensively discussed
n Lu et al. ( 2022 ), dust emission maps of regions in the Galactic
lane and towards the Inner Galaxy may suffer important projection
ffects with contributions from dense structures at different distances.
n general, the lower depth and column density of our simulation,
ompared with the most extreme regions in the Inner Galactic plane,
hould result in less projection artefacts and spatial confusion than in
hose regions. Thus, our modelling approach is conserv ati ve, in the
ense that the issues raised in this work may be exacerbated in real
bservations of Galactic protoclusters. 

 SYNTHETI C  D U S T-C O N T I N U U M  MAPS  

.1 Radiati v e transfer 

o generate the synthetic surface-brightness maps corresponding
o the column-density maps of Fig. 1 , we first carried out dust-
ontinuum radiative transfer modelling of the whole 250 pc volume
f each of the four snapshots with the continuum radiative transfer
rogram SOC (Juvela 2019 ). Details of the radiative transfer method
an be found in Lu et al. ( 2022 ), and the main points are summarized
elow. 
The radiative transfer calculations need the density field, the dust

roperties, and a description of the radiation field as inputs. The
ensity field is taken from the data cubes of the AMR simulation,
nd SOC uses directly the same hierarchical spatial discretization as
he AMR simulation. The dust properties correspond to the Wein-
artner & Draine ( 2001 ) R V = 5.5 dust model (Case B), where the
ize distribution of the carbonaceous grains extends up to 10 μm. The
igh R V is consistent with observations of very dense clouds, and the
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Figure 1. Column-density maps of the 12 regions analysed in this work. Each map co v ers a 2 pc × 2 pc region centred around the highest column density of 
the corresponding projection of the whole 250 pc computational volume (see the text for details). The four columns of panels correspond to the four different 
snapshots of the simulation taken at time intervals of nearly 7 Myr; the three rows of panels correspond to the three orthogonal directions. The circles show the 
areas containing 12.5 per cent, 25 per cent, and 50 per cent of the total mass of each map. The grey scale is proportional to the square root of the column density, 
with minimum and maximum values set to 0.05 g cm 

−2 (white colour) and 1.0 g cm 

−2 (black colour), respectively. 
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.3 mm dust opacity of the model, κ1 . 3 mm 

= 0 . 0037 cm 

2 g −1 , is more
han twice the value of normal Milky Way dust. Ho we ver, the opacity
s still lower than for the Ossenkopf & Henning ( 1994 ) dust model
hat is discussed for comparison in Section 7.5 , where κ1 . 3 mm 

= 

 . 0083 cm 

2 g −1 . The data for the Weingartner & Draine ( 2001 ) dust
odels are obtained from the DustEm site 2 (Compi ̀egne et al. 2011 ).
The radiation field consists of an isotropic external field, the 
athis, Mezger & Panagia ( 1983 ) model of the local interstellar

adiation field, and of the radiation from all the stars with mass > 2M �
ormed self-consistently in the simulation. The number of these 
oint sources increases with time, as star formation progresses in the 
imulation, and is 775, 1929, 3093, and 3942 in the four snapshots of
his work. The SOC code calculates the equilibrium dust temperature 
f each model cell and generates the corresponding 1.3 mm surface- 
rightness maps for the three orthogonal view directions of each 
napshot. These 250 pc × 250 pc surface-brightness maps have a 
ixel size equal to 0.0076 pc, the smallest cell size of the simulation,
ence they contain 32 768 × 32 768 pixels. Of these maps, only the
 https:// www.ias.u-psud.fr/ DUSTEM/ 

p  

i  

e  
 pc × 2 pc regions corresponding to the selected column-density 
aps of Fig. 1 are used for the analysis of this work. 

.2 ALMA simulations 

o generate the synthetic ALMA observations, the surface-brightness 
aps are processed with the CASA program (v. 6.5.1), assuming 
 2 kpc source distance and using an ALMA 12-m antenna con-
guration ( alma.cycle8.1 ) that gives a beam size of 1.66 arcsec
geometric average for a source at zero declination). At equal linear
esolution, this corresponds to a beam size of 0.60 arcsec at the
istance of 5.5 kpc of W43, not far from the beam of 0.47 arcsec in
he study of W43 by Pouteau et al. ( 2022 ). The CASA runs include
imulations with the simobserve routine and the cleaning of the 
irty interferometer image with the tclean routine, using automatic 
asking (with the automultithresh option), Briggs weighting with 

he parameter robust = 0, and multiscale deconvolution with the 
arameter scales = [0, 3, 9, 27]. The abo v e steps are the same used
n the study of W43 by Pouteau et al. ( 2022 ), as described in Ginsburg
t al. ( 2022 ), except for the masking that was custom made. We do not
MNRAS 522, 3548–3567 (2023) 
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M

Figure 2. Mass versus size of the 12 regions analysed in this work (squared 
symbols). The three clusters of symbols show the values of radius and mass 
in the case where 12.5 per cent (yellow squares), 25 per cent (green squares), 
and 50 per cent (red squares) of the total mass of each map is considered (see 
the three circles in the panels of Fig. 1 ). The small, black circles correspond to 
the most luminous ATLASGAL regions from Csengeri et al. ( 2017 ), and the 
larger blue circles correspond to the masses and sizes of the 15 ALMA-IMF 
regions in Motte et al. ( 2022 ). The two open blue circles with a filled circle 
inside correspond to W43-MM2 (higher mass) and W43-MM3 (lower mass) 
studied in Pouteau et al. ( 2022 ). The dashed line is the empirical mass–size 
relation limit for massive star formation of Kauffmann & Pillai ( 2010 ), as 
revised by Dunham et al. ( 2011 ), and the dash–dotted lines correspond to 
dif ferent v alues of constant column density. 
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eed to distinguish between images generated from the full 1.3 mm
and and images that excludes the channels associated with lines
referred to as bsens and cleanest images, respectively, in Pouteau
t al. 2022 ), as our surface-brightness maps do not include any
ontamination from emission lines. The CASA processing is carried
ut o v er an area of 3 pc × 3 pc containing the 2 pc × 2 pc region of
nterest, after doubling the number of pixels in the original surface-
rightness maps, so the pixel size is approximately 0.4 arcsec, one-
ourth of the beam size. 

We seek to obtain a similar sensitivity as in the ALMA-IMF
arge Program that was designed to reach a point-source mass
ensitivity of 0.15 M � at 1.3 mm (based on T dust = 20 K and κ1 . 3 mm 

=
 . 01 cm 

2 g −1 ). In the case of W43-MM2 and W43-MM3, at a distance
f 5.5 kpc, the noise level is approximately 0.06 mJy beam 

−1 , based
n table 2 in Motte et al. ( 2022 ). 3 With a 6 h integration time to
btain the whole 2 pc × 2 pc mosaic, the CASA simulations with the
arameter PWV = 0.5 yield a noise level of σ ≈ 0.021 mJy beam 

−1 

t a distance of 5.5 kpc, three times lower than in the maps of W43 of
he ALMA-IMF Large Program. Ho we ver, considering that our simu-
ated re gions hav e a mean column density that is on average 6.7 times
maller than that of the observed regions (see Section 3.1 ), we further
educe the noise by averaging eight different realizations of each
ap, where the CASA simulations are exactly the same, except for the

andom thermal noise in the maps. After averaging the eight maps, the
ypical noise level is σ ≈ 0.009 mJy beam 

−1 , estimated by measuring
he rms value of the map in small regions with negligible column
ensity. Thus, our point-source mass sensitivity is of order 0.3 M �,
epending on the assumed dust temperature and opacity values. 
NRAS 522, 3548–3567 (2023) 

 The estimated noise level is slightly larger in table 1 of Pouteau et al. ( 2022 ), 
robably due to the inclusion of regions of non-negligible dust emission. 
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.3 Noise reduction 

ollowing the analysis in Pouteau et al. ( 2022 ), we further reduce
he noise in the maps with the multiresolution segmentation code

NGSEG (Robitaille et al. 2019 ). MNGSEG separates the incoherent
Gaussian) cloud structures from the coherent component associated
ith the filaments and cores (see Robitaille et al. 2019 ). We
erformed the separation using a value of 2.0 for the q parameter
nd a skewness limit of 0.4. We then remo v ed all the incoherent
tructures that were larger than the beam, as in Pouteau et al. ( 2022 ),
hile those at scales equal to the beam or smaller were kept. This
rocess reduces the noise and increases the number of detected
ources by more than a factor of 2. The effect of processing the
mages with MNGSEG is illustrated in Fig. 3 , showing the synthetic
LMA images of the map 3, z of Fig. 1 before (upper panel) and

fter (lower panel) the noise reduction. 

 2 D  A N D  3 D  C O R E  E X T R AC T I O N  

.1 2D GETSF extraction 

he core extraction from both the column-density maps and the syn-
hetic ALMA maps is carried out with the GETSF code (Men’shchikov
021a ), one of the two methods used in Pouteau et al. ( 2022 ).
lthough several code parameters can be controlled by the user, all

ore (and filament) detection parameters have already been optimized
nd e xtensiv ely tested (Men’shchiko v 2021a , b ), and we adopt the
tandard extraction parameters as in Pouteau et al. ( 2022 ), such as a
aximum core ellipticity of 2 and a minimum signal to noise of 2. 
For each extracted core, GETSF determines a full width at half-
aximum (FWHM) ellipse and computes the total mass, M c, 2D , in

he case of column-density maps, or the total flux, S int 
1 . 3mm 

, from the
urface-brightness maps. In the case of the synthetic ALMA maps,
e derive the core masses from the GETSF integrated flux assuming

he 1.3 mm emission is optically thin: 

 c , 2D = 

S int 
1 . 3mm 

d 2 

κ1 . 3mm 

B 1 . 3mm 

( T dust ) 
, (1) 

here d is the distance to the source, κ1.3mm 

is the dust opacity,
 1.3mm 

is Planck’s law, and T dust is the dust temperature (Hildebrand
t al. 1977 ). Although Pouteau et al. ( 2022 ) include a correction
or optically thick emission (Motte et al. 2018a ), they find that the
orrection is significant for only two of their cores (with a change
n the estimated mass of only 15 per cent), and we have verified that
n our core samples that correction is al w ays negligible. The dust
pacity values are κ1.3mm 

= 0.0037 cm 

2 g −1 for the dust model of
eingartner & Draine ( 2001 ) and κ1.3mm 

= 0.0083 cm 

2 g −1 for the
ust model of Ossenkopf & Henning ( 1994 ). For the temperature,
e use a single value for all cores, T dust = 13.0 K for the dust model
f Weingartner & Draine ( 2001 ) and T dust = 7.5 K for the dust model
f Ossenkopf & Henning ( 1994 ), corresponding to the median dust
emperature of the candidate 3D cores, defined in Section 6.1.1 as
he main o v erdensity in the line of sight of each GETSF core. All the
nalysis and figures in this work are based on the synthetic ALMA
mages from the dust model of Weingartner & Draine ( 2001 ). A
omparison between the two dust models is shown in Section 7.5 . 

We do not use the individual temperatures of the candidate 3D
ores because they are not observable quantities. The colour temper-
ture can be derived from observations at different wa velengths, b ut
e find that it does not accurately reflect the real dust temperature
ariations from core to core (see Section 7.5 ), so there is no advantage
n using it. Although in Pouteau et al. ( 2022 ) the core masses are
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Figure 3. Example of the effect of noise reduction by the MNGSEG code 
on the map corresponding to the panel 3, z of Fig. 1 . The upper panel is 
the simulated ALMA image before the noise reduction, the lower panel the 
image processed with MNGSEG . The grey scale is proportional to the surface 
brightness, with minimum and maximum values set to 5.0 MJy sr −1 (black 
colour) and 100.0 MJy sr −1 (white colour), respectively. 
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Figure 4. Examples of GETSF core selection on a column density map (upper 
panel) and the corresponding synthetic ALMA map after noise reduction 
(lower panel), corresponding to the panel 3, z of Fig. 1 . The grey scale 
is proportional to the square root of the column density (upper panel) or 
surface brightness (lower panel), with minimum and maximum values set to 
0.05 g cm 

−2 (black colour) and 1.0 g cm 

−2 (white colour) in the upper panel 
and 5.0 MJy sr −1 (black colour) and 100.0 MJy sr −1 (white colour) in the 
lower panel. The ellipses correspond to the FWHM of the cores extracted by 
GETSF . 
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ased on estimates of individual core temperatures, we adopt a single 
alue of T dust also to estimate the core masses from the observations
f the W43 region in Section 7.3 . Using a single value of T dust , the
erived masses are proportional to the integrated fluxes with the same 
onstant of proportionality for all cores (see equation 1 ). Thus, we
f fecti vely compare the integrated flux distributions rather than the 
MFs, a v oiding the extra uncertainty arising from the temperature 
etermination. 
FWHM ellipses of the cores extracted by GETSF from one of our

olumn-density maps and the corresponding synthetic ALMA map 
re shown in the two panels of Fig. 4 , which correspond to the panel
, z of Fig. 1 . The cores appear to follow the densest filaments and
oncentrate in the densest areas where multiple filaments intersect, 
s usually found in real Herschel and ALMA observations. Some of
he same cores can be recognized in both images, but there are also
everal cases of sources extracted from the column-density map that 
re not seen in the synthetic ALMA map and vice versa. 
MNRAS 522, 3548–3567 (2023) 
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.2 3D DENDRO extraction 

o extract the 3D cores from the 2 pc × 2 pc × 250 pc columns of
ach map, we use the clumpfind algorithm introduced in Padoan
t al. ( 2007 ). To a v oid confusion with other clumpfind algorithm
n the literature, we here refer to this algorithm as DENDRO for the
rst time. While the algorithm was designed to select gravitationally
nstable cores (see Pelkonen et al. 2021 ), it can also be used as
 straightforward dendrogram (Rosolowsky et al. 2008 ), without
mposing a gravitational instability condition while building the tree.
n this case, cores are simply defined as connected o v erdensities that
annot be split into two or more o v erdensities of amplitude δn / n > f .
ENDRO scans the density field with discrete density levels, each of

mplitude f relative to the previous one. Only the connected regions
bo v e each density level are retained. The final (unsplit) core of each
ranch is retained. Each core is assigned only the mass within the
ensity isosurface that defines the core (below that density level the
ore would be merged with its next neighbour). 

The DENDRO algorithm depends only on three parameters: (1) the
pacing of the discrete density levels, f , (2) the minimum density
bo v e which cores are selected, n min , and (3) the minimum number
f cells per core. In principle, there is no need to define a minimum
ensity, but in practice it speeds up the algorithm. In this work, we
dopt n min = 10 4 cm 

−3 , which is appropriate for pre-stellar cores.
he parameter f is set by looking for numerical convergence of the
ass distribution with decreasing values of f . We find that the mass

istribution abo v e approximately 1 M � is stable in the range of values
etween f = 32 per cent and f = 2 per cent 4 , while at the lowest
asses the number of cores slightly increases with decreasing f ,

ut with a clear tendency to converge at around f = 2 per cent .
o we ver, these v ariations in the CMFs do not cause significant
ariations in our comparison between 2D and 3D cores, so the
ualitative conclusions of this work do not depend on the precise
alue of f . The plots in this work correspond to the DENDRO runs
ith f = 8 per cent . The minimum number of cells is set to 27, to

nsure that all the detected cores are at least minimally resolved in
he simulation and to limit the minimum mass and size of 3D cores
o values comparable to those of the 2D cores extracted by GETSF . 

Because GETSF distinguishes between sources and filaments,
ources cannot have an aspect ratio larger than two. DENDRO does
ot impose a limit on the aspect ratio of the cores. Ho we ver, we
av e v erified that core elongation is not a problem in comparing
ith the GETSF 2D cores. For each 3D core, we have measured the
alf-mass distance of all its cells from its centre and the equi v alent
adius. For elongated cores and filaments, the half-mass distance can
e much larger than the equi v alent radius. Ho we ver, we find that
n insignificant number of the 3D DENDRO cores have a ratio of
alf-mass distance o v er equi v alent radius larger than two. 

 RESU LTS  

e present separately the results of the source extraction from the
olumn-density maps and from the synthetic ALMA maps. The ide-
lized case of the column-density maps provides a test of projection
ffects in isolation, without the observational complications, such as
adiative transfer effects, interferometric artefacts, and instrumental
oise. These observational effects are then addressed in the second
NRAS 522, 3548–3567 (2023) 

 In the range of masses between 1 and 10 M �, the slopes of the mass 
istributions computed with f = 2 per cent and f = 8 per cent differ by 
nly 4 per cent. 
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art of this section where the analysis of the synthetic ALMA maps
s presented. 

.1 Cor es fr om column density maps 

.1.1 GETSF runs and candidate 3D cores 

sing GETSF we extract 1534 compact sources from the 12 column
ensity maps, convolved with a beam size corresponding to 0.60
rcsec at the distance of 5.5 kpc of W43. We want to test if these
ores correspond to real 3D cores, and, if so, how their masses
ompare with the corresponding 3D ones. One could directly search
or o v erlap between 3D cores and 2D ones by simply projecting the
ositions of the 3D cores on the 2D maps. Ho we ver, we find it more
nstructive to go through the extra step of first identifying a candidate
D core position along the line of sight of each 2D core. This extra
tep provides a test of the quality of the background subtraction by
ETSF , even when a counterpart real 3D core is not found. The GETSF

ackground subtraction turns out to be rather impressive, in the sense
hat real 3D density structures are disco v ered by GETSF even if the
ackground is often ∼90 per cent of the mass in the line of sight. 
To identify a candidate 3D core position, we first search for the

ensity maxima along the line of sight of each GETSF core, scanning
ts full 250 pc length. The density is first averaged within the footprint
f the core in the two directions on the plane of the sky, to obtain a
D array of 32 768 elements, and a physical length of 250 pc. Each
lement of this array corresponds to the mean density on a slice of
hickness equal to 0.0076 pc (the minimum cell size in the simulation)
nd area equal to the area of the core’s footprint. The position of the
ighest density in this 1D array is chosen as the candidate 3D core
osition. We also define a candidate 3D core, as the spherical region
entred around that position in the line of sight, and with radius equal
o the footprint radius of the corresponding GETSF core. We refer to
he mass of this 3D candidate core as M cand, 3D . We repeat the process
lso for the second and third highest density maxima along the line
f sight, so these other density peaks can also be considered when
earching for an associated 3D core (see Section 6.1.2 ). 

The comparison of the 2D GETSF masses with those of the
orresponding candidate 3D cores is shown in the upper panel of
ig. 5 . The dashed line shows the one-to-one relation, while the

hick solid line is a least-squares fit corresponding to the relation
 c , 2D = 0 . 91 M 

0 . 97 
cand , 3D (where the mass unit is 1 M �). For any given

alue of M cand, 3D , the error in the estimated mass, M 2D , is quite
mall. The standard deviation of M 2D relative to the best fit in the
ogarithmic plot corresponds to a mass ratio of less than a factor of
.3, the correlation is almost exactly linear, and the normalization
t 1 M � almost unity. Considering that the background subtraction
erformed by GETSF is on average quite large (approximately 90
er cent of the mass in the line of sight is interpreted as background
n most cases), GETSF is very successful at extracting the mass of
he dominant 3D dense structure along the line of sight. This also
mplies that the estimated volume density based on the GETSF mass
nd GETSF core size is also quite accurate, despite the complexity of
he cloud morphology. 

The success of GETSF to identify real high-density structures along
he line of sight does not necessarily mean that most GETSF cores
orrespond to actual 3D cores of a similar mass, nor that most of the
eal 3D cores are captured in 2D by GETSF . There is no guarantee
hat the boundary of a candidate 3D core (a spherical volume of size
qual to that of the GETSF core) corresponds to that of a core selected
ndependently by a different 3D extraction algorithm. For example,
 candidate 3D core may be a segment of a filament that happens to
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Figure 5. Comparison of the mass of cores selected by GETSF from the 
column-density maps, M c, 2D , and the mass of the corresponding candidate 
3D cores along the line of sight, M cand, 3D (upper panel), or the mass of 
the o v erlapping DENDRO cores e xtracted independently in the 3D data cube, 
M c, 3D (lower panel). The dashed lines correspond to equal masses, and the 
thick solid lines to the least-squares fits. In the upper panel, all 1534 GETSF 

cores are shown, while the lower panel is limited to the 1023 o v erlapping 
GETSF and DENDRO cores. 
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Figure 6. Mass distributions of the 3D DENDRO cores (red histograms), 
and of the 2D GETSF cores selected from the column-density maps (blue 
histograms). The unshaded histograms are for the full core samples, while 
the shaded ones are for the sub-samples of DENDRO cores (red histogram) 
and GETSF cores (blue histogram) that o v erlap with each other. Power-law fits 
in the approximate mass interval 1–10 M � are shown for the CMFs of the 
full samples. 
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ntersect another filament in projection (not in 3D), hence appearing 
s a bona fide 2D core. That filament segment with size equal to that
f the GETSF core may indeed have a similar mass as that of the GETSF

ore, but it is not a real 3D core. Even when a candidate 3D core o v er-
aps with a real 3D core, its mass (or that of the associated GETSF core)

ay not be a reliable estimate of that of the real 3D core, as the latter
ould have a significantly different size or centre of mass. In addition,
 majority of real 3D cores will generally be missed in 2D projections
f they frequently overlap along the line of sight. Thus, to truly test
he quality of the 2D source e xtraction relativ e to real 3D cores,
e need to also independently extract 3D cores from the 3D data

ubes that were used to generate the column-density maps. For that 
urpose, we use the DENDRO algorithm as described in Section 5.2 . 

.1.2 DENDRO runs and real 3D Cores 

ENDRO returns a total of 7298 3D cores (for f = 8 per cent ) from
he 12 maps, a much larger number than found in 2D, as to be
xpected. The range of sizes and masses of the 3D cores are quite
imilar to those of the GETSF cores. The median mass is 0.25 M �,
ersus 0.27 M � for the GETSF cores. We search for spatial o v erlap
etween the GETSF cores and the DENDRO cores using the coordinates 
f the candidate 3D cores, as those cores are interpreted as the best
D counterpart of the GETSF cores. If the centre of a DENDRO core is
ound inside the volume of a candidate 3D core, then that DENDRO

ore is taken as the 3D counterpart to the corresponding GETSF core. If 
hat condition is not satisfied, the test is repeated using the candidate
ores associated with the second highest density peak in the line of
ight, and failing also that the third highest density peak is tested (see
ection 6.1.1 ). We do not consider even lower density peaks below

he third highest ones, because then the association with the DENDRO

ore is deemed to be insignificant (and indeed the correlation between 
he two 2D and 3D core masses would be negligible). Based on this
riterion, we find a total of 1023 o v erlapping cores, which is 67
er cent of the GETSF cores and 14 per cent of the DENDRO cores. 

The comparison of the masses of this subset of cores is shown in
he lower panel of Fig. 5 . The least-squares fitting gives the relation
 c , 2D = 0 . 45 M 

0 . 45 
c , 3D (with a mass unit of 1 M �). The vertical scatter in

his plot is much larger than that in the upper panel, with a standard
e viation relati ve to the best fit corresponding to a factor of 4 in
ass. The fit is now significantly shallower than linear, and Pearson’s

orrelation coefficient has decreased from 0.87 in the upper panel to
.53 in the lower one. For each value of the 3D core mass, M c, 3D ,
he corresponding mass of the o v erlapping GETSF core, M c, 2D , spans
 total range of nearly two orders of magnitude, not much smaller
han the full range of GETSF core masses. Thus, the GETSF masses
re rather unreliable estimates of the masses of the corresponding 
ENDRO cores, even if there is still a significant statistical correlation
etween the two masses. 

.1.3 Core mass functions 

iven that the number of DENDRO cores is so much larger than that
f the GETSF cores, the great majority of the 3D cores (86 per cent)
re not found in 2D, so the GETSF sample is highly incomplete. Fig. 6
hows the CMFs of the 3D DENDRO cores (thick red line) and of the
D GETSF cores (thick blue line). The number of 2D cores is al w ays
uch smaller than the number of 3D cores, at any mass. The shape

f the two CMFs are also somewhat different. In the range between
pproximately 1 and 10 M �, the 2D CMF is significantly steeper,
MNRAS 522, 3548–3567 (2023) 
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M

Figure 7. Fraction of cores with o v erlap between the DENDRO selection and 
the GETSF selection in the column-density maps, as a function of core mass. 
The blue squares are the fraction with respect to the total number of GETSF 

cores in each mass interval, N 2D, o v er / N 2D, tot , and the red stars the fraction 
with respect to the total number of DENDRO cores, N 3D, o v er / N 3D, tot . The error 
bars are the propagation of the Poisson errors of the individual quantities. 
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Figure 8. Comparison of the mass of cores selected by GETSF from the 
synthetic ALMA maps, M c, 2D , and the mass of the corresponding main 3D 

cores along the line of sight, M main, 3D (upper panel), or the mass of the 
o v erlapping cores selected independently in the 3D data cube, M c, 3D (lower 
panel). The dashed lines correspond to equal masses, and the thick solid lines 
correspond to the least-squares fits. In the upper panel, all 791 GETSF cores are 
sho wn, while the lo wer panel is limited to the 557 GETSF cores that o v erlap 
with a corresponding 3D DENDRO core. 
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ith a slope of −1.6 ± 0.1, than the 3D CMF that has a slope of
1.2 ± 0.1. The peak of the 3D CMF would certainly shift to lower
asses if the numerical resolution of the simulation were increased

e.g. Pelkonen et al. 2021 ), as more 3D cores of low mass would be
ound. Ho we v er, assuming a fix ed telescope beam size, the peak of
he 2D CMF may not shift much towards lower masses even if the
umerical resolution were increased, because the assumed telescope
eam size in the GETSF search is already twice larger than the current
esolution of the simulation. 

The CMFs of the 1023 2D and 3D cores that are found to o v erlap
ith each other are shown by the shaded histograms in Fig. 6 . The
D CMF (red histogram) is clearly shifted to larger masses than the
D CMF (blue histogram). The ratio of the 3D CMF of o v erlapping
ores with the 3D CMF of all cores is shown by the red star symbols
n Fig. 7 . The plot shows that below approximately 0.5 M � less
han 20 per cent of the 3D cores are found by GETSF in 2D, as
learly illustrated by the comparison of the shaded and unshaded red
istograms in Fig. 6 . The ratio increases monotonically with core
ass, up to nearly 0.6 at the largest masses. 
Finally, the ratio of o v erlapping 2D cores and all 2D cores, shown

y the blue squares in Fig. 7 , gives the fraction of 2D cores that
an be considered as real, rather than projection effects. This ratio is
lose to 1 abo v e approximately 2 M �, but decreases monotonically
ith decreasing core mass. At 0.1 M �, approximately half of the

ores are projection artefacts. 

.2 Cor es fr om synthetic 1.3 mm ALMA maps 

.2.1 ALMA GETSF runs and candidate 3D cores 

e now consider the GETSF core extraction from the synthetic 1.3 mm
LMA maps corresponding to the column-density maps studied

bo v e. We refer to these 2D cores also as synthetic ALMA cores.
he GETSF search yields a total of 791 synthetic ALMA cores, an
verage of 66 cores per map. The maps with the smallest and largest
umbers of cores have 40 and 80 cores, respectively. The reduced
umber of synthetic ALMA cores with respect to the number of
ores from the column-density maps is to be expected, because the
bservational noise sets a finite mass sensitivity. 
NRAS 522, 3548–3567 (2023) 
Using the positions and sizes of the synthetic ALMA cores, we
epeat the same study of density fluctuations in the line of sight
f the GETSF cores as in the case of the column-density maps (see
ection 6.1.1 ). The upper panel of Fig. 8 compares the 2D GETSF

asses with those of the corresponding candidate 3D cores, where
he dashed line shows the one-to-one relation and the thick solid line
s a least-squares fit. Although the vertical scatter is increased with
espect to Fig. 5 , there is still a significant correlation between the two
asses, with a Pearson’s correlation coefficient of 0.64. However, the

east-squares fit gives the relation M c , 2D = 1 . 86 M 

0 . 66 
cand , 3D (where the

ass unit is 1 M �), much shallower than linear, and the GETSF masses
re on average 2.3 times larger than those of the candidate 3D cores
based on the ratio of the median values), suggesting a smaller back-
round subtraction than in the case of the column-density maps, pos-
ibly caused by interferometric artefacts, as discussed in Section 7.2 .

.2.2 ALMA DENDRO runs and real 3D cores 

ollowing the same procedure as in Section 6.1.2 for the case of
he column-density maps, we identify the 3D DENDRO cores that
re associated with the synthetic ALMA cores extracted with GETSF .
s in Section 6.1.2 , the criterion is that the centre of the DENDRO

art/stad1213_f7.eps
art/stad1213_f8.eps


The true core mass function of protoclusters 3557 

Figure 9. Mass distributions of the 3D-selected cores (red histogram), and 
of the GETSF cores selected from the synthetic ALMA maps (blue histogram). 
The unshaded histograms are for the full core samples, while the shaded ones 
are for the subsamples of 557 3D cores (red) and GETSF ALMA cores (blue) 
that o v erlap with each other. Power-la w fits in the approximate mass interval 
1.5–10 M � are shown for the CMFs of the full samples. 
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GETSF selection in the synthetic ALMA maps, as a function of core mass. 
The blue squares are the fraction with respect to the total number of GETSF 

cores in each mass interval, N 2D, o v er / N 2D, tot , and the red stars the fraction 
with respect to the total number of 3D cores, N 3D, o v er / N 3D, tot . The error bars 
are the propagation of the Poisson errors of the individual quantities. 
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ore must be inside the spherical volume of the candidate 3D core
ssociated with the GETSF core. This search yields 557 o v erlapping
ores, corresponding to 70 per cent of the synthetic ALMA cores, 
r 8 per cent of the 7298 DENDRO cores. The lower panel of Fig. 8
hows the comparison of the masses of the synthetic ALMA cores, 
 c, 2D , with those of the corresponding 3D cores, M c, 3D . The scatter

n this plot is very large, and the two masses are barely correlated,
ith a Pearson’s coefficient of 0.25, and an almost flat slope of the

east-squares fit, M c , 2D = 1 . 50 M 

0 . 17 
c , 3D (where the mass unit is 1 M �).

espite the fact that 70 per cent of the synthetic ALMA cores have
 real 3D counterpart (and approximately 90 per cent abo v e 2 M �),
heir mass does not really reflect that of the corresponding 3D cores.

We have verified that the correlation of the two masses remains 
ather low (Pearson’s coefficient of 0.35) even if the GETSF masses
ere derived from the 1.3 mm fluxes using the actual dust tem-
erature of the candidate 3D cores (an ideal knowledge that could 
ot be achieved from the observational data). Thus, the temperature 
ncertainty is only a partial contribution to the scatter, which is
ominated by projection effects and by the differences between the 
D and 3D core definitions (as in the lower panel of Fig. 5 ) and
y interferometric artefacts (see Section 7.2 ). Ho we ver, temperature 
ariations along the line of sight certainly make projection effects 
nd background subtraction more complex than in the case of the 
olumn density maps. 

.2.3 ALMA CMFs 

he mass distribution of the synthetic ALMA cores is shown by the
nshaded blue histogram in Fig. 9 . The CMFs of the 3D DENDRO

ores is shown by the red unshaded histogram, while the shaded 
istograms show the CMFs of the subsamples of the 557 ALMA 

ores (blue) and 3D cores (red) that o v erlap with each other. In the
ange of masses where the CMF of the synthetic ALMA cores is close
o a power law, approximately between 1.5 and 10 M �, its slope is

1.4 ± 0.1, significantly shallower than that of the GETSF cores 
rom the column-density maps and only slightly steeper than that 
f the 3D DENDRO cores. Abo v e approximately 1 M �, the number
f synthetic ALMA cores is significantly larger than that of the 2D
ores from the column-density maps (see Fig. 6 ), and only less than
 factor of 3 lower than the number of 3D cores of the same mass.
he reason for this excess of massive ALMA cores relative to those

rom the column-density maps may be related to non-trivial effects 
f interferometric artefacts, as discussed below in Section 7.2 . 
The plot with blue-square symbols in Fig. 10 shows the ratio of

he numbers of synthetic ALMA cores with a real 3D counterpart
nd the total number of synthetic ALMA cores, within each mass
nterval. Overall, 70 per cent of the synthetic ALMA cores have a 3D
ounterpart. Abo v e 2 M �, 88 per cent have a 3D counterpart or, con-
ersely, only 12 per cent may be interpreted as projection artefacts.
o wards lo wer masses, the fraction decreases monotonically (except 
or the smallest mass bin that is not statistically significant), down to
 value of approximately 35 per cent at approximately 0.1 M �. 

The ratio between the 3D CMF of o v erlapping cores and the 3D
MF of all cores (shaded and unshaded red histograms in Fig. 9 )

s shown by the red-star symbols in Fig. 10 . This ratio corresponds
o the completeness fraction of the observational CMF. The fraction 
ecreases monotonically with decreasing mass, as in Fig. 7 , from
0 per cent at the largest masses, to 15 per cent at 1 M �, to 5 per cent
r less below approximately 0.1 M �, near the empirical sensitivity
imit of the synthetic ALMA maps. Evidently, the synthetic ALMA 

bservations yield a highly incomplete sample of the real 3D cores.
s to be intuitively expected, the completeness fraction decreases 
ith decreasing mass at all masses. Ho we ver, this does not result

n a shallower 2D CMF relative to the 3D CMF at large masses, as
rivially expected, because of the lack of correlation between 2D and
D masses (Fig. 8 ). In other words, when comparing the blue and
ed unshaded histograms in Fig. 9 , the GETSF cores corresponding
o the 3D DENDRO cores are not in the same mass bins in the two
MFs. This also means that the similar slopes of the two CMFs abo v e
pproximately 1.5 M � is essentially a coincidence: projection effects, 
D versus 3D core definitions, interferometric artefacts, and radiative 
ransfer effects (see Section 7 ) transform the steep CMF of the 2D
ores of the column density maps into a much shallower CMF of syn-
hetic ALMA cores. Nevertheless, if the similarity in the slopes were
onfirmed as a general result, in practice one could use the observed
lope as a rough estimate of the true slope of the CMF of 3D cores. 

The continuous variation with mass of the completeness fraction of 
ur synthetic core sample runs contrary to estimates for observational 
MNRAS 522, 3548–3567 (2023) 
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Figure 11. Schematic illustration of the different definitions of core masses, 
M i , adopted in Fig. 12 . The second column specifies the type of maps 
where the cores with masses M i are extracted from, the third column gives 
the main effect addressed by the comparison of core masses extracted in 
tw o consecutive w ays, and the fourth column gives Pearson’s correlation 
coefficient between the corresponding masses. ‘Single dish’ stands for the 
beam-convolved surface brightness maps without noise, ‘interferometer’ the 
simulated ALMA maps without noise, ‘ALMA’ the simulated ALMA maps 
including thermal noise, and ‘ALMA denoised’ the ALMA simulated maps 
with noise, where the noise has been reduced with the MNGSEG code. 
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urv e ys of compact sources, where completeness fractions are
sually of order unity abo v e a minimum mass (e.g. Andr ́e et al.
010 ; Motte et al. 2018b ; Pouteau et al. 2022 ), while it is consistent
ith what is found in the case of more extended cores (e.g. Cao

t al. 2021 ). But we stress again that a simple correction of the CMF
lope based on the mass-dependence of the completeness fraction is
nadequate due to the lack of statistical correlation between 2D and
D masses. 

 DISCUSSION  

.1 Individual effects 

e aim at e v aluating the relative impact of different effects on the
orrelation between the GETSF ALMA core masses and the DENDRO

D core masses shown in the bottom panel of Fig. 8 . For that purpose,
esides the column-density maps and the synthetic ALMA maps
iscussed in Sections 6.1 and 6.2 , we also generate and analyse
hree more full sets of maps: single-dish, synthetic surface-brightness
aps without thermal noise at 1.3 mm with the same dust model

Weingartner & Draine 2001 ) and the same beam size (0.60 arcsec
t 5.5 kpc) as the ALMA synthetic observations, synthetic ALMA
mages without thermal noise, and synthetic ALMA images with
hermal noise, but without the noise reduction from the MNGSEG

ode. Synthetic cores are extracted with GETSF from each of these
ew sets of 12 maps, and the core masses are derived from equation
 1 ) with the same κ1 . 3 mm 

and T dust values as for the synthetic ALMA
ores (see Section 5.1 ). 

Including the DENDRO extractions from the 3D density cubes, we
hus have six samples of cores, whose masses we refer to as M i , with
 = 1 to 6, in the following text. By comparing different core samples
ith each other, we can separate the contribution of different effects

o the CMF. We consider these effects as consecutive steps in order
f increasing complexity: projection effect (from the 3D cubes to the
olumn density maps), temperature effect (from the column density
o the single-dish surface brightness maps), (u,v) sampling effect
from the single-dish to the interferometric maps, without noise),
oise effect (from the interferometric maps without thermal noise
o the same maps with noise), and noise-reduction effect (from the
nterferometric maps without thermal noise to the same maps with
oise first added, and then reduced with the MNGSEG code). We focus
n the correlation of core masses between two consecutive steps in
he order given above. These steps are summarized in Fig. 11 , where
earson’s correlation coefficient of each step is also given. 
Strictly speaking, the correlation between the initial masses M 1 

the 3D DENDRO cores) and the final masses M 6 (the GETSF ALMA
ores) cannot be derived as the product of the individual steps. For
xample, the completeness fraction is not exactly the product of the
ndividual completeness fractions, because cores that do not have a
ounterpart in the previous step may have a counterpart in the step
efore the previous one. However, we find that the product of the
our correlation coefficients (excluding the case of noise without
oise reduction that is shown here only as an alternative to the last
tep) is nearly identical to the correlation coefficient between M 1 and
 6 : r 1, 2 r 2, 3 r 3, 4 r 4, 6 = 0.255, while r 1, 6 = 0.251, and the product of

he individual completeness fractions is also a good approximation
o the completeness fraction in Fig. 10 . Therefore, we are confident
hat this approach provides a good estimate of both the absolute
nd relative importance of each effect. The scatter plots between
he pairs of masses M i and M j are shown in the five panels of Fig.
2 , where the thick black lines are the least-squares fits with values
hown in the legend. The green circles show the M i masses of cores
NRAS 522, 3548–3567 (2023) 
ith an M j counterpart (o v erlapping cores). The fraction of i cores
ith a j counterpart (completeness fraction), as a function of mass, is

hown by the red stars, and the fraction of j cores with an i counterpart
interpreted as the fraction of real cores) is shown by the blue squares,
s in Figs 7 and 10 (their values are given by the y -axis on the right-
and side of the panels). Each panel also shows the CMFs for the M i 

asses (light grey histograms), and for the M j masses (thick black
istograms). 5 

The comparison of the five panels shows that the projection effect
top panel) has the strongest impact, meaning the lowest correlation
oefficient as well as the lowest completeness fraction at large
asses. It also generates a significant number of artefacts at low
asses, as well as a steepening of the CMF, as already discussed in
ection 6.1.2 . Based on correlation coefficient, slope, and complete-
ess, the second strongest effect is noise. Comparing the two bottom
anels, one can see that the noise reduction increases the correlation
s well as the completeness at all masses, but at the price of a signifi-
ant increase in the number of artefacts. While the case without noise
eduction has essentially no artefacts, in the case with noise reduction
he number of artefacts increases monotonically with decreasing

ass, reaching approximately 30 per cent already at 1 M �. 
The effects of temperature and (u,v) sampling are comparable, both

ontributing to the CMF slope getting a bit shallower than that of the
ores from the column-density maps. The (u,v) sampling effect is
he main cause for the net shift of the CMF towards larger masses by
pproximately a factor of 2, which is further discussed in Section 7.2 .
he contributions to the completeness and artefact fractions from the

wo effects are similar, with all four plots approximately monotonic
cross all mass values. 
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Figure 12. Scatter plots for masses of cores extracted in different ways, to 
highlight the dif ferent ef fects that contribute to the relation between the 3D 

DENDRO cores and the GETSF ALMA cores shown in Fig. 8 . The definitions 
of the different masses, M i , are given in Fig. 11 and further explained in the 
main text. The thick solid lines are the least-squares fits, whose results are 
reported in the legend, together with Pearson’s correlation coefficients, r i , j , 
for each pair of masses, M i and M j . The light grey histograms show the mass 
distributions for the masses M i , while the thick black histograms show those 
of the masses M j . The blue squares are the fraction of j cores that have an i 
counterpart (so they are not artefacts with respect to the i cores), and the red 
stars the fraction of i cores with a j counterpart (the completeness fraction), 
as in Figs 7 and 10 , with v alues gi ven by the y -axis on the right-hand side of 
the plots (notice that the x -axis is labelled as M i , but in the case of the black 
histograms and the blue squares it should be M j ). 
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.2 Interferometric artefacts 

e have shown in Section 6.2.3 that the CMF of the synthetic ALMA
ores has an excess of high-mass cores and a slightly shallower
o wer-law tail relati ve to the CMF extracted from the column-density
aps (blue unshaded histogram in Fig. 9 versus blue unshaded 

istogram in Fig. 6 ). The shift in the turno v er mass depends on
he noise level that sets a mass sensitivity: the higher the noise, the
igher the turno v er mass. But the high-mass tail of the CMF is also
hifted to the right (larger masses). Two straightforward explanations 
or this excess of massive cores are possible: (i) the observational
oise causes an artificial merging of nearby cores extracted by GETSF ;
ii) the shift is due to an incorrect choice of the temperature (assumed
o be too lo w). Ho we ver, the comparison of the different CMFs in
he panels of Fig. 12 pro v es that neither of these simple explanations
s correct. 

The comparison of the two pairs of CMFs in the two bottom panels
f Fig. 12 shows that the effect of thermal noise is the expected one:
he sensitivity of the images is reduced and so the CMF turno v er
hifts to larger masses, meaning that lower mass cores are lost from
he sample. But that loss does not cause an artificial merging into
arger mass cores, as the high-mass tails of the two CMFs from the

aps with noise are indistinguishable from that of the CMF of the
ap without noise. Essentially the same high-mass cores are selected 

or at least the same CMF of high-mass cores), so thermal noise is
ot the main cause of the shift to larger masses of the high-mass tail
f the CMF of synthetic ALMA cores, relative to that of the cores
xtracted from the column-density maps. 

The second panel from the top of Fig. 12 pro v es that radiative
ransfer ef fects, gi ven the grain model and the corresponding core
emperature adopted here, have a small effect on the CMF. So
n incorrect choice of temperature is not the cause of the larger
asses of the synthetic ALMA cores relative to those from the

olumn density maps. Ho we ver, if we had assumed a dust opacity
nconsistent with that of the grain model used in the radiative transfer
alculations, or an incorrect dust temperature of the cores, we would
ave obtained a significant shift in mass relative to the cores from
he column-density maps. Thus, in the analysis of real observational 
ata, the choice of dust opacity and core temperature will generally
ause significant systematic mass uncertainties. In addition, if an 
ndividual temperature is estimated for each core, significant random 

ncertainties are also introduced. These considerations about dust 
pacity and dust temperature are further discussed in Sections 7.3 
nd 7.5 . 

The middle panel of Fig. 12 shows that the main shift of the CMF
owards larger masses occurs in the transition from the single-dish 
o the interferometric maps, where the same grain model and core
emperature have been used. Thus, we can conclude that the high-

ass tail of the synthetic ALMA CMF has an excess of massive
ores relative to the CMF from the column-density maps, as well
s a shallower slope, primarily due to interferometric artefacts 
e.g. an increase of the luminosity contrast between the cores and
heir background). Because of the incomplete sampling of the (u,v) 
lane, interferometric images rely on interpolation whose weights 
re chosen based on assumptions about the source distribution. In the
ase of extended sources, one does not know a priori the real surface-
rightness distribution, hence the incomplete (u,v) plane sampling 
nd the interpolation process will al w ays create artificial features
n the final images, which are often referred to as interferometric
rtefacts (or interferometric noise). 

Fig. 13 shows a comparison of GETSF core selections on a single-
ish image without noise (upper panel) and the corresponding 
MNRAS 522, 3548–3567 (2023) 
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M

Figure 13. Examples of GETSF core selection on a single-dish image without 
noise (upper panel) and the corresponding synthetic ALMA map with the 
same beam size and also without noise (lower panel), corresponding to the 
panel 3,z of Fig. 1 . The grey scale is proportional to the square root of the 
surface brightness in both panels, with minimum and maximum values set to 
5.0 MJy sr −1 (black colour) and 100.0 MJy sr −1 (white colour) in both panels. 
The ellipses correspond to the FWHM of the cores extracted by GETSF . 
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Figure 14. Ratio of peak surface brightness of GETSF cores selected from the 
simulated interferometric maps without noise, S 4, p , and from the simulated 
single-dish maps without noise, S 3, p . The blue filled circles are for the 
extracted GETSF values, which include the background subtraction, while 
the empty red circles are for the values without background subtraction. 
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ynthetic ALMA map, also without thermal noise, with the same
eam size (lower panel). Many cores in common between the two
aps can be recognized, usually with comparable sizes. Yet, we

now that the cores in the lower panel are on average approximately
 factor of 2 more massive than the cores in the upper panel. Although
 detailed explanation requires a careful examination of the various
xtraction steps in GETSF , it is clear that the background subtraction is
ffected by interferometric artefacts creating some artificial intensity
ontrasts in the ALMA maps, resulting in a slightly less aggressive
NRAS 522, 3548–3567 (2023) 
ubtraction. Because the background subtraction is often of order
0 per cent of the column density, a small difference in background
ubtraction from 90 per cent to 80 per cent, for example, would cause
n increase in the extracted core mass by a factor of 2. This effect
hould be kept in mind, and possibly quantified, when assessing mass
ncertainties of cores selected in interferometric surv e ys. 
The scatter plots in Fig. 14 illustrate the effect of the background

ubtraction by comparing cores extracted from the single-dish maps
ith the corresponding cores extracted from the interferometric
aps, both without noise. These are the same cores whose masses,
 3 and M 4 , respectively, are plotted in the middle panel of Fig. 12 .
he blue filled circles in Fig. 14 give the ratio between the peak
urface brightness of the cores from the two types of maps, S 4, p / S 3, p ,
s a function of the mass of the cores from the single-dish maps, M 3 .
he total scatter in the plot is approximately one order of magnitude,
nd the mean value of the peak-brightness ratio ∼2, consistent with
he scatter and mean values of the mass ratio, M 4 / M 3 , implied by
he scatter plot in the middle panel of Fig. 12 . Ho we ver, the peak-
rightness ratio without background subtraction is ∼1, as shown
y the empty red circles in Fig. 14 . This comparison of the two
catter plots, with and without background subtraction, confirms that
he smaller background subtraction applied to the cores from the
nterferometric maps is the main reason for the shift of the CMF to
arger masses, as discussed abo v e. 

.3 The CMF in the W43 region 

outeau et al. ( 2022 ) find that the high-mass tail of the CMF in the
43-MM2 and MM3 regions has a shallower slope than Salpeter’s

as in the case of W43-MM1, previously studied by Motte et al.
018b ). This conclusion is based on plots of the cumulative CMF,
hich has the advantage of being independent of binning, but may

lso mask important features of the actual CMF. In the following
omparison, we refer to the CMF, rather than its cumulative version.
he comparison is independent of the uncertainty of the estimated
ore temperature, because all the core masses are derived from
quation ( 1 ) using the same dust temperature value of T dust =
3.0 K. Thus, we ef fecti vely compare the distributions of integrated
.3 mm fluxes, rather than masses, even if the fluxes are expressed
s masses. The mass conversion assumes κ1 . 3 mm 

= 0 . 0037 cm 

2 g −1 
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Figure 15. CMFs of GETSF cores selected from the synthetic ALMA maps 
(blue histogram) and of the W43-MM2 and MM3 cores from Pouteau 
et al. ( 2022 ) (green histogram) derived from the cores inte grated flux es and 
assuming a constant dust temperature (see the text for details). Power-law fits 
in the approximate mass interval 2–10 M � are shown for both CMFs. 
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Figure 16. Mass–size relation for the synthetic ALMA cores (blue empty 
circles) from this work, and for the cores in the W43-MM2,MM3 region 
(red filled circles) from Pouteau et al. ( 2022 ). The size, D c, 2D , is the beam- 
deconvolved FWHM, and the mass, M c, 2D , is derived from the 1.3 mm flux 
assuming T dust = 13.0 K (see the main text for details). The larger red circles 
mark the W43 cores more massive than 9 M �. The diagonal dash–dotted lines 
correspond to constant values of M c, 2D / M BE, c , where M BE, c is the critical 
Bonnor–Ebert mass for a temperature of 13.0 K. The vertical lines mark the 
beam sizes for the W43 observations (dashed line) and for the synthetic 
observations (dotted line). 
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6 If pairs of values of κ1 . 3 mm 

and T dust consistent with our dust models were 
used (see Section 7.5 ), the M c, 2D / M BE, c ratios of the W43 cores would be 
even larger, by approximately a factor of 3. 
7 The median value of n H 2 of the W43 cores abo v e 9 M � is approximately 
8 × 10 7 cm 

−3 (for the core mass contained within the FWHM size), which 
gives a free-fall time of only 3.4 kyr. 
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or our synthetic cores (consistent with our dust model and previous 
lots), and κ1 . 3 mm 

= 0 . 01 cm 

2 g −1 for the W43 cores, as assumed
n Pouteau et al. ( 2022 ). This choice of T dust and κ1 . 3 mm 

results in a
imilar turno v er mass for the CMF of W43 as for our synthetic cores.
sing the median temperature estimated by Pouteau et al. ( 2022 ),
 dust = 23 K, the CMF of W43 would shift to lower masses by a
actor of 0.6, but both mass scaling probably underestimate the true 
asses of the W43 cores by a factor of 2 to 4, depending on the dust
odels (see Section 7.5 ). 
The CMF from W43 (green histogram) and of our synthetic 

LMA cores (blue histogram), computed with a single temperature 
s mentioned abo v e, are shown in Fig. 15 . In the limited range
f masses between approximately 1.5 and 9 M �, where the CMF
f W43 may be approximated by a single power law, its slope is
1.4 ± 0.3, consistent with that of our simulated regions. Both 
MFs have a turnover at around 1.5 M �, and a similar drop towards

ower masses, but the value of the turno v er for the CMF of W43 is
ntirely dependent on the choice of κ1 . 3 mm 

and T dust , and would be
hifted to larger masses if a combination of values consistent with 
ither of our dust models were used (see Section 7.5 ). The CMF
f W43 shows a clear excess above approximately 9 M �, where 25
ores are found, while only approximately 3 would be expected if
he slope of −1.4 were to continue abo v e 9 M �. 

.4 Hyper critical pr e-stellar cor es, massi v e pr otostellar cor es, 
r projection effects? 

e can only speculate about the origin of the excess of cores abo v e
 M � in the CMF of W43. To illustrate the special nature of these
elati vely massi ve cores, Fig. 16 shows the mass–size relation of our
ynthetic ALMA cores with blue empty circles, and of the cores in

43 with red filled circles. The W43 cores abo v e 9 M � are marked by
arger red circles. The size, D c, 2D , is the beam-deconvolved FWHM, 
nd the mass, M c, 2D , is derived in the same way as for the CMFs
f Fig. 15 . There is a significant o v erlap in the mass–size relation
etween our synthetic cores and those in W43, although the sizes
f the synthetic cores are on average a factor of 2 larger. This is
artly due to the fact that our beam size is slightly larger, 0.60 arcsec
ompared to 0.47 arcsec in W43 (see the dashed and dotted vertical
ines in Fig. 16 ), partly a consequence of the limited resolution of the
imulation (a bit too close to the beam size). In addition, a significant
raction of the W43 cores have FWHM size close to the beam size, so
any of them are further reduced in size after beam deconvolution. 
s a result, 28 per cent of the W43 cores have deconvolved sizes

maller than the beam size, while only one of the synthetic cores has
 deconvolved size smaller than the beam size. 

The diagonal dash–dotted lines represent constant values of the 
atio M c, 2D / M BE, c , where M BE, c is the critical Bonnor–Ebert mass
Bonnor 1956 ; Ebert 1957 ) for a temperature of 13.0 K. Considering
nly the cores with masses below 9 M �, the median value of
 c, 2D / M BE, c is 2.1 for the synthetic cores, and 5.1 for the W43

ores, due to the smaller sizes of the latter. The only four synthetic
ores abo v e 9 M � hav e a median M c, 2D / M BE, c ratio of 20.5 (and a
aximum value of 47.0), while the 25 cores in W43 have a median

alue of 118.6, with a maximum value of 1,747. 6 Thus, the W43 cores
esponsible for the CMF excess at high masses are all hypercritical ,
s their M c, 2D / M BE, c ratios are on average 50 times larger than those
f the pre-stellar cores found in the simulation. 
It seems unlikely that such hypercritical cores are pre-stellar in 

ature, as in MHD simulations with realistic magnetic-field strength 
ravitational collapse initiates as soon as cores grow to be a few
imes their critical Bonnor–Ebert mass (e.g. fig. 11 in Padoan et al.
020 ). Their observed overabundance makes these cores even more 
nlikely to be pre-stellar, as the median density of the cores abo v e
 M � in W43 is 43.0 times larger than that of the cores below 9 M �,
o their free-fall time is 6.6 times shorter, making them very short
ived. 7 Finally, if the core temperatures estimated in Pouteau et al.
 2022 ) were correct for at least the most massiv e cores, the y would
MNRAS 522, 3548–3567 (2023) 
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mply a protostellar nature, as dust temperatures in excess of 15 K are
ot expected at such high densities without internal heating sources
ith reasonable dust models (see Section 7.5 and references therein).
Thus, we speculate that, rather than being hypercritical pre-stellar

ores, these objects are more likely to be protostellar cores. In that
ase, and given their small size, they may have already acquired
 significant amount of rotation around the central star (depending
n the magnetic-field strength and configuration), so they may be
etter described as pseudodiscs. Even if this interpretation were
orrect, such compact protostellar cores could not be present in
ur simulation, because the accretion radius of the sink particles
s four times the minimum cell size, or 0.03 pc, so we cannot capture
rotostellar cores below a size of approximately 0.06 pc (this also
xplains the low temperature of our cores, as they are essentially
ll pre-stellar). Future observations of emission lines at comparable
ngular resolution may confirm the protostellar nature of the massive
ores in W43 through the presence of outflows, if not by direct
vidence of infall or of supersonic rotation of the cores. Simulations
t higher resolution will also be needed. 8 

It is also possible that the mass estimate of a majority of the
assive cores in W43 suffers from projection effects and limited

esolution and sensitivity. Projection effects must be even stronger
n W43 than in our simulation, due to the higher maximum column
ensity and the greater observational depth (several kpc) through the
alactic plane in the inner Galaxy. Fig. 17 illustrates the difficulty of
 2D core extraction (upper panel) in a field with a large number of
D cores (lower panel). The actual number of DENDRO cores is more
han double of what is shown in the lower panel, as we only show the

ENDRO cores with masses > 0 . 5 M � for clarity. One can see that,
ven if our simulated region does not reach the column density where
he most massive W43 cores are found, there is a significant chance
f o v erlap of 3D cores in the densest regions, so a single GETSF

ore may have contributions from several DENDRO cores. Thus, it is
ossible that the mass of some of the most massive cores in W43 is
 v erestimated due to the o v erlap of multiple 3D cores along the line
f sight. These projection effects – o v erlap of real 3D cores along the
ine of sight – should not be confused with the artefacts mentioned
n Section 6 , meaning 2D cores without a 3D counterpart. The case
iscussed here is quite the contrary: 2D cores with too many real
D counterparts. Ho we ver, if the most massive cores are protostellar,
e cannot quantify the contribution of projection effects to their
ass estimates, because protostellar cores are not captured by our

imulation, as mentioned abo v e. 
Spatial resolution is also an important factor for compact-source

xtractions. When pre-stellar cores are selected as compact sources,
hey are not spatially resolved by definition. The largest ones,
ypically containing two to four beam sizes, have a measurable
ize, but their internal structure (e.g. the possibility of internal
ragmentation) is unknown. Thus, cores extracted as compact sources
hould not be interpreted as individual objects in the absence of a
trong physical justification for that assumption. The fact that cores
xtracted as compact sources are unresolved, in the sense that their
izes span a very limited range of values around the observational
NRAS 522, 3548–3567 (2023) 

 A new paper from the ALMA-IMF Large Program, Nony et al. ( 2023 ), 
hich appeared after the submission of this work, confirms our prediction 

hat most of the massive cores in W43, responsible for the shallower CMF at 
arge masses, are in fact protostellar in nature (up to 80 per cent for masses 
bo v e 16 M �). Excluding the protostellar cores, Nony et al. ( 2023 ) find that 
he CMF of W43 has a slope of −1 . 46 + 0 . 12 

−0 . 19 , consistent with our value of 
1.4 ± 0.1 for the CMFs of both W43 and our synthetic ALMA cores. 
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eam size, is well documented in the observational and numerical
iterature. Compact sources in the Hi-GAL Surv e y of the Galactic
lane (Elia et al. 2021 ), extracted with the CUTEX code (Molinari et al.
011 ), have sizes mostly below 2.5 times the (Herschel 250 μm)
eam size (e.g. Molinari et al. 2016 ). In the W43 regions MM2
nd MM3, Pouteau et al. ( 2022 ) find only five GETSF sources with
izes larger than four times the beam size, which they exclude from
heir analysis. Almost 90 per cent of their sources have a size below
.0 times the beam size, similarly to the Hi-GAL sources. Based on
ynthetic Herschel observations and the same data-analysis pipeline

art/stad1213_f17.eps


The true core mass function of protoclusters 3563 

Figure 18. Distributions of the mass-weighted mean dust temperature, T dust , 
of the candidate 3D cores (defined in Section 6.1.1 ) for the WD dust model 
(blue unshaded histogram) and the OH dust model (red unshaded histogram). 
The black solid and dash–dotted lines are the least-square fits reported in the 
legend. The shaded histograms are the distributions of the colour temperature, 
T c , of the corresponding GETSF cores (see details in the main text) for the WD 

model (blue histogram) and the OH model (red histogram). 
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nd source-extraction code as in the Hi-GAL surv e y, Lu et al. ( 2022 )
ave shown that the Hi-GAL clumps are unresolved and their mass
ay not reflect at all that of the underlying cores (see their section 7.3

nd fig. 15). Using both Herschel and ALMA synthetic observations, 
adoan et al. ( 2020 ) have shown that core masses may be highly
 v erestimated, for e xample, by a factor of 10 in the case of Herschel
or regions at 1 kpc distance (see their section 9.2 and figures therein).
he y hav e also found that, ev en when the typical core masses are
ot o v erestimated on av erage, at the highest ALMA resolution, the
stimated masses of individual cores show no correlation with the 
rue core masses (see their fig. 27), in agreement with the results
f this work (considering that interferometric artefacts were not 
ncluded in Padoan et al. 2020 ). A more straightforward study of
ETSF core extractions using column-density maps from simulations 
with no radiative transfer or interferometric effects, analogous to 
ection 6.1.1 of this work) has demonstrated that the sizes of
ompact-sources depend on the beam size, hence the sources are 
nresolved and should not be interpreted as single objects, and beam 

econvolution to extrapolate their size is not justified (Louvet et al. 
021 ). 

.5 Dust models and core temperature 

ll previous plots in this work are based on the Weingartner & Draine
 2001 ) R V = 5.5 dust model (Case B), with κ1 . 3 mm 

= 0 . 0037 cm 

2 g −1 .
o we v er, we hav e carried out the full analysis also with the dust
odel of Ossenkopf & Henning ( 1994 ), corresponding to dust that

as evolved for 10 5 yr at a density of 10 6 cm 

−3 and has acquired
hin ice mantles. This model has a significantly larger dust opacity, 
1 . 3 mm 

= 0 . 0083 cm 

2 g −1 . Although the conclusions of this work are
ot affected by the choice of the dust model, here we provide a brief
omparison between the two cases, as well as a discussion of core
emperatures. In the following text, we refer to the two dust models
s the WD model and the OH model, respectively. 

Fig. 18 shows the distribution of the dust temperature of the 
andidate 3D cores (see Section 6.1.1 ), computed as the mass-
eighted mean temperature of the dust inside the spherical volume 
f each core. The unshaded blue histogram is for cores extracted 
rom the synthetic ALMA maps based on the WD model, while
he unshaded red histogram from the maps computed with the OH

odel. As expected from the larger dust opacity, the OH model
esults in lower dust temperature at the high densities found in
he cores. The median dust-temperature values, used to derive the 
ore masses (see Section 5.1 ), are 13.0 K for the WD model and
.5 K for the OH model. Both temperature distributions are very
ell approximated by exponential functions for dust temperatures 

bo v e the peak (corresponding roughly to the median value), except
or a few high-temperature outliers. 

We also compute the colour temperature, T c , of all the synthetic
LMA cores, using surface brightness maps at 100, 160, 250, 350,
00, 850, and 1300 μm. The wavelengths are similar to those used in
outeau et al. ( 2022 ) (apart from the exclusion of the 70 μm band and

he 870 μm wavelength being replaced with 850 μm). In the modified
lackbody fits, we assume a constant dust opacity spectral index of
= 1.8 and the same relative uncertainty at all frequencies. The

nal colour temperature estimates are av erages o v er the 2D footprint
f each core. This method is less sophisticated than that used in
outeau et al. ( 2022 ), which is based on the PPMAP method of
arsh, Whitworth & Lomax ( 2015 ), with some other corrections for

he most massive cores and for cores with evidence of outflows. The
PMAP method is expected to result in a more accurate estimate for

he mass-averaged dust temperatures than a straightforward colour 
emperature. Ho we ver, our colour temperature is calculated on the
recise footprint of each core, with all the bands computed at the
ull 0.60 arcsec resolution of our synthetic ALMA maps, while the
PMAP method yields a rather smooth temperature map at a nominal
esolution of 2.5 arcsec. The distributions of T c for all the synthetic
LMA cores are plotted in Fig. 18 , where the shaded blue histogram

s for the WD model, and the shaded red histogram for the OH model.
he colour temperatures are clearly shifted to larger values than the
ust temperatures of the candidate 3D cores, with median values of
0.4 and 16.0 K for the WD and OH models, respectively. The colour
emperatures are higher because the pre-stellar cores are the coldest 
egions along the line of sight and because the colour temperature
s most sensitive to the warmest regions that emit more strongly per
nit mass. 
Because the colour temperature can be estimated observationally, 

t is useful to derive an empirical relation between T dust and T c . Fig.
9 shows a scatter plot of T dust versus T c for our simulated cores
candidate 3D cores and corresponding GETSF cores, respectively), 
ased on the WD dust model (empty blue circles) and on the
H model (filled red circles). The vertical scatter is quite large,
articularly in the case of the OH model, but it is possible to fit
inear relations in the log–log space, shown by the solid and dash–
otted lines in Fig. 19 . For the WD model the relation is almost
xactly linear, with the dust temperature typically 70 per cent of
he colour temperature, T dust, WD = 7 . 2 K × ( T c , WD / 10 K) 0 . 91 . For the
H model the fit is significantly shallower than linear, with the
ust temperature typically 50 per cent of the colour temperature, 
 dust, OH = 5 . 6 K × ( T c , OH / 10 K) 0 . 72 . These empirical relations hold
or colour temperature maps at comparable angular resolution as the 
LMA maps. This is not the case when combining for example the
LMA maps with Herschel images. In that case, since the colour

emperature at larger scales has a greater contribution from the 
armer background, the typical ratio between T c and T dust will 
e larger than reported here. Fig. 20 shows the case where T c 

s computed from images at an angular resolution of 18 arcsec,
orresponding to the 250 μm band of Herschel. As expected, the
otal range of T c is decreased compared to the higher resolution case
n Fig. 19 . Ho we v er, the mean relation between T c and T dust e xpressed
MNRAS 522, 3548–3567 (2023) 
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M

Figure 19. Dust temperature (of the candidate 3D cores) versus colour 
temperature (of the corresponding GETSF cores) from the WD dust model 
(blue empty circles) and the OH dust model (filled red circles). The black 
solid and dash–dotted lines are the linear fits reported in the legend, and the 
thin dashed line is the one-to-one relation. 

Figure 20. The same as Fig. 19 , but with T c computed at an angular resolution 
of 18 arcsec. 
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Figure 21. CMFs of the synthetic ALMA cores (unshaded histograms) from 

radiative transfer calculations with the WD dust model (blue histogram) 
and the OH dust model (red histogram). The shaded histograms are the 
CMFs of the W43 cores with masses derived from the integrated 1.3 mm 

fluxes in Pouteau et al. ( 2022 ) using the optically thin approximation of 
equation ( 1 ) with T dust = 14.4 K and κ1 , 3 mm 

= 0 . 0037 g cm 

−2 , as in the 
case of the WD dust model (blue histogram), and with T dust = 9.8 K and 
κ1 , 3 mm 

= 0 . 0083 g cm 

−2 , as in the case of the OH dust model (red histogram). 
The histograms of the W43 cores have been shifted to the right by a factor of 
1.1 for clarity. 
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y the linear fit barely changes in the case of the WD dust model, 

 dust, WD = 6 . 8 K × ( T c , WD / 10 K) 0 . 91 . (2) 

he change is instead significant for the OH model, 

 dust, OH = 5 . 5 K × ( T c , OH / 10 K) 0 . 65 , (3) 

ue to the larger temperature variations as a function of density
aused by the higher opacity relative to the WD model, which is
urther discussed below. Equations ( 2 ) and ( 3 ) may be used to convert
stimated colour temperature maps from Herschel observations into
ust temperatures of cores extracted from ALMA observations,
hough the conversion should be derived again for different ALMA
ngular resolution or different distance of the observed region. 

Fig. 21 compares the CMFs of the synthetic ALMA cores extracted
rom the maps computed with the WD model (blue unshaded his-
ogram) and with the OH model (red unshaded histogram). The core

asses are derived from the integrated GETSF 1.3 mm fluxes, using
quation ( 1 ), the κ1 . 3 mm 

value of each model, and the median dust
emperature of the candidate 3D cores as explained in Section 5.1 ,
 dust = 13.0 K and 7.5 K for the WD and OH models, respectively.
he CMF based on the OH model is clearly shifted towards lower
NRAS 522, 3548–3567 (2023) 
asses, by nearly a factor of 2, relative to the CMF from the WD
odel. This shift can be understood as the effect of the higher opacity

f the OH model, resulting in higher temperatures in the diffuse
edium and lower in dense cores in comparison to the WD model.
he stronger dependence of the dust temperature on density in the
H model causes a stronger background subtraction, hence a lower

ore mass estimate, than in the WD model. This is related to the rim-
rightening effects discussed in Men’shchikov ( 2016 , see Section 5.2
nd Appendix B). Other sources of uncertainties in the conversion of
nte grated flux es to masses, due to spatial variations in temperature
nd dust-opacity, have been discussed in the literature (e.g. Malinen
t al. 2011 ; Roy et al. 2014 ; Pagani et al. 2015 ; Men’shchikov 2016 ).

The radiative transfer calculations result in self-consistent dust
emperature and opacity values, depending on the adopted dust

odel. Given that both are quite difficult to establish observationally,
ne may interpret the observations based on the temperature and
pacity values from the simulation. This is shown in Fig. 21 , where
he shaded histograms are the CMFs of the MM2 and MM3 regions
f W43 derived from the integrated 1.3 mm fluxes in Pouteau et al.
 2022 ), and the core masses are computed with the same pairs of
alues of κ1 . 3 mm 

and T dust of the two dust models as in the case
f the synthetic CMFs. The blue shaded histogram is based on the
D model, and the red shaded histogram on the OH model. The
H model causes a similar shift to lower masses relative to the WD
odel as in the case of the synthetic CMFs, but in this case the shift

as a trivial origin, because the two CMFs are based on the same
ore extraction (the same integrated 1.3 mm fluxes): the ratio of the
wo opacities is larger than the ratio of the two median temperatures,
o the larger opacity OH model results in lower masses. 

Besides the trivial dependence of the W43 CMF on the dust
odels, the more important result is the significant shift of the
MF to larger masses relative to the synthetic CMF and to the
MF in Pouteau et al. ( 2022 ), where typical dust temperatures in
xcess of 20 K are derived, while assuming a high dust opacity,
1 . 3 mm 

= 0 . 01 cm 

2 g −1 . Based on our simulation and radiative-
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ransfer calculations, and assuming that the cores are mostly pre- 
tellar as in our case, hence externally heated, such opacity value 
hould yield rather low temperatures and hence larger masses than 
n Pouteau et al. ( 2022 ). Temperatures belo w 10 K and e ven do wn
o 6 K have been observed in low-mass pre-stellar cores, based 
n spectral line observations of regions where the gas and dust
emperatures should be closely coupled (Crapsi et al. 2007 ; Harju 
t al. 2008 ). Similarly lo w temperatures have been found in radiati ve
ransfer models, where (depending on the dust properties) the dust 
emperatures fall below 10 K already in regions that are shielded by
ess than A V = 10 mag of extinction (Zucconi, Walmsley & Galli
001 ; Stamatellos, Whitworth & Ward-Thompson 2007 ; Chac ́on- 
anarro et al. 2019 ). Alternatively, if most of the W43 cores were
rotostellar, internal heating from the protostars may cause higher 
ust temperatures closer to those estimated in Pouteau et al. ( 2022 ),
ut then the implications of the derived CMF for the origin of the
tellar IMF would no longer be rele v ant. 

 C O N C L U S I O N S  

e have identified and studied 12 regions forming high-mass stars in 
ur 250 pc star formation simulation, driven self-consistently by SNe 
or o v er 40 Myr. We hav e generated synthetic ALMA 1.3 mm maps
f these regions, by solving the radiative transfer with thousands 
f point sources, including all stars with mass > 2 M � formed
elf-consistently in the simulation. The synthetic ALMA images 
ave been processed by following the same analysis pipeline and 
ource-extraction code as in the ALMA-IMF Large Program. The 
ores extracted from the synthetic images with the GETSF code have 
een compared with a sample of cores extracted independently with 
he DENDRO code from the 2 pc × 2 pc × 250 pc volumes used to
enerate the maps. The comparison shows that the masses of the 
ores from the synthetic maps are only very weakly correlated to 
hose of the corresponding 3D cores, while the shapes and slopes of
he CMFs remain roughly similar, despite the fact that the CMF from
he synthetic maps is incomplete at all masses relative to the CMF
rom the corresponding 3D volumes. 

By first analysing column-density maps, we have studied the role 
f projection effects while excluding other effects from radiative 
ransfer, interferometer artefacts, and thermal noise. The analysis 
hows that a significant fraction of the 2D GETSF cores are projection
rtefacts, an even larger fraction of 3D DENDRO cores are not 
etrieved in 2D, and the ones that are retrieved in 2D have estimated
asses with large uncertainties. The following is a list of our main

onclusions with respect to the core detection from column-density 
aps at a resolution of ∼0.01 pc, comparable to that of the ALMA-

MF project: 

(i) The mass of the 2D GETSF cores is strongly correlated with the
ass of the main density structure in their line of sight, showing that

he background subtraction of GETSF works well in column-density 
aps despite the complex density field, although the extracted cores 
ay not be real cores in 3D. 
(ii) The fraction of projection artefacts, 2D GETSF cores without 

 3D DENDRO counterpart, is a nearly monotonic function of mass,
rowing with decreasing mass from approximately 5 per cent abo v e
 M � to o v er 50 per cent below 0.1 M �. 
(iii) The completeness fraction, 3D DENDRO cores with a 2D 

ETSF counterpart, increases monotonically with increasing mass 
ithout reaching unity. Abo v e 1 M �, approximately 40 per cent of

he 3D-selected cores are reco v ered in 2D. 
(iv) The mass of the 2D GETSF cores is only a rough estimate of
hat of the associated 3D cores, with an uncertainty of approximately
 factor of 4, and a tendency to increasingly underestimate the 3D
ore mass towards increasing masses. 

(v) The slope of the 2D CMF abo v e 1 M � is −1.6 ± 0.1, steeper
han that of the 3D CMF, −1.2 ± 0.1. 

When including effects from radiative transfer, interferometric 
rtefacts, and thermal noise using the synthetic 1.3 mm ALMA maps,
he ability to retrieve the correct core masses worsens significantly 
ompared to the idealized case of the column-density maps. Our 
ain conclusions with respect to the selection of cores in the

ynthetic ALMA maps, with comparable resolution and the same 
mage processing and analysis as in the ALMA-IMF Large Program, 
re listed in the following text: 

(i) Overall, 70 per cent of the synthetic ALMA cores have a 3D
ounterpart. Abo v e 3 M � only 10 per cent of them can be considered
rojection artefacts. 
(ii) A rather small fraction of the 3D DENDRO cores are detected as

ETSF cores in the synthetic ALMA maps. The completeness fraction 
ecreases monotonically with decreasing mass at all masses, from 

0 per cent at 10 M � to 15 per cent at 1 M �. 
(iii) When a 3D counterpart is found, there is only a weak corre-

ation between the masses of the synthetic ALMA cores and those
f the corresponding 3D cores. Interferometric artefacts, radiative 
ransfer effects, and thermal noise cause a significant increase in the
andom error of the estimated core masses, relative to the idealized
ase of the column-density maps. 

(iv) The slope of the CMF of the synthetic ALMA cores abo v e
 M �, −1.4 ± 0.1, is shallower than that of the cores selected from
he column-density maps at the same spatial resolution, −1.6 ± 0.1 
while still steeper than that of the 3D CMF, −1.2 ± 0.1). This is
rimarily due to the combined effects of radiative transfer (spatial 
ariations of the dust temperature) and interferometric artefacts 
incomplete sampling of the (u,v) plane). 

(v) Interferometric artefacts are found to cause a systematic shift 
n the derived masses of the synthetic ALMA cores, relative to those
f the 2D GETSF cores from the column-density maps. A systematic
hift of a similar magnitude is also caused by the choice of different
ust models. 
(vi) The colour temperature o v erestimates the real dust tempera- 

ure in the cores. Empirical relations are derived to convert colour
emperatures from Hershel observations into dust temperature of 
ores extracted from ALMA observations. 

Guided by the results of this analysis, we conclude that core
asses and CMFs from current ALMA observations of Galactic 

rotoclusters at kpc distances should not be taken at face value. With
he combined use of observations and realistic simulations, it should 
ventually be possible to set strong constraints on the CMF, but it
eems pre-mature at this stage to draw conclusions on the origin of the
tellar IMF directly from the observational results. We have shown 
hat the observed CMF is expected to be a bit steeper than that of the
eal 3D cores, for the specific observational strategy, data-analysis 
ipeline, and source distances of the ALMA-IMF Large Program, and 
or star-forming regions like those found in our simulation. A general
alibration of the relation between the real and observed CMFs will
equire a systematic study of the effects of spatial resolution and
 u , v) plane sampling and interpolation methods, as well as a set
f simulated star-forming regions covering a wide range of physical 
onditions. 
MNRAS 522, 3548–3567 (2023) 
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