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TherapeuTic advances in 
Musculoskeletal disease

Introduction to large language models
Artificial intelligence (AI) is reshaping health-
care research and clinical practice by adding 
capabilities such as improvements in pattern  
recognition and decision-making support.1 
Particularly in complex fields like rheumatology, 
AI can aid in diagnosis, disease monitoring, and 
outcome prediction by analyzing large data sets 

and developing predictive models.2 Besides the 
emergence of machine learning models, the 
recent emergence of generative models and their 
application to text has further expanded the use 
cases of these technologies. Generative AI offers 
potential in research by supporting literature 
synthesis, generation of ideas, or medical 
writing.3
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Abstract: Artificial intelligence (AI) is increasingly transforming rheumatology with 
research on disease detection, monitoring, and outcome prediction through the analysis 
of large datasets. The advent of generative models and large language models (LLMs) has 
expanded AI’s capabilities, particularly in natural language processing (NLP) tasks such 
as question-answering and medical literature synthesis. While NLP has shown promise in 
identifying rheumatic diseases from electronic health records with high accuracy, LLMs face 
significant challenges, including hallucinations and a lack of domain-specific knowledge, 
which limit their reliability in specialized medical fields like rheumatology. Retrieval-
augmented generation (RAG) emerges as a solution to these limitations by integrating LLMs 
with real-time access to external, domain-specific databases. RAG enhances the accuracy 
and relevance of AI-generated responses by retrieving pertinent information during the 
generation process, reducing hallucinations, and improving the trustworthiness of AI 
applications. This architecture allows for precise, context-aware outputs and can handle 
unstructured data effectively. Despite its success in other industries, the application of RAG in 
medicine, and specifically in rheumatology, remains underexplored. Potential applications in 
rheumatology include retrieving up-to-date clinical guidelines, summarizing complex patient 
histories from unstructured data, aiding in patient identification for clinical trials, enhancing 
pharmacovigilance efforts, and supporting personalized patient education. RAG also offers 
advantages in data privacy by enabling local data handling and reducing reliance on large, 
general-purpose models. Future directions involve integrating RAG with fine-tuned, smaller 
LLMs and exploring multimodal models that can process diverse data types. Challenges such 
as infrastructure costs, data privacy concerns, and the need for specialized evaluation metrics 
must be addressed. Nevertheless, RAG presents a promising opportunity to improve AI 
applications in rheumatology, offering a more precise, accountable, and sustainable approach 
to integrating advanced language models into clinical practice and research.
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Natural language processing (NLP), a subfield of 
AI, focuses on enabling machines to interpret and 
generate human language. In medicine, NLP can 
be helpful in the analysis of clinical notes or 
research literature, being particularly useful for 
assisting in documentation management and ana-
lyzing clinical notes.4 NLP has evolved with the 
emergence of large language models (LLMs), 
which use enormous datasets to learn and pro-
duce text replies that resemble those of a human.5,6 
LLMs are sophisticated neural networks based on 
the so-called transformer architectures, trained to 
predict the next word in a sequence based on the 
surrounding context. These models can learn lan-
guage patterns without labeled datasets since they 
have been pre-trained on massive volumes of text 
data through self-supervised learning. These 
models have become well known in the medical 
field due to their proficiency with difficult lan-
guage tasks, including question-answering and 
medical literature synthesis.6 Beyond conven-
tional text-based jobs in healthcare, LLMs may 
also handle multimodal data, incorporating 
images and audio for analysis.7

NLP may be used to support research and clinical 
practice in rheumatology, as seen in recent stud-
ies. For instance, rheumatoid arthritis (RA) 
patients have been identified from electronic 
health records (EHR) using NLP in conjunction 
with machine learning models such as support 
vector machines and gradient boosting, yielding 
impressive accuracy (AUROC 0.98).8 Moreover, 
NLP has demonstrated the potential to identify 
information about the patient’s background and 
the features of their disease in patients with RA 
and interstitial lung disease.9 NLP-based tech-
niques have also been used to identify axial spon-
dyloarthritis—with a sensitivity of 0.78 and 
specificity of 0.9410—and ANCA-associated vas-
culitis with a positive predictive value of 86.1%, 
outperforming structured ICD-10-coding.11 
While there is increasing evidence to support the 
use of NLP for precise identification of disease 
and their characteristics, the potential of this 
technology goes far beyond this.

With the emergence of LLMs, promising research 
on their rheumatology-based knowledge has been 
published. In a recent study, ChatGPT-4 accu-
rately determined the most likely diagnosis in 
35% of cases, closely matching the 39% (p = 0.30) 
of rheumatologists; interestingly, the model per-
formed better in inflammatory rheumatic illness 
situations (71% accuracy compared to 62% 

accuracy for rheumatologists).12 ChatGPT-4 was 
tested in the ChatSLE study against top rheuma-
tology specialists, answering 100 patient-related 
queries from a website, with a mean quality score 
of 4.55 (95% confidence interval (CI) 4.48–4.62) 
for ChatGPT-4 responses compared to 4.31 
(95% CI 4.23–4.39) for expert responses 
(p < 0.0001).13 In an analysis of the Spanish 
Medical Training Exam (MIR), including rheu-
matology-related questions from 2009 to 2023, 
ChatGPT-4 outperformed previous LLM ver-
sions with a median clinical reasoning score of 
4.67 on a 5-point Likert scale, answering 93.7% 
of all rheumatology-related questions correctly.14 
Yet, not all findings are equally favorable. As an 
example, in a cross-sectional study, although 
patients rated AI-generated responses compara-
ble to physician-generated ones in comprehen-
siveness and readability, rheumatologists deemed 
these AI responses significantly less accurate.15 
This discrepancy highlights that while LLMs may 
be well received by patients, concerns persist 
among specialists, reinforcing the need for ongo-
ing validation and careful integration of these 
models into rheumatology practice.

Even with their considerable potential, LLMs 
also present significant challenges. Despite their 
impressive performance, it is of note that genera-
tive models were not designed for specific use in 
medicine; rather, they are general-purpose mod-
els.16,17 The lack of domain-specific knowledge in 
generative models is a notable limitation, particu-
larly when dealing with highly specialized fields 
like rheumatology.18 Traditional generative mod-
els, such as GPT or other language models, are 
trained on large-scale general datasets like 
Wikipedia, or publicly available books. While this 
provides a broad understanding of language and 
general knowledge, it does not equip the model 
with the depth of expertise required for accurate 
responses in niche domains.19 As an example, in 
rheumatology, models trained on general data 
may struggle with precision in assessing immu-
nology tests or specific disease recommendations, 
given their input from heterogeneous and poten-
tial non-professional sources.

Another significant problem of LLMs is the 
occurrence of hallucinations, which are instances 
in which the model produces false or inaccurate 
data.16 For example, an LLM might incorrectly 
state that biologic therapy is the first-line treat-
ment for early RA, while a conventional synthetic 
disease-modifying drug should be recommended 
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instead. In another case, the model might inac-
curately assert that antinuclear antibody testing is 
a reliable screening tool for all patients with 
arthralgia to discard suspected lupus, not consid-
ering its low specificity. These hallucinations can 
arise unpredictably, even when identical prompts 
are used, and can be the result of the model being 
influenced by irrelevant data.20 The randomness 
of these errors is problematic in medical contexts, 
where clinical decisions rely on precise, evidence-
based information. Addressing hallucinations is 
relevant to ensure that LLMs are trustworthy, 
reducing the risk of misinformation in patient 
care. Techniques to improve hallucinations can 
help users rely on responses while ensuring fac-
tual accuracy for clinical decision support.

Retrieval-augmented generation
Retrieval-augmented generation (RAG) has been 
introduced to address these problems. RAG mod-
els incorporate pertinent external information 
from external databases in real-time, improving 
LLMs and allowing models to carry out more 
precise in-context learning.21 These models aim 
to predict the output based on the source input 
from a corpus, while other documents are still 
accessible. RAG combines the internal knowl-
edge of LLMs with large, dynamic databases 
from outside sources in a synergistic way. RAG 
improves the language generation’s credibility 
and accuracy, especially for activities requiring 
vast knowledge.22 It also makes it possible to inte-
grate domain-specific data and refresh knowledge 
continuously.

Indeed, RAG has been successfully applied across 
various fields outside of medicine, improving the 
capabilities of LLMs by integrating external 
knowledge sources.22 RAG models are employed 
in open-domain question-answering systems in 
different fields. In customer service, chatbots uti-
lize RAG to provide real-time, personalized assis-
tance by accessing updated product information 
and user data; the legal sector benefits from RAG 
through enhanced document analysis and legal 
research, where models retrieve pertinent statutes 
and case law to support legal reasoning; in finance, 
RAG aids in summarizing financial reports and 
retrieving market trends to support investment 
decisions.22 Despite its success in these areas, and 
the promise that RAG could be particularly useful 
in the healthcare industry, as clinical decision-
making and mistake reduction depend on having 
access to continuously updated information, it 

remains remarkably scarce in medicine. Thus, 
only three studies were listed with the search 
“Retrieval-Augmented Generation” in PubMed 
over the year 2023, while there were almost 60 
studies by the end of September 2024.

Exploring RAG’s applications in medicine could 
improve domain-specific tasks, by providing up-
to-date, evidence-based information. Recently, 
researchers evaluated GPT-4’s ability to interpret 
guidelines from the American Society of Clinical 
Oncology and the European Society for Medical 
Oncology. They assessed GPT-4’s performance 
in answering clinically relevant questions about 
the management of different types of cancer, 
comparing outputs with and without RAG. 
Eighty-four percent of the GPT-4 with RAG 
replies were correct, while just 57% of GPT-4 
responses without RAG were accurate.18 Novel 
language model-based systems such as PaperQA2 
can support literature review; this model demon-
strates superior performance in tasks like question 
answering, summarization, and contradiction 
detection compared to human experts, surpassing 
conventional literature search methods.23

Deep dive into RAG
The foundation of RAG lies in the ability of com-
puters to process natural language, enabling them 
to search knowledge sources and retrieve relevant 
information. RAG typically involves five key com-
ponents, including text embeddings, vector data-
bases, information retrieval, generating responses, 
and prompt engineering. A summary of these 
components, adapted for their application in 
rheumatology, is explained below.

Text embeddings
Text embeddings are used to convert words, sen-
tences, and paragraphs into numerical form. 
These are dense vector representations of words, 
sentences, or entire documents that capture 
semantic meaning.24 With the emergence of 
LLMs, specialized embedding models have sig-
nificantly enhanced the performance of these 
embeddings. Furthermore, domain-specific mod-
els like BioClinical_BERT25 have greatly 
improved adaptability within the medical field. 
RAG uses these embeddings to rank documents 
according to similarity. Although a detailed expla-
nation of the mathematics is beyond the scope of 
this review, a simple example can help clarify the 
concept. As shown in Figure 1, in a rheumatology 
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context, embeddings for terms like “axial spondy-
loarthritis,” “ankylosing spondylitis,” and “sys-
temic lupus erythematosus” are represented in a 
vector space. Since “axial spondyloarthritis” and 
“ankylosing spondylitis” are more closely related, 
the angle between their vectors is smaller, illus-
trating a common similarity calculation technique 
called cosine similarity.26

Vector databases
Once embeddings are generated, they need to be 
stored efficiently for quick retrieval. This is where 
vector databases come into play. Vector databases 
are specialized systems designed to handle high-
dimensional vector data, making them ideal for 
storing embeddings. Vector databases can quickly 
return the most relevant results by organizing 
data in a way that prioritizes vector distance—as 
explained in the previous example—even in com-
plex multidimensional spaces.27

In a rheumatology application, a vector database 
might store embeddings of clinical guidelines, 

research papers, and anonymized patient records. 
When a query is made, the database can quickly 
return the most relevant documents based on the 
similarity of their embeddings to the query 
embedding.

Information retrieval
The retrieval component of RAG acts as an intelli-
gent search engine, sifting through the vector data-
base to find the most pertinent information. This 
process involves three steps: (i) Query translation, 
in which the system converts the input query (e.g., 
a patient’s symptoms) into the same mathematical 
language (vector space) used for storing docu-
ments; (ii) similarity matching, that uses mathe-
matical techniques like cosine similarity, the system 
identifies documents that are conceptually close to 
the query; (iii) relevance ranking, where the system 
then orders these matches, selecting the most rele-
vant ones for further use. This could mean auto-
matically finding the most applicable clinical 
guidelines or similar patient cases based on a given 
patient’s specific symptoms and laboratory results.

Figure 1. Vector representations of Rheumatology Keywords and similarity search. For simplicity and ease 
of understanding, the vector representations of rheumatological disease entities have been reduced to 
two dimensions. As shown in the image, the angle between “Axial spondyloarthritis” and “Systemic Lupus 
Erythematosus” is larger than the angle between “Axial spondyloarthritis” and “Ankylosing spondylitis,” 
illustrating the cosine similarity technique employed during the retrieval stage.
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Generating responses
The generation component is typically a LLM 
core like GPT. This model takes the retrieved 
information along with the original query and 
generates a coherent response. The key here is 
that the LLM is “augmented” with the retrieved 
information, allowing it to produce more accurate 
and contextually relevant outputs.22 By ranking 
and retrieving documents based on their similar-
ity to the input query, these passages provide a 
rich, context-driven foundation for the generative 
model to construct coherent responses.

Prompt engineering
An often underappreciated yet vital component of 
RAG is prompt engineering, a process that sig-
nificantly influences the system’s output quality. 
This technique involves crafting the input to the 
LLM to optimize the relevance and accuracy of 

its generated response.28 A well-constructed 
prompt typically encompasses three key elements: 
the original query, pertinent context derived from 
retrieved documents, and explicit instructions 
guiding the utilization of this retrieved informa-
tion. In essence, prompt engineering serves as the 
interface between the retrieval mechanism and 
the generative model, ensuring that the wealth of 
retrieved information is effectively channeled into 
producing a coherent and relevant output. In the 
context of rheumatology, a thoughtfully engi-
neered prompt could, for instance, guide the 
LLM to synthesize information from recent clini-
cal guidelines, relevant case studies, and the spe-
cific patient data at hand, thereby facilitating the 
generation of tailored, evidence-based treatment 
recommendations. In Figure 2, we depict a RAG 
architecture to retrieve information from the 
unstructured data from the EHR in a rheumatol-
ogy setting.

Figure 2. Outline of a RAG ecosystem to extract knowledge from clinical notes. This figure illustrates a system 
for extracting bDMARDs from clinical notes. In the indexing phase, clinical notes are broken into smaller 
chunks, transformed into embeddings, and stored in a vector database. During retrieval, the system uses 
similarity-based methods to find the most relevant notes in response to user input (e.g., “What bDMARDs 
has this patient received?”). The retrieved notes are combined with the user query and passed to an LLM to 
generate a structured JSON listing the treatments, which can be utilized in further applications.
bDMARDs, biologic disease-modifying anti-rheumatic drugs; JSON, JavaScript Object Notation; LLM, large language 
models; RAG, retrieval-augmented generation.
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Opportunities, challenges, and evaluation
RAG architecture offers several notable advan-
tages in the context of biomedical sciences and 
specifically in rheumatology. One of the primary 
benefits is a significant reduction in hallucina-
tions, as it limits the LLM’s access to external 
knowledge, retrieving precise information as 
demonstrated in studies extracting clinical data 
from EHR.29 However, hallucinations can still 
occur, especially if the retrieval process fails to 
provide the correct context, which may lead to 
incorrect outputs during the generation phase. 
To address this, the Chain of Verification (CoVE) 
framework has been proposed as a mitigation 
strategy, showing a decrease in hallucinations in 
different tasks.30 CoVE introduces a multi-step 
validation process for all retrieved information. In 
this approach, each referenced source is checked 
against an established, domain-specific database 
or a vetted repository. If discrepancies are 
detected—such as conflicting claims or unclear 
provenance—the system flags them for further 
review. CoVE bolsters the factual accuracy of the 
generated content and creates a structured audit 
trail by instituting this additional layer of verifica-
tion, enabling clinicians and researchers to pin-
point the source of each piece of information. 
Another notable advantage in the medical field is 
the ability of RAG to pinpoint the exact source of 
information, thus removing the “black box” con-
cern associated with LLMs, where the origins of 
the training data are often unclear. Moreover, the 
use of less potent or smaller LLM models in RAG 
architecture can be equally effective in reducing 
the costs of its use. In this framework, the primary 
knowledge source is the retrieval process, mean-
ing that the model itself does not need to be as 
large or computationally intensive as standalone 
LLMs. These models can still provide accurate 
and contextually relevant responses, leveraging 
retrieval to complement their reasoning, process-
ing, and generative capabilities. Research has 
demonstrated that smaller models like DistilBERT 
or MiniLM can perform comparably when aug-
mented with retrieval mechanisms, leading to 
efficiency gains without sacrificing accuracy.31 
This flexibility allows for more efficient and scal-
able implementations, particularly valuable in 
settings where computational resources are 
limited.

The RAG proposal also offers the advantage of 
generating output in a pre-specified structured for-
mat. As illustrated in Figure 2, the output can be 
produced in JSON (JavaScript Object Notation), a 

simple, easy-to-read format that allows computers 
to exchange information and can be further pro-
cessed by an app or the EHR. Finally, a significant 
advantage of RAG in a healthcare setting is the 
ability to handle information locally, thereby 
enhancing data privacy and security. RAG archi-
tecture allows the retrieval process to be conducted 
on private or internal databases, rather than relying 
on publicly trained models that may inadvertently 
expose sensitive data. Since the external knowl-
edge is retrieved from secure, controlled reposito-
ries, the model’s reliance on its training data is 
reduced, minimizing the risk of leakage of confi-
dential information. This localized handling of 
data ensures that the sensitive content never leaves 
the protected environment. Furthermore, the use 
of smaller models as mentioned previously with 
RAG makes it feasible to deploy in secure, on-
premise infrastructures, further safeguarding sensi-
tive data. Studies have shown that local deployment 
of RAG for sensitive domains provides not only 
privacy benefits but also maintains high levels of 
accuracy by accessing up-to-date and domain-spe-
cific information.22 One of the key challenges with 
RAG and LLM systems is the high cost of infra-
structure, whether hosted on the cloud or on-
premise. Cloud-based solutions incur ongoing 
expenses for high-performance computing 
resources, especially for real-time inference and 
retrieval, with costs scaling based on traffic and 
storage demands. On-premise deployments, while 
offering more control and potentially lower long-
term costs, require significant upfront investment 
in servers, storage, and maintenance, which can be 
prohibitive for smaller organizations. Moreover, 
the energy consumption associated with large-
scale deployments raises concerns about sustaina-
bility and environmental impact, making resource 
efficiency not only a financial but also an ecological 
priority.32

Nonetheless, there are some critical aspects for 
implementing RAG in rheumatology. One of 
them involves compliance with intellectual prop-
erty rights and licensing agreements. Since RAG-
based solutions often rely on chosen external data 
sources, ensuring that any clinical guidelines, 
journal articles, or educational materials are 
licensed to be used is essential to avoid infringing 
on copyrighted works. Local deployment of RAG 
systems can help mitigate certain legal and ethical 
risks by restricting access to in-house repositories 
or publicly licensed content; however, institutions 
should still institute regular audits and maintain 
robust version control of these databases to ensure 
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that shared information respects all applicable 
copyright and licensing regulations.

Verification and evaluations for RAG models are 
limited in the literature. It is relevant to verify the 
reliability of external datasets by implementing a 
systematic approach—comprising peer-reviewed 
curation, version-controlled updates, and integra-
tion of reputable, domain-specific repositories. 
These measures help to guarantee that retrieved 
information remains accurate and up to date. 
Regular audits and defined protocols for data 
integration further reduce the risk of propagating 
outdated or erroneous information through the 
RAG pipeline. Concerning validation, if the aim 
of the RAG architecture is a specific downstream 
task such as question answering or fact-checking 
in which a gold standard is available, established 
metrics such as accuracy, and F1-score can be 
used as well as BLEU and ROUGE metrics to 
evaluate answer quality.33 When it comes to more 
complex tasks, evaluation is a challenge that is 
mainly centered on retrieval quality and genera-
tion quality. Evaluation shifts to both retrieval 
effectiveness and generative fidelity, incorporat-
ing metrics like perplexity, BERTScore, and 
mean reciprocal rank to capture model confi-
dence, semantic alignment, and ranking of rele-
vant sources.34 Real-world usability testing and 
human-in-the-loop assessments can help capture 
more qualitative parameters such as correctness, 
faithfulness, and contextual relevance, as illus-
trated in a recent paper extracting data from 
Oncology Guidelines.18

Future directions and  
rheumatology applications
To our knowledge, there is no report in the litera-
ture on the use of RAG specifically in 
Rheumatology. Beyond using RAG for retrieving 
rheumatology guidelines, especially where local 
guidelines are preferred, other potential applica-
tions should be considered. Clinical notes for 
rheumatology patients are often complex and 
typically stored in an unstructured format in most 
EHR systems. RAG could assist in efficiently 
searching for relevant patient information, such 
as identifying bDMARDs the patient has been 
exposed to or locating immunology test results, 
while always citing the original source. In this 
sense, RAG could help find patients with certain 
characteristics to meet the inclusion criteria of a 
clinical trial. In addition, RAG could help 

summarize the most important points from the 
unstructured data within the EHR, giving insights 
into longitudinal patient history. In pharmacovig-
ilance, RAG systems could continuously monitor 
and analyze diverse data sources, including scien-
tific literature, clinical trial reports, and spontane-
ous adverse event databases, to swiftly identify 
emerging safety signals or drug interactions rele-
vant to rheumatic diseases. Furthermore, RAG 
could play a pivotal role in advancing precision 
medicine by integrating and analyzing diverse 
data types, including genetic profiles, biomarkers, 
clinical manifestations, and treatment responses. 
Regarding patient education, RAG could gener-
ate personalized materials by synthesizing infor-
mation from authoritative sources, and tailoring 
content to individual patients’ diagnoses, treat-
ment regimens, and health literacy levels, thereby 
potentially improving treatment adherence and 
patient empowerment. Besides, RAG could facili-
tate knowledge sharing by efficiently retrieving 
and translating relevant studies across languages, 
potentially accelerating global research efforts in 
rheumatology. Chatbots may employ RAG to lev-
erage advanced retrieval and summarization 
methods to further optimize patient triage, quickly 
identify potential adverse drug reactions from 
large-scale pharmacovigilance registries, or even 
integrate imaging results with genetic data for 
robust diagnostic support. While these applica-
tions show great potential, it is crucial to validate 
their clinical utility and address potential chal-
lenges, such as data privacy concerns and the 
need for continual updating of the knowledge 
base, to ensure their effective integration into 
rheumatology practice and research.

Several advancements in the field of NLP are 
being applied to the RAG ecosystem that will 
enhance its future use. Analyzing the various 
strategies is beyond the scope of this manuscript, 
and other studies, such as Gao et al., have dedi-
cated entire lines of research to this topic. One 
strategy that is worth noting is modular RAG, an 
approach where different components are used to 
retrieve relevant information from various 
sources, which is then processed and combined to 
generate accurate and context-aware answers or 
summaries for complex queries.21 In addition, 
knowledge graphs are gaining popularity because 
they improve RAG by organizing and linking 
complex information in a structured, intercon-
nected way, allowing the system to retrieve more 
accurate, contextually relevant data.35
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A promising trend in enhancing RAG applica-
tions in medicine is the integration of hybrid 
approaches, combining RAG with fine-tuning.36 
Fine-tuning an LLM involves further training on 
a specific dataset to refine its broad knowledge for 
improved performance in specialized tasks or 
domains. For instance, a small language model—
a scaled-down version designed for efficient, task-
specific performance with reduced computational 
resources—can be fine-tuned with highly special-
ized rheumatology knowledge.37 When combined 
with the relevant context provided by RAG, this 
approach enables highly accurate and efficient 
responses, all while maintaining low computa-
tional demands.

The advent of multimodal models, which inte-
grate and process data from diverse sources such 
as text, images, and structured information, will 
surely revolutionize our field.38 These models 
are especially impactful in our domain, where we 
rely on a variety of data types, including clinical 
notes, lab reports, medical images, and genetic 
information. When used in an RAG setting, 
these models may significantly enhance the 
depth of context and the accuracy of generated 
responses.

Conclusion
NLP-based technologies have already shown 
numerous capabilities to improve rheumatology 
research and clinical practice. The RAG architec-
ture provides an opportunity to adopt AI and lan-
guage models in a more precise, accountable, and 
sustainable manner. Both patients and healthcare 
providers in rheumatology stand to benefit from 
the integration of controlled knowledge retrieval 
and generative capabilities, potentially leading to 
a more efficient, up-to-date, and transparent 
approach to the use of AI in medicine.
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