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Abstract

The devastating climatic and environmental effects of burning fossil fuels are
now firmly established, emphasizing the urgent need for reliable and renewable
energy sources. One promising alternative is hydrogen, which can be produced
through photocatalytic water splitting using sunlight. Among various semicon-
ductor materials explored for this purpose, titanium dioxide (TiO>), also known
as titania, stands out due to its chemical stability, non-toxicity, and low cost
compared to other candidates like metal sulfides or perovskites. However, de-
spite these advantages, TiO, alone is not an efficient photocatalyst for water
splitting due to its large bandgap, which limits visible-light absorption, and its
high charge recombination rates. Nevertheless, it serves as a suited model sys-
tem for understanding fundamental photocatalytic processes and can be func-
tionalized—via doping, heterostructuring, or surface modifications—to create
more efficient photocatalytic agents. Given its widespread use in photocataly-
sis, photovoltaics, and environmental remediation, gaining a detailed under-
standing of the structural and electronic properties of TiO, at the nanoscale is
essential for developing more effective and optimized photoactive materials.

In this thesis, we systematically investigate the structural, electronic, thermo-
dynamic, and excited states properties of TiO> nanosystems, focusing on the
role of hydroxylation and the influence of nanostructuring. Through a combi-
nation of classical and ab initio molecular dynamics, density functional theory
(DFT), time-dependent DFT (TD-DFT), and nonadiabatic molecular dynamics
(NA-MD), we explore how size, crystallinity, and surface functionalization in-
fluence the stability and electronic properties of such TiO; systems. We show
that increasing hydroxylation leads to a convergence in structural and elec-
tronic properties between amorphous and crystalline nanoparticles (NPs), giv-
ing rise to “crystalike” structures—amorphous nanomaterials that mimic the
electronic behaviour of the photoactive anatase crystalline phase. Additionally,
our refined model for the ligand-induced dipole effect (LIDE) reveals a non-
linear dependence of electronic energy level shifts on hydroxyl coverage, al-
lowing for precise tuning of conduction and valence band positions. In the con-
text of thermodynamics, we develop an analytical function to approximate the



vibrational contributions to the Gibbs free energy of formation (AG¢(T, p)) as
a function of NP size and hydroxylation degree. This function enables correc-
tions to AG¢(T, p) calculations based on 0 K total energies, avoiding the need
for computationally expensive vibrational frequency calculations. The effect of
these corrections diminishes for larger systems but remains significant for NPs
up to tens of nanometers in diameter. This approach bridges the gap between
computational methods suited for small clusters and those applicable to ex-
tended surfaces, allowing for efficient phase diagram calculations of nanosys-
tems interacting with their environment. Finally, by explicitly exploring the ex-
cited-state dynamics using NA-MD methodologies, we rigorously analyse the
radiative and nonradiative relaxation processes in small TiO, nanoclusters.
Here we provide an accurate description of charge carrier recombination which
is an important factor that determines photocatalytic performance.

Beyond analysing how hydroxylation and size influence TiO:-based nano-
materials, this thesis introduces new computational models to more accurately
describe the thermodynamics and electronic properties of nanostructures.
These developments improve the theoretical frameworks available for studying
nanoscale materials, particularly in the context of photocatalysis and electronic
structure tuning. In this way, by advancing our fundamental understanding of
TiO; at the nanoscale, this work contributes to the ongoing development of
more efficient photocatalytic and optoelectronic materials.

Keywords: Photocatalysis, titania, hydration, semiconductors, excited states.



Resum

Els devastadors efectes climatics 1 ambientals de la combustio de combustibles
fossils estan ampliament establerts, subratllant la necessitat urgent de fonts
d’energia fiables i renovables. Una alternativa prometedora és I’hidrogen, que
es pot produir mitjangant la fotocatalisi de 1’aigua amb Ilum solar. Entre els
diversos materials semiconductors explorats per a aquest proposit, el dioxid de
titani (T10;), també conegut com a titania, destaca per la seva estabilitat qui-
mica, no toxicitat i baix cost en comparacié amb altres candidats com els sul-
furs metal-lics o les perovskites. No obstant aix0, malgrat aquests avantatges,
el TiO; per si sol no és un fotocatalitzador eficient per a la fotolisi de I’aigua a
causa del seu ample band gap, que limita 1’absorcié de llum visible, 1 de les
seves altes taxes de recombinacio de carrega. Tot 1 aixi, serveix com a sistema
model excel-lent per comprendre els processos fotocatalitics fonamentals 1 pot
ser funcionalitzat —mitjangant dopatge, heteroestructuracié o modificacions
de superficie— per crear agents fotocatalitics més eficients. Donat el seu ampli
us en fotocatalisi, fotovoltaica i remediacié ambiental, obtenir una comprensio
detallada de les propietats estructurals i electroniques del TiO, a escala
nanometrica €s essencial per desenvolupar materials més efectius i optimitzats.

En aquesta tesi, investiguem sistematicament les propietats estructurals, elec-
troniques 1 termodinamiques de les nanoestructures de TiO», centrant-nos en el
paper de la hidroxilacio 1 la influéncia de la nanoestructuracio. A través d’una
combinaci6 de dinamica molecular classica 1 ab initio, teoria del funcional de
la densitat (DFT), DFT dependent del temps (TD-DFT) i dinamica molecular
no adiabatica (NA-MD), explorem com la mida, la cristal-linitat i la funciona-
litzacid de la superficie influeixen en 1’estabilitat i les propietats electroniques
de les nanoparticules (NPs) de TiO,. Demostrem que 1’augment de la hidroxi-
laci6 condueix a una convergencia en les propietats estructurals 1 electroniques
entre les NPs amorfes i cristal-lines, donant lloc a estructures “cristaloides” —
nanomaterials amorfs que imiten el comportament electronic de la fase cris-
tal-lina fotoactiva de I’anatasa. A més, el nostre model refinat per a I’efecte de
dipol induit per lligands (LIDE) revela una dependencia no lineal dels des-
placaments dels nivells d’energia electronica respecte a la cobertura d’hidroxil,



permetent un ajust precis de les posicions de les bandes de conducci6 i valén-
cia.

En el context de la termodinamica, desenvolupem una funci6 analitica per apro-
ximar les contribucions vibracionals a I’energia lliure de Gibbs de formacio
(AG#(T, p)) en funcié de la mida de la NP i del grau d’hidroxilacio. Aquesta
funcié permet corregir els calculs de AG¢(T, p) basats en energies totals a 0 K,
evitant la necessitat de calculs costosos de freqiiéncies vibracionals. L’efecte
d’aquestes correccions disminueix en sistemes més grans, perd continua sent
significatiu per a NPs de fins a desenes de nanometres de diametre. Aquest
enfocament permet connectar els meétodes computacionals adequats per a petits
clusters amb aquells aplicables a superficies esteses, facilitant el calcul eficient
de diagrames de fase de nanosistemes en interaccidé amb el seu entorn. Final-
ment, mitjangant I’exploracio explicita de la dinamica en estat excitat utilitzant
NA-MD, analitzem rigorosament els processos de relaxacio radiativa i no ra-
diativa en petits nanoclusters de TiO,. Aix0 ens permet descriure amb precisio
la recombinacid de portadors de carrega, un factor clau que determina el ren-
diment fotocatalitic.

Mg¢s enlla d’analitzar com la hidroxilacid i la mida influeixen en els nanoma-
terials basats en Ti0;, aquesta tesi introdueix nous models computacionals per
descriure amb més precisid la termodinamica 1 les propietats electroniques de
les nanoestructures. Aquests avencos milloren els marcs teorics disponibles per
estudiar materials a nanoescala, especialment en el context de la fotocatalisi 1
I’ajust de I’estructura electronica. En aprofundir en la comprensié fonamental
del TiO; a escala nanometrica, aquest treball contribueix al desenvolupament
continu de materials fotocatalitics i optoelectronics més eficients.

Paraules clau: Fotocatalisi, titania, hidratacid, semiconductors, estats excitats.
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The ability to control and manipulate materials at the nanoscale has led to huge
advancements in diverse fields, from electronics to energy conversion and ca-
talysis. Nanostructuring materials not only modifies their electronic and optical
properties but also enhances their surface reactivity, enabling novel functional-
ities that differ significantly from their bulk counterparts. Furthermore, the in-
teraction between nanostructured materials and their environment—such as the
adsorption of gas molecules—plays a crucial role in determining their physi-
cochemical behaviour. Adsorbates, including water, oxygen, and other reactive
species, can alter surface states, charge distribution, and reactivity, making
them key factors in applications like sensing, catalysis, and photovoltaics.

Among nanostructured materials, titanium dioxide (TiO>), or titania, stands out
as a widely studied system due to its versatile photocatalytic properties and
technological relevance. This thesis investigates how key structural factors—
including size, crystallinity, and surface interactions—shape the ground and
excited state properties of TiOz nanostructures - mainly nanoparticles (NPs).
Using computational modelling, we analyse how these variables influence the
electronic structure of these systems, which provides insights into their photo-
catalytic performance. The theoretical work in this thesis provides a general
platform for a deeper understanding of semiconductor NPs and how they can
be tuned for photocatalysis and related processes.

Before moving to a detailed discussion of the properties of TiO, nanosystems,
we first review key contributions that have shaped our understanding of size-
dependent effects in inorganic materials, particularly semiconductors.

1.1 Nanostructuring materials

Reducing material dimensions from the macroscopic to the nanoscale pro-
foundly alters physical, chemical, and electronic properties. As the system size
reduces, materials transition through distinct size regimes, each with character-
istic structural and electronic behaviours. At the smallest scales, nanoclusters
(approximately < 100 atoms) exist in the "Every Atom Counts" regime, where
quantum effects dominate. The discrete nature of electronic states leads to sig-
nificant variations in optical, electronic, and catalytic properties."*> Nanoclus-
ters, for instance, exhibit molecular-like behaviour, where the addition or
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removal of a single atom can critically affect stability and reactivity.® At this
extreme small size, the structure lacks long-range order and depends heavily
on synthesis conditions and environmental interactions. As nanoclusters grow,
they transition into amorphous or partially ordered phases, where short-range
order persists but long-range crystallinity is still absent.*> In this regime, sur-
face effects remain dominant, but bulk-like properties begin to emerge. Amor-
phous materials, for example, often exhibit lower density, different optical ab-
sorption edges, and higher defect concentrations, which can enhance catalytic
activity but may reduce charge carrier mobility.°

With increasing size, NPs (which number of atoms ranges from approximately
10% to 10°%) adopt shapes that minimize surface energy (see Figure 1.1). The
shapes of crystalline NPs can be described by the Wulff construction, which
predicts equilibrium crystal morphologies based on facet-specific surface en-
ergies.” These facets influence catalytic and electronic properties, making them
crucial in applications like photocatalysis and photovoltaics.® At even larger
scales, bulk-like properties dominate, though surfaces remain critical in defin-
ing overall material behaviour. Surface terminations influence charge separa-
tion efficiency in semiconductors, with high-energy facets providing active
sites for reactions.’ Surface reconstructions, passivation, and defect states fur-
ther impact carrier recombination rates and surface charge density, affecting
photocatalytic and electronic performance.'®

Single atoms  Nanoclusters  Nanoparticles  Surfaces and bulk materials
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Figure 1.1 Geometric structure of single atoms, nanoclusters, nanoparticles,
surfaces and bulk materials.
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Generally, reducing material dimensions to the nanoscale leads to significant
changes in a wide range of properties, including electronic, optical, mechani-
cal, thermal, and catalytic behaviours.'!"!* Such size-dependent phenomena not
only distinguish nanomaterials from their bulk counterparts but also enable the
design of nanosystems with tailored properties for applications in energy con-
version, catalysis, and beyond.'> A general framework for understanding na-
noscale material properties can be described in terms of a scalable versus non-
scalable regime (see Figure 1.2).!° In the scalable regime, properties such as
electronic structure, thermodynamic stability, and catalytic activity follow a
predictable size-dependent trend, often describable by power laws. This corre-
sponds to a smooth transition from bulk materials to nanoscale systems. How-
ever, at the smallest size scale, in the non-scalable "Every Atom Counts" re-
gime, every atomic addition or removal can introduce abrupt changes in prop-
erties.

1el®
Nanoscale OB
ol

G(R)

“Every atom
LR counts” non-
G(x=) scalable regime

+—— Increasing Radius

Figure 1.2: Schematic representation of the nanoparticle size regime that we
focus on (circled area) with respect to an arbitrary property G(R), where R is
the system radius (adapted from reference 16).

This is particularly relevant in nanoclusters, where quantum confinement ef-
fects and surface interactions play a dominant role in dictating structural and
functional characteristics. In NPs, two fundamental effects drive the evolution
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of electronic and optical properties: quantum confinement (QC) and surface-
to-volume ratio effects. QC arises when the size of a NP becomes comparable
to or smaller than the de Broglie wavelength of electrons. In this regime, the
continuous electronic bands seen in bulk materials break down into discrete
energy levels, leading to an increase in bandgap energy (as depicted in Figure
1.3). This phenomenon has been extensively studied in semiconductor nano-
crystals, such as CdSe, or TiO», where controlling NP size allows for precise
tuning of optoelectronic properties.!”!® For example, in small semiconductor
NPs of 1-2 nm, QC shifts the conduction and valence bands apart, affecting
their ability to absorb light and participate in charge transfer reactions.!®-°

Energy
gap

Bulk Nanosystems
semiconductor

Figure 1.3: Schematic representation of the quantum confinement effect on the
energy levels of a material with decreasing size. CB and VB stand, respectively,
for Conduction Band and Valence Band.

Surface-to-volume ratio effects become increasingly significant as particle size
decreases. A greater proportion of atoms reside at or near the surface, making
interfacial phenomena dominant. This enhanced surface reactivity influences
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adsorption, catalytic activity, and overall electronic properties, particularly in
semiconductors.?! The combined impact of QC and increased surface contribu-
tions results in pronounced size-dependent shifts in optical properties. Semi-
conductor NPs exhibit a blue shift in absorption and emission spectra as size
decreases, a trend well-documented in materials like CdS and ZnO.?* Similarly,
metal NPs, such as gold, show strong variations in surface plasmon resonance
with changing size.?® These tunable optical properties are crucial for applica-
tions in solar energy conversion, photocatalysis, and optoelectronic devices.

Beyond electronic and optical characteristics, nanoscale reduction also impacts
mechanical strength, thermal transport, and catalytic activity. Mechanical prop-
erties improve at the nanoscale due to reduced defect densities and enhanced
grain boundary effects.?* Nanocrystalline materials often exhibit increased
hardness and strength compared to their bulk counterparts, as observed in stud-
ies on ultrafine-grained metals and ceramics.® These enhancements arise be-
cause dislocation movement—the primary mechanism of plastic deformation
in bulk materials—is significantly hindered in nanostructured systems.

Thermal conductivity also changes drastically at reduced dimensions due to
enhanced phonon scattering at grain boundaries and surfaces.”’ In materials
such as silicon nanowires, nanoscale effects lead to a significant reduction in
thermal conductivity compared to bulk silicon, a crucial property for thermoe-
lectric applications.?® By carefully controlling size and morphology, research-
ers can engineer nanostructured materials with tailored thermal properties for
heat management in electronics and energy harvesting technologies.?

Perhaps the most profound nanoscale effect is observed in catalysis. The high
surface area of nanomaterials provides more active sites for chemical reactions,
while their altered electronic structure enhances catalytic efficiency.’® A strik-
ing example is gold: while bulk gold is chemically inert, nanoscale gold be-
comes a highly active catalyst for oxidation reactions.’! Similar principles ap-
ply to semiconductor nanostructures, where surface properties and charge car-
rier dynamics dictate photocatalytic performance.? The interplay between QC,
surface chemistry, and defect states plays a crucial role in optimizing materials
for water splitting, environmental remediation, and solar fuel generation.
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1.2 Role of hydration

The importance of nanostructuring materials is further highlighted by the fact
that hydration—and, more broadly, interactions with adsorbates—becomes
particularly influential at the nanoscale. In nanosystems, a significant fraction

of atoms resides at or near the surface, so interactions with water molecules
and hydroxyl groups can profoundly reshape the local atomic structure, modi-

fying the material’s electrostatic environment.**

These effects play a pivotal
role in defining the structural, electronic, and catalytic properties of nano-
materials, making hydration a key determinant of their functionality and per-

formance.

Structurally, hydration can induce surface reconstruction, amorphization, or
stabilization of metastable phases, particularly in oxide-based nanomaterials.
The adsorption of water molecules alters the arrangement of surface atoms,
sometimes causing lattice distortions or promoting the stabilization of specific
crystal facets to minimize surface energy.*® In TiO,, for instance, hydration in-
fluences phase stability and morphology in NPs, playing a crucial role in de-
fining the material’s functional properties.** The interaction of water with sur-
face sites can also modify the expression of different crystallographic facets,
further impacting reactivity and catalytic efficiency.®

Beyond structural changes, hydration has profound electronic effects, primarily
through the ligand-induced dipole effect (LIDE).>®* When water, hydroxyl
groups, or organic ligands adsorb onto a semiconductor surface, they create
interfacial dipoles that shift the conduction and valence band edges, effectively
tuning the material’s electronic energy levels. This phenomenon has been
widely observed in metal oxides and colloidal quantum dots, where hydration-
induced dipole layers can significantly influence charge transport, electron-
hole recombination rates, and overall photocatalytic performance.’’* Such ex-
perimental and theoretical studies suggest that hydration-induced dipoles can
shift semiconductor band edges by several hundred meV, demonstrating their
critical role in fine-tuning electronic properties.

Hydration effects are particularly relevant in photocatalysis and electrochemi-
cal applications, where surface interactions with water molecules directly
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impact charge transfer dynamics. In black TiO», the introduction of thiocyanate
ligands created a strong interfacial dipole, leading to a 0.6 eV shift in band
structure and significantly improving charge separation efficiency for photo-
catalytic CO; reduction.*® Similar hydration-induced band structure modifica-
tions have been reported in ZnO or Fe;Os, where water adsorption alters sur-
face electronic states and enhances catalytic activity.*'*> The magnitude of
these effects depends strongly on NP size, crystal facets, and environmental
conditions, with smaller NPs being more susceptible to hydration due to their
higher surface energy and increased density of active sites. In several metal
oxides, hydration often leads to the formation of surface hydroxyl groups,
which play a crucial role in charge trapping, catalytic activity, and interfacial
charge transfer.** Depending on their adsorption geometry and local electronic
structure, these hydroxyl groups can either facilitate or hinder charge separa-
tion.*

1.3 The Honda-Fujishima Experiment (1972)

Among the various semiconductors that exhibit size-dependent properties,

T10; has gained significant attention due to its stability, abundance, and unique
electronic characteristics. While TiO2 was originally studied for its optical and
electronic properties, its catalytic potential at the nanoscale later became a key
focus. The ability of titania to absorb ultraviolet (UV) light and participate in
photochemical reactions set the stage for one of the most influential discoveries
in photocatalysis. This discovery demonstrated, for the first time, that TiO;
could facilitate water splitting under UV irradiation. This groundbreaking ex-
periment conducted by Akira Fujishima and Kenichi Honda in 1972 marked
the first demonstration of photocatalytic water splitting, setting the foundation
for the field of artificial photosynthesis.*

In this experiment, Fujishima and Honda employed a photoelectrochemical
(PEC) cell, with an n-type TiO> (rutile) electrode acting as the photoanode and
a platinum (Pt) counter-electrode (see Figure 1.4). The PEC cell was irradiated
with UV light, which had energy exceeding the bandgap of bulk titania (around
3.0 to 3.2 eV). The absorbed photons excited electrons from the valence band
of TiO» to its conduction band, leaving behind positively charged holes. The
electrons travelled through an external circuit to the Pt electrode, where they
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reduced protons in the solution to hydrogen gas. Meanwhile, the holes in the
Ti0, oxidized water at the anode, generating oxygen gas.

H
L Bias ]]
-
CB + H, J
e
H,O
UV 2
3.0eV (A< 415 nm)
Gt
2~ H.,0
VB h* ’ Electrolyte
TiO, n-type semiconductor Pt counter electrode

photoelectrode

Figure 1.4: Schematic illustration of water splitting using a TiO, n-type semi-
conductor photoelectrode (adapted from reference 33). Upon UV illumination
(A <415 nm), TiO, absorbs photons with energy > 3.0 eV, exciting electrons
(e”) from the VB to the CB, leaving behind holes (h*). The holes drive water
oxidation at the TiO» surface, generating O, and protons in the electrolyte. Elec-
trons travel through an external circuit under applied bias to the Pt counter
electrode, where they facilitate H> evolution.

This discovery became known as the Honda-Fujishima effect, illustrating the
potential of semiconductor photocatalysts to employ solar energy for driving
redox reactions. However, TiO; could only utilize the UV portion of sunlight,
which represents less than 5% of the total solar spectrum. Despite this limita-
tion, the experiment was a significant step toward solar-driven hydrogen pro-
duction, a clean and renewable energy source.

The original setup achieved a modest quantum efficiency and energy conver-
sion efficiency of approximately 0.4% under sunlight, with later experiments
confirming these values.*® While the efficiency was low, the experiment proved
the concept of using solar energy for water splitting, opening new research
ways aimed at improving semiconductor performance and expanding their light
absorption to the visible range.
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The Honda-Fujishima experiment also ignited extensive interest in titania-
based photocatalysis, leading to decades of research focused on enhancing the
photocatalytic properties of titania. These efforts include material modifica-
tions, such as doping with metal and non-metal elements, to extend TiO;’s light
absorption into the visible spectrum and improve charge separation efficiency.
Before moving into all these advances, it is important to understand how the
photocatalytic process takes place in such titania systems.

1.4 Photocatalytic water splitting

Titania-based photocatalytic water splitting became a promising technology for
solar energy conversion to chemical energy by generating hydrogen (H») and
oxygen (Oz) through light-driven reactions. In short, the process involves three
key steps (see Figure 1.5): photon absorption to excite electrons from the va-
lence to the conduction band, charge carrier separation and migration to the
surface, and surface redox reactions where water molecules are split into H»
and Oa.

When TiO; is irradiated with light of energy equal to or greater than its band
gap, electrons in the valence band are excited to the conduction band, leaving
behind holes in the VB:

TiOz + hv - e~ + ht (1.1)
CB VB

This process generates electron-hole pairs, which are the primary charge carri-
ers driving subsequent redox reactions. Such photogenerated electrons and
holes must migrate to the surface of the photocatalyst to participate in surface
reactions. Efficient charge separation is critical to avoid recombination, which
dissipates the energy as heat.

At the surface of TiO», the holes in the VB oxidize water molecules to produce
oxygen:

2H,0 + 4h{g — 05 + 4H+ (1.2)

Simultaneously, electrons in the CB reduce protons to generate hydrogen:
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4H* + 4ecg — 2H: (1.3)

The overall reaction is:

1

H,0 - H, + 502 (1.4)

amn . { / T

Figure 1.5: Key steps in photocatalytic water splitting using titania: (I) photon
adsorption to excite electrons; (II) charge carrier separation; (III) surface redox
reactions.?’

This reaction is thermodynamically uphill, requiring an input of 237.13 kJ/mol
of Gibbs free energy.

1.5 Evolution of Titania in Photocatalysis

Following the pioneering work of Fujishima and Honda in 1972, significant
advancements have been made in the field of titania photocatalysis. In the mid-
to-late 1970s, researchers began exploring methods to improve the photocata-
lytic performance of TiO; by addressing the critical issue of charge carrier re-
combination. Studies revealed that much of the inefficiency in TiO»-based pho-
tocatalysis are caused by the rapid recombination of photogenerated electron-
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hole pairs before they could participate in the redox reactions necessary for

21,48,49 A

water splitting. significant breakthrough occurred in 1977 when

Schrauzer and Guth showed that powdered TiO> loaded with platinum could
effectively promote the decomposition of water when exposed to sunlight.*
The platinum acted as a co-catalyst, aiding in electron transfer and minimizing
recombination by functioning as an electron trap, which ultimately improved

hydrogen production.

Further improvements in charge separation were achieved by optimizing the
surface properties of TiO,. Researchers discovered that nanostructuring the ma-
terial, such as by creating TiO> NPs and nanotubes, significantly increased its
surface area and, consequently, the number of active sites for the water splitting
reaction.’’>> These nanostructures also reduced the diffusion distance for
charge carriers, which helped decrease recombination rates, as hinted in section
1.1.! In this way, the use of TiO, NPs offers distinct advantages over bulk and
surface-specific models, particularly in photocatalytic applications. Besides the
vastly increased surface-to-volume ratio, NPs allow for precise control over
their morphology, with specific crystal facets, such as (101) in anatase TiO»,
demonstrating superior activity due to efficient charge separation and interme-
diate stabilization.>

Advances in synthesis methods have further impact the development of TiO;
nanomaterials with tailored properties for photocatalysis. Techniques such as
solvothermal and hydrothermal synthesis, chemical vapor deposition (CVD),
and sol-gel processing have enabled researchers to precisely control the size,
shape, and crystalline phase of TiO, nanostructures.’*>* High-resolution trans-
mission electron microscopy (HR-TEM) and scanning electron microscopy
(SEM) have been critical in characterizing these materials, revealing the influ-
ence of specific morphologies, such as nanotubes and nanowires, on photocata-
lytic performance.’¢->® TEM imaging has confirmed that single-crystalline an-
atase NPs with well-defined (101) and (001) facets (Figure 1.6) exhibit superior
charge separation efficiency and catalytic activity compared to bulk materials.
These innovations also extend to novel materials like black TiO,, produced
through hydrogenation or other reduction techniques.>
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Titanium dioxide mainly exists in two crystalline forms: rutile and anatase.
Both have been thoroughly researched for their photocatalytic abilities. Ana-
tase, which has a larger bandgap of about 3.2 eV compared to rutile’s 3.0 eV,
tends to be more effective in photocatalysis, especially in water splitting, as
explained below. Although rutile is the thermodynamically stable phase at the
bulk scale, anatase becomes more stable at the nanoscale, particularly for par-
ticles with diameters below approximately 14 nm.%° This size-dependent stabil-
ity makes anatase especially attractive for applications involving TiO nano-
particles, such as photocatalysis or environmental remediation, particularly in
hydrated environments. However, care must be taken during thermal pro-
cessing, as anatase can irreversibly transform into the less active rutile phase at
elevated temperatures—typically beginning around 500 °C for nanoparticles
larger than ~14—-16 nm, depending on particle size, synthesis method, and at-
mosphere. In contrast, ultra-small anatase nanoparticles (e.g., 1-2 nm in diam-
eter) are significantly more resistant to this transformation due to their high
surface-to-volume ratio and kinetic stabilization, and may retain the anatase
phase even at temperatures exceeding 500 °C.°

The higher energy of the electrons generated by light in anatase enables
stronger oxidation reactions on its surface, making it more efficient in facilitat-
ing the essential redox processes involved in water splitting. Besides, anatase
has slower electron-hole recombination rates than rutile, which increases the
chances that the photogenerated charge carriers will engage in surface reactions
before they recombine.®!2 The relative ease in which photo-generated excitons
in anatase can reach the surface is another key factor explaining this polymor-
phic difference in photocatalytic performance. %

The size-dependent properties of NPs also contribute significantly to their pho-
tocatalytic superiority. Below approximately 5 nm, TiO> NPs transition into
core-shell or amorphous phases, facilitating unique reaction pathways that im-
prove photocatalytic performance.® These quantum effects, including size-in-
duced modifications to the band structure, enable NPs to exploit a broader por-
tion of the solar spectrum (a capability that bulk materials lack). Moreover,
NPs’ ability to optimize morphology enables the fine-tuning of reactivity. For
instance, anatase NPs dominated by (101) facets exhibit enhanced photo-
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oxidation activity compared to flatter crystals.®> These unique features of NPs
are not replicable in bulk or purely surface-oriented models. While bulk TiO;
provides valuable insights into fundamental properties, it fails to account for
the nanoscale-specific phenomena critical to photocatalysis. Thus, the transi-
tion to NP-based systems represents a significant leap in advancing TiO,’s ap-
plication in renewable energy and environmental remediation.

Figure 1.6: TEM (a) and HR-TEM (b, ¢) images of rhombic anatase TiO,nano-
crystals produced by solvothermal synthesis. The insets in the HR-TEM images
evidence the exposition of the (001) and (101) crystal surfaces. The 2D geo-
metrical model of the nanocrystal and its exposed surfaces is reported in (d).

The fundamental limitation of TiO», its UV-only activation, remained a major
obstacle in NPs. To extend titania’s photoactivity into the visible light spec-
trum, extensive research has been conducted on metal (e.g., iron%, copper®’)
and non-metal (e.g., nitrogen,®® carbon®-"?) doping with foreign atoms. Anatase
has been the favoured polymorph for doping experiments due to its higher in-
trinsic photocatalytic activity, which provides a more robust platform for en-
hancing visible light absorption. It has been demonstrated that N-doping intro-
duces mid-gap states above the valence band of titania that can serve as traps
for charge carriers, thereby enhancing the visible light response.””> Mid-gap
states can sometimes delay recombination by temporarily trapping charge car-
riers, allowing them to migrate to reactive surface sites and participate in pho-
tocatalytic reactions. However, if the trapped charge carriers cannot efficiently
move to reaction sites, these mid-gap states may instead act as recombination
centres, reducing overall efficiency. For this reason, optimizing the type and
concentration of dopants is critical to achieving a balance between enhanced
light absorption and efficient charge separation.
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One of the most significant advancements in photocatalytic water splitting
came with the development of Z-scheme systems, which mimic the two-step
excitation process in natural photosynthesis.”>”* In a Z-scheme, two different
semiconductors are used: one for driving the oxygen evolution reaction (OER)
and the other for the hydrogen evolution reaction (HER). This method expands
the range of light absorption and improves the separation of charge carriers,
making it a very effective approach for increasing the efficiency of solar-to-
hydrogen conversion. In Z-scheme systems, anatase TiO, often acts as one of
the two semiconductors, paired with a complementary material that absorbs
visible light. Common pairings include bismuth vanadate (BiVO4)"®”” and gra-
phitic carbon nitride (g-C3N4),”® which leverage anatase’s robust oxidation ca-
pabilities and the visible light absorption properties of the partner material.

Both BiVO4 and g-C3N4 have also been extensively studied as independent ma-
terials for visible light-driven water splitting, due to their favourable bandgaps
and photocatalytic properties.””8! In fact, while anatase TiO» has remained a
key system for photocatalytic research, several alternative materials with nar-
rower bandgaps have emerged as promising candidates for visible light-driven
water splitting. The aforementioned BiVOy, for example, has attracted attention
for its efficient visible light absorption (~2.4 eV) and high photocatalytic ac-
tivity for oxygen evolution. Other examples are cadmium sulfide (CdS)* or
tantalum oxynitride (TaON).*?

Nevertheless, although these materials often show superior visible light respon-
siveness, Ti0O», especially in its anatase form, remains advantageous due to its
chemical stability, non-toxicity, abundance, and ease of synthesis. These attrib-
utes make T10; not only a cost-effective solution but also an invaluable model
system for investigating the fundamentals of photocatalysis. Its well-character-
ized properties facilitate studies on the influence of surface hydration, defect
states, and charge carrier dynamics, which can then be extrapolated to more
efficient yet expensive materials.

Photocatalytic water splitting using titania calls for a detailed analysis of how
water interacts with titania nanosystems, as this interaction is fundamental to
the entire process. Water not only serves as the reactant—providing protons
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and electrons for hydrogen evolution and oxygen production—, but also
strongly influences the structural and electronic properties of the photocatalyst.
The synergy between anatase TiO, and water is fundamental: hydration facili-
tates surface reactions, enhances charge separation, and promotes the formation
of reactive intermediates critical for water splitting and hydrogen generation.
The specific mechanisms of hydration/hydroxylation of the titania nanosys-
tems, together with the influence on titania structural and electronic properties
will be detailed later in the Results chapter, as it represents one of the main
research points within this thesis.

1.6 Goal and Outline of the Thesis

Over five decades after the groundbreaking discovery that the anatase poly-
morph of titanium dioxide can drive water splitting under ultraviolet light, this
system remains essential for understanding photocatalytic principles and ad-
vancing related applications. It is also worth noting other interesting applica-
tions of anatase titania, such as in photovoltaics,** CO, reduction,®® sun-
screens,® or anti-pollution building.?”%® Furthermore, the adoption of TiO, NPs

has revolutionized photocatalysis by offering a vastly increased surface-to-vol-
ume ratio, reduced charge carrier diffusion distances, and tunable properties at
the nanoscale.

Building on these foundations, this thesis investigates the ground and excited
state properties of titania NPs, with a particular emphasis on its behaviour un-
der hydration and light exposure. To achieve this, a comprehensive set of com-
putational methodologies is employed. The selected approaches—Classical
and A4b Initio Molecular Dynamics (MD), Density Functional Theory (DFT),
Ab Initio Atomistic Thermodynamics (AIAT), Time-Dependent Density Func-
tional Theory (TD-DFT), and Nonadiabatic Molecular Dynamics (NA-MD)—
together provide a detailed understanding of nano-TiO,, encompassing its
structural stability, electronic characteristics, and dynamic behaviours in pho-
tocatalytic applications.

As a first step, MD simulations are used to model the thermal and structural
stability of TiO» NPs, particularly in relation to hydroxylation. These simula-
tions reveal how nano- TiO; interacts with water at the atomic scale, offering
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insights into the structural adaptations and stability of NPs under varying ther-
mal conditions. Building upon these insights, DFT is employed to optimize the
structure of titania systems and determine electronic band structure and
bandgap, which are crucial for understanding their electronic properties and
photocatalytic functionality.

After examining the electronic structure and structural properties of nano- TiO»
at the ground-state level, this thesis transitions into the thermodynamic realm
to explore the energetics of hydration. In this context, the validity of the AIAT
approach and its applicability to nanoscale systems are critically assessed. A
refined, size-dependent framework is proposed, producing more realistic Phase
Diagrams that define stability regions associated with various hydration de-
grees. These diagrams serve as valuable guidelines for selecting optimal hydra-
tion degrees under specific conditions.

To address the excited-state properties of nanoscale titania, TD-DFT is em-
ployed to model its behaviour under light exposure. TD-DFT provides insights
into the material's response to photoexcitation, including its capacity to drive
redox reactions. Building on these results, NA-MD investigates the real-time
dynamics of excited states, offering a comprehensive view of charge separa-
tion, recombination, and energy dissipation processes in both bare and hydrated
Ti0O; nanoclusters. For the first time, this thesis uses NA-MD to examine how
water influences excited-state processes in nano- TiO;, directly addressing a
critical aspect of photocatalytic efficiency and identifying strategies to opti-
mize its performance.

This thesis is organized into seven chapters. Following the introduction, Chap-
ter 2 presents the theoretical background and methodologies, providing de-
tailed descriptions of the approaches outlined above. Chapters 3 through 5 dis-
cuss the results in a logical progression. Chapter 3 focuses on the effects of
surface hydroxylation and morphology on the stability and electronic structure
of TiO, NPs. Chapter 4 explores the size-dependent thermodynamic properties
of titania, and their implications for photocatalytic activity. Chapter 5 dives into
the excited-state dynamics of hydrated Ti0O, examining how size and hydration
affect energy transfer and relaxation processes. Chapter 6 synthesizes the
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insights gained, presenting general conclusions and their broader implications
for renewable energy and photocatalysis. Chapter 7 outlines the contributions
of the PhD candidate to various publications produced during the thesis years
(2020-2025). Lastly, the appendix gathers the Supplementary Information doc-
uments of all five papers presented throughout this thesis.
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This chapter outlines the theoretical and computational methodologies em-
ployed to investigate the structural, electronic, and dynamic properties of ana-
tase TiO, nanosystems and their interactions with aqueous environments.
While the choice of methodologies is inherently motivated by the scientific
interest in titania and its relevance to photocatalysis, the primary focus of this
chapter resides in the underlying theoretical frameworks and computational
techniques. References to the specific systems studied and the parameters em-
ployed will be limited to cases where the diversity of possible methodological
approaches requires highlighting the specific choices made in this research.

As part of the Theoretical Chemistry and Computational Modelling doctoral
program, this research extensively utilizes advanced computational codes and
simulations. These tools are described alongside the key concepts and theoret-
ical principles underpinning their application. Throughout this chapter, refer-
ences to specific computational codes are provided—typically at the end of the
corresponding sections—while ensuring that the main emphasis remains on the
theoretical background that forms the foundation of these methodologies. The
methodologies are organized into the following sections:

Wavefunction-Based Quantum Mechanics (Section 2.1): This section intro-
duces the wavefunction concept, the Schrodinger equation, and the Born-Op-
penheimer approximation, which provide the foundation for constructing the
potential energy surface (PES) and exploring quantum mechanical properties
of molecular systems.

Molecular Dynamics Simulations (Section 2.2): This section focuses on the
application of Molecular Dynamics (MD) to explore the PES and obtain mini-
mum-energy structures. Subsections 2.2.1 and 2.2.2 respectively detail the
characteristics of classical MD and 4b Initio MD (AIMD). Lastly, Subsection
2.2.3 covers the fundamentals of MD, including thermodynamic ensembles,
time integration, and temperature and pressure control.

Density Functional Theory — DFT (Section 2.3): This section describes the
principles and practical implementation of DFT, highlighting its application in
structural optimization and electronic property calculations. It begins with the
Hohenberg-Kohn Theorems (2.3.1) and Kohn-Sham Equations (2.3.2),
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followed by a discussion of exchange-correlation functionals (2.3.3) and dis-
persion forces (2.3.4), and concludes with the computational implementation
of DFT (2.3.5).

Thermodynamics and Gibbs Free Energy (Section 2.4): Thermodynamic prin-
ciples are introduced to connect molecular simulations with macroscopic prop-
erties. Subsection 2.4.1 outlines general thermodynamic concepts, while Sub-
section 2.4.2 focuses on Ab Initio Atomistic Thermodynamics (AIAT) and the
computation of the Gibbs free energy of hydration. Finally, in 2.4.3, the p-T
phase diagrams are introduced.

Excited states (Section 2.5): This section discusses methodologies for simulat-
ing excited-state dynamics. Subsections 2.5.1 and 2.5.2 introduces wavefunc-
tion representation and Non-Adiabatic Molecular Dynamics (NA-MD) foun-
dations. The rest of the section details the different steps required to compute
the evolution of the excited states in the context of mixed quantum-classical
dynamics.

2.1 Quantum Mechanics: The wavefunction and the Schrodinger
Equation

2.1.1 The Concept of the Wavefunction

In quantum mechanics, the wavefunction, denoted as W(r, t) serves as a math-
ematical representation of the quantum state of a physical system. It encapsu-
lates all the information about the particles within the system, including their
spatial, temporal, and quantum properties. The square of the wavefunction's
modulus, |W(r, t)|2, provides the probability density for finding a particle at a
given position r at time ¢, linking the abstract quantum description to observa-
ble physical phenomena. Throughout this text, boldface symbols denote vec-
tors, specifically the position coordinates of particles in three-dimensional
space.

The wavefunction is inherently a complex-valued function, often expressed in
the form W(r,t) = A(r, t)ei»®, where A(r, t) is the amplitude and @(r, t)
is the phase. This complex nature allows the wavefunction to encode both the
magnitude and the phase of a system's quantum state, enabling interference
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effects that are essential to quantum mechanics. The phase information, alt-
hough not directly observable, plays a critical role in quantum coherence and
superposition.

For systems involving multiple particles, such as electrons and nuclei, the
wavefunction becomes a function of all particle coordinates,
Y(ry,ry, ..., ry; Ry, Ry, ..., Ry). Here, rq, 1y, ..., Ty represent the positions of
electrons, and Ry, Ry, ..., Ry represent the positions of nuclei. This high-di-
mensional function contains information about the correlated positions and mo-
menta of all particles, reflecting the entangled nature of quantum systems. As
the number of particles increases, solving for ¥ becomes computationally chal-
lenging due to the exponential growth in complexity. This motivates the need
for theoretical tools and approximations, which will be discussed further in the
context of quantum dynamics.

2.1.2 The Schrodinger Equation

The wavefunction’s evolution and the governing principles of quantum systems
are formalized through the Schrédinger equation.! This equation encapsulates
the dynamics and properties of quantum systems, providing a cornerstone of
quantum mechanics. The time-dependent Schrédinger equation is expressed as:

HY¥(r,t) = ih i‘l’(r, t) (2.1)
dat

where H is the Hamiltonian operator, which represents the total energy of the
system (kinetic + potential energy), and 7 is the reduced Planck’s constant. For
stationary states, where the system’s properties do not explicitly change with
time, the time-independent Schrodinger equation is used:

HY(r) = E¥Y(r), (2.2)

where FE is the energy eigenvalue corresponding to the eigenstate W(r). This
form is crucial for determining the energy levels of quantum systems, such as
atoms and molecules, and is foundational to quantum chemistry and spectros-

copy.
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The Hamiltonian operator, H, governs the behavior of this wavefunction and is
expressed as the sum of kinetic and potential energy terms for both the elec-
trons and the nuclei. In atomic units, the full Hamiltonian is:

H= Te +TN + VeN + Vee+ VNN

Yo Mo
= — [ — _J_
Tet Ty =~ 25~ 2 55 (2.3)
i=1 Jj= 1
v 4V +v =-y 4 > 1 s ZiZ
eN ee NN |I" | |l"—l"’| |R- _R"l
S e A Pk 2 A J

Here, r;and r; represent the positions of electrons, while R; and R represent
the positions of nuclei. The first two terms of Equation (2.3) (T, Ty) represent
the kinetic energy of electrons and nuclei, respectively; the third term (Vy)
accounts for electron-nuclear attraction; the fourth (V) corresponds to elec-
tron-electron repulsion; and the last one (Vyy) describes nuclear-nuclear repul-
sion.

The solutions to the time-independent Schrédinger equation reveal the quan-
tized energy levels of bound systems, a key result consistent with experimental
observations like atomic spectra. However, solving the Schrodinger equation
for systems with many interacting particles becomes computationally intracta-
ble due to the exponential growth in complexity with the number of particles.
Approximations and numerical methods, such as Hartree-Fock (HF)>* and
DFT,* are used to tackle this challenge. For relativistic effects, which are sig-
nificant for heavy nuclei or high velocities, the Schrodinger equation is re-
placed by relativistic extensions like the Dirac equation.’

The Born-Oppenheimer approximation simplifies the Schrédinger equation for
multi-particle systems by decoupling the motion of electrons and nuclei. This
approximation relies on the large mass difference between electrons and nuclei,
which results in vastly different timescales for their motion. Under this approx-
imation, the total wavefunction can be expressed as:

lp(rli ey Rl) ) = wnuc(RI: RZ: )ll]e](rl, rz, ...; er RZI ): (24)



Methodology 37

where Y is the electronic wavefunction, which depends parametrically on the
nuclear positions {R;} and Y is the nuclear wavefunction that evolves on the
potential energy surface.

2.1.3 The Potential Energy Surface

The Potential Energy Surface (PES) arises naturally from this separation. For
fixed nuclear coordinates {R;}, the electronic Schrddinger equation is solved
to obtain the electronic energy Eq({R;}), which includes contributions from
the electron kinetic energy, electron-electron interactions, and electron-nucleus
attraction. This electronic energy acts as an effective potential for the nuclear
wavefunction:

M
o v?
Hnucwnuc(kl,...)_[ D ;+Eel({Ri})+VNN({Ri})]L|Jnuc(R1,...) (2.5)

oM

The PES, Ea({Rj}) + Vyn({R;}), is a high-dimensional hypersurface that de-
scribes how the energy of the system varies with the nuclear positions. Minima
on the PES correspond to stable equilibrium geometries, while saddle points
represent transition states critical for understanding reaction mechanisms. The
shape of the PES determines molecular vibrations, reaction pathways, and en-
ergy barriers.

In computational studies, the PES is explored using a variety of methods, each
suited to different aspects of molecular systems. For example, classical molec-
ular dynamics (MD) simulations are often employed to explore the PES by
simulating nuclear motion over time, enabling the identification of stable struc-
tures and sampling energy landscapes. Such approaches are computationally
efficient and particularly valuable for large systems or when initializing geom-
etries for further refinement.
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2.2 Molecular Dynamics Simulations: Classical and 4b Initio Ap-
proaches

Molecular dynamics simulations are a widely employed computational tech-
nique used to study the time evolution of molecular systems by solving New-

ton’s equations of motion. In this approach, atoms and molecules are modelled
as classical or quantum particles, depending on the methodology employed.
Classical MDS treats particles as classical entities, whereas 4b Initio Molecular
Dynamics (AIMD)’ incorporates quantum mechanical principles for a more
accurate depiction of atomic interactions.

2.2.1 Classical MD simulations

Classical MD simulations are widely used to study the time evolution of mo-
lecular systems by solving Newton’s equations of motion. In this approach,
atoms and molecules are treated as classical particles whose dynamics are gov-
erned by the PES of the system. The potential energy, U(ry, Iy, ..., I'y), is a
function of the atomic positions and is derived from empirical or semi-empiri-
cal force fields. Newton’s equations of motion for each particle i are expressed
as:

dzl'l'

m; de2 — —VU(ry, 12, ..., TN), (2.6)

where m; is the mass of the i-th particle, r; its position vector, and VU the
gradient of the potential energy with respect to its coordinates. The trajectory
of each particle is determined by integrating these equations over discrete time
steps, yielding the positions and velocities of all atoms as functions of time.

MD simulations operate on the assumption that atomic interactions can be cap-
tured by potential energy functions, which define the "force fields" acting on
atoms and molecules. These simulations proceed by discretizing time into
small steps, applying classical mechanics iteratively to update atomic positions
and velocities.

In classical MD simulations, the potential energy U is a critical quantity that
governs atomic interactions and determines the forces acting on particles. This
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potential energy is typically divided into two main contributions: bonded inter-
actions and non-bonded interactions. These contributions are modelled using
predefined mathematical expressions that constitute a force field. A force field
is a set of parameters and functional forms tailored to represent the physical
and chemical properties of a system. While the general decomposition of U
into bonded and non-bonded terms is consistent across force fields, the specific

functional forms and parameterizations vary depending on the chosen force
field.

Bonded interactions represent forces that maintain the structural integrity of
molecules and include:

o Bond stretching: Modelled as a harmonic potential around an equilib-
rium bond length ¢ with force constant k.

e Angle bending: Similar to bond stretching, this uses a harmonic poten-
tial to penalize deviations from the equilibrium bond angle 0o, with
force constant kg.

o Torsional (dihedral) rotations: These describe the energy associated
with rotations around bonds, expressed using periodic functions defined
by parameters V,, n, and y.

Non-bonded interactions describe forces between atoms not directly connected
by bonds. These include:

e Van der Waals (Lennard-Jones) interactions: These forces are mod-
elled by the Lennard-Jones potential,® parameterized by €; (the depth
of the potential well) and o;; (the finite distance at which the potential
1S zero).

o Electrostatic (Coulombic) interactions: Governed by the charges g;
and g; on particles, these forces depend on their separation r;; and the
permittivity of free space €o.
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2.2.1.1 Force Fields for Inorganic Systems

The choice of force field determines how interatomic interactions are parame-
terized, and different force fields are designed to accurately model specific
types of materials. Unlike biomolecular or organic force fields, which com-
monly use a Lennard-Jones 1/712 — 1/7r¢ potential for van der Waals interac-
tions, inorganic force fields often employ an exponential repulsive term to cap-
ture short-range repulsion more accurately. This is particularly important in
modeling ionic and metal-oxide systems, where atomic interactions are domi-
nated by Coulombic forces and polarization effects.

One widely used formulation is the Buckingham potential,” which expresses
the non-bonded energy as:

C
(r) = Ae~r — — (2.7)
T

Unon-bonded
where A and B define the short-range repulsive interaction, typically fitted to
quantum mechanical calculations or experimental data, while C represents the
attractive dispersion interaction.

This form of the potential was first introduced by Buckingham and has been
widely used in metal oxides, minerals, and ceramic materials (e.g., Matsui &
Akaogi, 1991, for TiO,'?). The Buckingham potential provides a more realistic
description of ionic repulsion compared to the empirical Lennard-Jones 12-6
form.

Additionally, inorganic force fields often lack dihedral terms, as the structural
flexibility in these systems arises mainly from bond stretching, angle bending,
and non-bonded interactions rather than rotatable covalent bonds.

A general potential energy function for inorganic systems can be expressed as:

U= 2> kp(r —r0)?+ > k(6 — 60)?
bonds angles
Cj  qa (28)
+ > [Aije_BifrU —— + el ]
. rij 47T€0Tij

i<j
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where bond stretching (k) and angle bending (kg) terms describe covalent in-
teractions. Non-bonded interactions include the Buckingham-type repulsion

. . . qi9; .. . .
and dispersion terms. Lastly, electrostatics (— - ) are critical in inorganic
4eQrij

systems, particularly those involving metal oxides.

In this work, the PES of TiO, systems is explored using the GULP (General
Utility Lattice Program) software,!! which supports a wide range of interatomic
potentials and advanced optimization techniques. To accurately describe the
structural and dynamical properties of TiO., two specialized interatomic poten-
tials are employed: NanoTiO'? and FFTiOH".

The NanoTiO force field was developed to address the limitations of existing
metal-oxide interatomic potentials (IPs), particularly the Matsui-Akaogi one,
which tends to overstabilize highly coordinated, compact Ti-O clusters that are
not representative of realistic structures. To overcome this issue, NanoTiO em-
ploys a modified parameterization strategy that combines elements from dif-
ferent potential models to better capture the structural diversity of titanium di-
oxide systems. One key improvement in NanoTiO is the incorporation of a hy-
brid parameterization approach, where a portion of Ti and O ions are treated
using Flikkema and Bromley (FB) parameters, originally developed for (Si0.),
nanoclusters.!* Unlike the MA potential, which favours six-coordinated Ti cen-
tres, the FB potential Favors four-coordinated Ti centres, leading to more open
and flexible structures. By replacing 30-50% of the MA-parameterized centres
with FB-parameterized centres, the force field effectively promotes lower-en-
ergy (Ti0O.), clusters that better reflect realistic structural configurations.

In addition to this mixed MA-FB parameterization, NanoTiO also incorporates
a re-parameterization of the MA potential, specifically increasing the oxygen-
oxygen (O-O) repulsion for short-range interactions (1.5-2.5 A). This adjust-
ment counteracts the MA potential’s inherent tendency to form excessively
compact structures, while still preserving the Ti-O interaction parameters. The
result is a force field that allows for less compact configurations with fewer
highly coordinated Ti centres, leading to more physically meaningful predic-
tions of TiO, properties.
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Building upon this foundation, the FFTiOH force field was developed to ex-
plicitly account for hydroxylation effects on TiO; surfaces. Similar to FFSiOH
for hydroxylated silica, FFTiOH incorporates additional parameterization to
capture Ti—OH interactions, making it particularly suitable for modelling wet
Ti0; interfaces, catalysis, and adsorption.

While NanoTiO is optimized for bulk TiO, and its nanostructures, ensuring
oxygen coordination and cluster stability, FFTiOH extends this capability by
explicitly treating hydroxylation, enabling a more accurate representation of
hydrated TiO; surfaces and interface interactions. This enhanced description of
Ti—OH bonding is crucial for photocatalysis, adsorption, and aqueous environ-
ments, making FFTiOH ideal for studying water and organic molecule interac-
tions with Ti10; in catalytic and environmental processes.

2.2.2 Ab Initio Molecular Dynamics Simulations

Ab Initio Molecular Dynamics simulations provide a robust framework for ex-
ploring the potential energy surface with quantum mechanical precision. Un-
like classical MD, which relies on parameterized interatomic potentials, AIMD
calculates forces directly from first-principles electronic structure methods. At
each time step, the electronic Schrédinger equation is solved for the current
nuclear configuration, yielding the electronic energy E¢({R;}) and its gradi-
ents. These gradients define the forces acting on the nuclei, which govern their
motion according to Newton’s second law:

d?R; 29
mi— o = ~ViEa({R}) 9)

where m; and R; represent the mass and position vector of the i-th nucleus,
respectively, and V;E¢({R;}) is the gradient of the electronic energy with re-
spect to R;. This integration of quantum mechanical force calculations with
classical equations of motion enables AIMD to model systems where electronic
effects, such as charge transfer or polarization, are critical. In AIMD, the PES

is inherently quantum mechanical, arising from the solution of the electronic
Schrodinger equation. The electronic energy, E¢i({R;}), captures contributions

from the kinetic energy of electrons, electron-electron repulsions, and electron-
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nucleus attractions, which collectively govern nuclear interactions. By avoid-
ing the explicit decomposition into bonded and non-bonded terms as in classi-
cal MD, AIMD provides an accurate and holistic representation of molecular
systems. However, this comes with significant computational costs, restricting
the method to smaller systems or shorter simulation times.

For this work, AIMD simulations were performed using the CP2K software
package,' a widely used program for atomistic simulations that integrates
quantum and classical approaches. CP2K employs a mixed Gaussian and plane
wave (GPW) basis set for electronic structure calculations, which combines the
efficiency of Gaussian functions with the accuracy of plane waves for describ-
ing electronic interactions.'® Core electrons are treated using pseudopotentials,
specifically optimized for computational efficiency and accuracy in represent-
ing the ionic cores, while valence electrons are explicitly considered.!” This
combination allows CP2K to achieve an excellent balance between computa-
tional performance and precision, making it suitable for complex systems like
titania (TiO>).

DFT calculations within CP2K were performed using the Perdew-Burke-Ern-
zerhof (PBE) exchange-correlation functional,'® known for its reliability in de-
scribing structural and electronic properties of materials. The PBE functional
effectively captures the coordination environments of titanium atoms, hydra-
tion dynamics, and other electronic effects crucial to understanding the photo-
catalytic activity of TiO,. CP2K’s efficiency also makes it feasible to simulate
systems over extended timescales compared to other AIMD frameworks, al-
lowing for the exploration of dynamic phenomena in greater detail.

2.2.3 Fundamentals of MD

2.2.3.1 Thermodynamic Ensembles

MD simulations are conducted under different thermodynamic ensembles,
which impose specific macroscopic constraints on the system. These ensem-
bles determine how the system exchanges energy, particles, or volume with its
surroundings:
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. Microcanonical Ensemble (NVE): The NVE ensemble conserves the

number of particles N, volume V, and total energy E. It represents an
isolated system with no interaction with the surroundings. The equa-
tions of motion are integrated directly, making it suitable for studying
natural dynamics without external influence.

. Canonical Ensemble (NVT): The NVT ensemble maintains a fixed N,

V, and temperature T. Temperature control is achieved using a thermo-
stat, allowing energy exchange between the system and an external heat
bath. This ensemble is appropriate for studying processes under con-
stant thermal conditions.

. Isothermal-Isobaric Ensemble (NPT): In the NPT ensemble, the

number of particles N, pressure P, and temperature T are held constant.
Both temperature and pressure are controlled through thermostats and
barostats, making it ideal for simulating structural and thermodynamic
properties under real-world conditions.

. Grand Canonical Ensemble (uVT): The pVT ensemble fixes the

chemical potential p, volume V, and temperature T. The number of par-
ticles in the system fluctuates as particles exchange with an external
reservoir. This ensemble is used for studying adsorption or desorption
phenomena.

In this thesis, the NVT ensemble was employed for both classical MD (GULP)
and AIMD (CP2K) simulations. This choice allowed for the precise control of
temperature while maintaining a fixed system volume, which is ideal for ex-

ploring the structural stability of hydrated TiO; clusters.

Once the appropriate thermodynamic ensemble is chosen, the equations of mo-
tion must be solved numerically to compute the system's time evolution. Addi-

tionally, maintaining ensemble-specific conditions, such as constant tempera-

ture and pressure, requires efficient thermostats and barostats.

2.2.3.2 Time Integration

Once the thermodynamic constraints are defined, the system's time evolution

is calculated by numerically integrating Newton’s equations of motion. The
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most commonly used integration algorithms in MD are the Verlet' and Veloc-
ity Verlet® schemes.

In the Verlet algorithm, the new position r(t + At) is calculated using the cur-
rent position r(t) and the previous position r(t — At):

r(t +At) =2r(t) —r(t —At) + Ft ) (2.10)

m

where F(t) = —VU(r(t)) is the force acting on the particle, m is its mass, and
At is the time step. This method is computationally efficient and avoids explicit
computation of velocities.

The Velocity Verlet algorithm extends the Verlet scheme by incorporating ve-
locities explicitly, providing a more complete description of the system’s dy-

namics:
r(t + At) = r(t) + v(t)At + Ft )
2m
(2.11)
F(t) + F(t + At)
v(t +At) = v(t) + o= At

This algorithm ensures better energy conservation, making it the method of
choice for both classical MD and AIMD simulations. For this study, the Veloc-
ity Verlet algorithm was used with a time step of 1 fs in both GULP and CP2K
simulations, ensuring a balance between accuracy and computational effi-
ciency.

2.2.3.3 Thermodynamic Control: Temperature and Pressure

To simulate systems under controlled thermodynamic conditions, thermostats
and barostats are employed. These algorithms regulate the system's tempera-
ture and pressure to maintain specific ensemble conditions.

For temperature control, the Nose-Hoover thermostat is particularly effective.?!
It extends the system’s equations of motion by coupling the dynamics to a fic-
titious heat bath. The equations of motion are modified as:
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dr; dv; F;
=V, = =
dt ¢ dt m '
2.12
ag 1 m;v? (2.12)
== i —1
dt Q(Z 3NkpT )
l

where ( is a coupling parameter controlling the heat exchange, Q is a parameter
related to the thermal inertia, and T is the target temperature. This thermostat
ensures proper sampling of the canonical ensemble.

Another commonly used thermostat is the Berendsen thermostat, which scales
particle velocities to adjust the system temperature.”> While computationally
efficient, it does not rigorously sample the canonical ensemble and is generally
used during equilibration phases.

In this study, the Nose-Hoover thermostat was employed in both classical MD
(GULP) and AIMD (CP2K) simulations, with a target temperature of 300 K.
This setup ensured accurate thermal control and proper canonical ensemble
sampling.

For pressure control, the Berendsen barostat operates similarly by scaling the
simulation box dimensions to maintain the target pressure. The box dimensions
are adjusted according to:

dv 1

— =——(P —-Py)V, (2.13)
dt Tp

where V is the system volume, P is the instantaneous pressure, Py is the target
pressure, and Tp is the pressure coupling constant. This method is particularly
effective for stabilizing systems in the isothermal-isobaric (NPT) ensemble.

2.3 Density Functional Theory (DFT)

Quantum mechanics provides a rigorous framework for understanding the elec-

tronic structure of matter. However, solving the many-body Schrodinger
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equation for systems with multiple electrons is computationally prohibitive due
to the exponential scaling of the wavefunction. DFT offers an alternative ap-
proach by focusing on the electron density p(r) instead of the many-electron
wavefunction. This reduction in complexity makes DFT computationally effi-
cient while retaining sufficient accuracy, enabling the study of large systems

Unlike wavefunction-based methods such as Configuration Interaction (CI) or
Coupled Cluster (CC),>* which are accurate but computationally expensive,
DFT scales polynomially with the number of electrons. This efficiency makes
it an indispensable tool for studying the structural and electronic properties of
large clusters and surfaces, including their interaction with water molecules, as
explored in this thesis.

The theoretical foundation of DFT is rooted in the Hohenberg-Kohn theorems,*
which establish the electron density as the central quantity in determining the
ground-state (GS) properties of a quantum system.

2.3.1 Overview of DFT Principles
The Hohenberg-Kohn Theorems

-First Theorem: The ground-state electron density p(r) uniquely determines
the external potential V,,(r), and thus all properties of a many-electron sys-

tem, including its wavefunction and total energy, are functionals of p(r). This
relationship reduces the complexity of the quantum problem:

uniqueness Schrodinger eq.  properties

p(r) - Vexe(r) = Y- All GS observables

-Second Theorem: For any trial density p(r) that is non-negative and integrates
to the correct number of electrons, the total energy functional E[p] satisfies the
variational principle:

E[p] = Eo, (2.14)

where E) is the true ground-state energy corresponding to the exact GS density
po(r). The true GS density minimizes E[p].
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These theorems provide the conceptual foundation for DFT, demonstrating that
all GS properties of a system are encoded in the electron density.

The total energy functional E[p(r)], calculated within the Kohn-Sham frame-
work, provides the basis for constructing the PES of a system. As detailed ear-
lier in the chapter, the PES represents the total energy as a function of the nu-
clear coordinates and is central to understanding molecular structure, reactivity,
and dynamics.

In structural optimization, the aim is to locate the global or local minima on the
PES, which correspond to stable or metastable configurations of the system.
The Hohenberg-Kohn theorems ensure that the PES is uniquely determined by
the electron density p(r), linking nuclear positions, electronic configurations,
and energy.

This framework is critical for studying TiO, NPs, where interactions with water
molecules, surface properties, and structural stability are governed by the to-
pography of the PES. Understanding features such as minima (stable struc-
tures) and barriers (reaction pathways) provides insights into photocatalytic ac-
tivity and surface dynamics.

2.3.2 The Kohn-Sham Equations

Building on the Hohenberg-Kohn theorems, Kohn and Sham introduced in
1965 a practical framework to make DFT computationally feasible.>* The key
idea was to replace the interacting many-electron system with a fictitious sys-
tem of non-interacting electrons that reproduces the same GS electron density
p(r). This simplification transforms the complex many-body quantum problem
into a more tractable one, while retaining the essential physics encoded in the
electron density.

To achieve this, the total energy functional E[p] of the system is expressed as:

Elp] =T[p] + J Vex(r)p(r) dr + Jlp] + Exclp] (2.15)

where each term has a specific physical meaning:
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e T[p] represents the kinetic energy of the fictitious system of non-inter-
acting electrons that yields the same electron density p(r). It is given
by:

hz
=3 i) (= 5 V) Pu(r) dr (2.16)

where ;(r) are the Kohn-Sham (KS) single-particle orbitals. While T[p] is
not the true kinetic energy of the interacting electrons, it accounts for the dom-
inant contribution, with the remaining part included in the exchange-correla-
tion energy Exc[p]:

e [ Vex(r)p(r) dr accounts for the interaction of the electrons with the
external potential Ve (1), which includes the Coulomb attraction be-
tween electrons and nuclei and any other external fields.

o J[p] is the classical Coulomb (Hartree) term, describing the classical
electrostatic interaction between electrons. It is expressed as:

ff p(r)p(r) dr dr’ (2.17)

Tr—r|

where |r — r'| is the distance between two points r and r’. This term, being
purely classical, does not include quantum mechanical effects such as exchange
or correlation.

o Ey[p], the exchange-correlation energy functional, is the most crucial
and challenging term. It encompasses all the quantum mechanical ef-
fects beyond the non-interacting kinetic energy and classical Coulomb
terms. Specifically, it includes:

o Exchange Energy, originating from the antisymmetry of the
many-electron wavefunction due to the Pauli exclusion princi-
ple.®

o Correlation Energy, accounting for the correlated motion of elec-
trons due to their mutual Coulomb repulsion.
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Among these terms, Ey.[p] is the only one not explicitly known and must be
approximated. Despite this, practical approximations, such as the Local Den-
sity Approximation (LDA)** and Generalized Gradient Approximation
(GGA),' have been highly successful in predicting a wide range of material
properties.

2.3.3 Exchange-correlation functionals

The accuracy of the Kohn-Sham formalism hinges on the quality of the approx-
imation for Ey.[p]. This term encapsulates the intricacies of quantum mechan-
ical exchange and correlation effects, which are essential for predicting GS
properties with high fidelity. The development of efficient and reliable approx-
imations has led DFT to become one of the most widely used theoretical tools
for studying molecular and condensed matter systems.

One of the simplest and most historically significant approximations is the Lo-
cal Density Approximation. LDA assumes that the exchange-correlation energy
at each point in space depends only on the local electron density, p(r), as it
would in a uniform electron gas. The functional form of ELPA is parameterized
using data from homogeneous electron gas systems, typically derived from
quantum Monte Carlo simulations.?® This approximation works well for sys-
tems with nearly uniform densities, such as metals and simple bulk materi-
als.**?” However, it struggles in systems with significant density variations,
such as molecules, surfaces, and nanostructures.'®?® These limitations often re-
sult in overbinding, where atoms are predicted to have shorter bond lengths and
higher cohesive energies than observed experimentally.? Despite these short-
comings, LDA remains computationally efficient and is often used as a starting
point for more complex calculations.

Building upon LDA, the Generalized Gradient Approximation introduces the
gradient of the electron density, Vp(r) into the functional. This additional term
enables GGA to account for density inhomogeneities, making it more suitable
for molecular systems, surfaces, and materials with complex electronic struc-
tures:
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EFEE[p] = [ p(X)exc(p, Vp) dr (2.18)

where €,.(p, Vp) represents the exchange-correlation energy density as a func-
tion of both the local density and its gradient. GGA functionals like PBE are
particularly effective for systems where the electron density varies signifi-
cantly, such as surfaces. For instance, PBE has been successfully applied to
study the surface properties of anatase TiO., where such variations play a crit-
ical role.’**2 However, GGA functionals often underestimate band gaps, a lim-

itation that can affect the accuracy of electronic property predictions for semi-
conductors like TiO».3!

To overcome the limitations of LDA and GGA, hybrid functionals incorporate
a fraction of exact exchange energy from Hartree-Fock (HF) theory. A widely
used example is the B3LYP (Becke, 3-parameter, Lee—Yang—Parr) func-
tional,?®334 defined as:

EB3LYP = (1 — @)ELPA 4 gFEHF 4 pAEGGA 4 ELDA 4 cAEGGA (2.19)

XC X X X C c

where the coefficients a, b, and ¢ balance the contributions from different ex-
change and correlation components. Hybrid functionals like B3LYP and
PBEO* are particularly valuable for systems requiring precise predictions of
electronic properties, such as band gaps, or for analysing charge transfer pro-
cesses.

An important variant of hybrid functionals is CAM-B3LYP (Coulomb-Attenu-
ating Method B3LYP),*® which introduces range separation into the exchange
energy. By combining short-range exact exchange with long-range corrections,
CAM-B3LYP is particularly suited for studying charge-transfer excitations and
long-range electronic interactions. This makes it an excellent choice for inves-
tigating the excited-state dynamics of TiO> NPs and their interactions with wa-
ter molecules under photoactivation.

In this thesis, DFT is applied to study TiO; nanosystems, focusing on their
structural optimization, electronic structure, and hydration properties. GGA
functionals such as PBE were employed for initial optimizations due to their
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computational efficiency and ability to capture surface properties. To achieve
greater accuracy, hybrid functionals like PBEO, B3LYP and CAM-B3LYP were
used to refine predictions of band gaps, charge distributions, and excited-state
properties. These functionals played a crucial role in understanding the photo-
catalytic behaviour of anatase TiO,, where the interplay of surface dynamics
and electronic structure governs interactions with water molecules and reactiv-
ity under light activation.

2.3.4 Dispersion forces

While standard exchange-correlation functionals, such as GGA (e.g., PBE), de-
scribe many electronic properties well, they often fail to accurately account for
the long-range components of dispersion interactions (including van der Waals
forces)*”*. These interactions are critical for describing weak interatomic
forces that influence adsorption, binding energies, and structural stability, par-
ticularly for systems involving molecular interactions on surfaces.

To address this limitation, several dispersion correction schemes have been de-
veloped to supplement DFT calculations. One widely used approach is the
Tkatchenko-Scheftler (TS) dispersion correction, which refines van der Waals
interactions by making the Cs dispersion coefficients environment-depend-
ent.>* Unlike early empirical approaches, TS derives its parameters using
Hirshfeld partitioning, where the electron density of each atom is estimated
based on its free-atom reference state. This allows the method to dynamically
scale atomic polarizabilities and dispersion coefficients, ensuring a more accu-
rate, system-dependent correction to dispersion interactions. The total disper-
sion energy in the TS scheme is expressed as:

E =-1s>sCfr ®) (2.20)

disp 2 6 R6 damp AB
AB AB

where C48 are the dispersion coefficients derived from the electron density,
R4p is the distance between atoms A and B, se is a scaling factor specific to
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the chosen functional, and f gamp(R4g) is a damping function that avoids over-
estimation at short interatomic distances.

Another widely adopted method is the DFT-D3 dispersion correction devel-
oped by Grimme, which takes a semi-empirical approach by introducing a pair-
wise correction term to account for dispersion interactions. *° Unlike TS, DFT-
D3 applies pre-tabulated atomic dispersion coefficients, but introduces an ex-
tended formulation that includes three-body interactions (D3(BJ) variant) and
coordination number dependence, further improving its accuracy. The total
DFT-D3 energy is given by:

Eprrp3 = Exs-orr — Edisp (2.21)

where Exs.ppr 1s the usual self-consistent Kohn-Sham energy as obtained from
the chosen density functional. The dispersion correction itself (Egisp) consists

of the sum of two-body and three-body interaction terms, with the most signif-
icant two-body term expressed as:

Eo=y > sG°'f (®) (2.22)
n pn dampn  AB
AB n=68,10,.. AB

where C45 are the dispersion coefficients for each atomic pair, R* is the in-
n AB

teratomic distance, s, is a scaling factor, fqampn(Rap) is the damping function
ensuring short-range behavior is properly treated.

2.3.5 Implementation of DFT: Parameters and Computational Details

In practice, the accuracy of DFT calculations relies on the careful selection of
computational parameters, including basis sets, cutoff energies, k-point sam-
pling, and methods for including dispersion corrections. This thesis employs
the Fritz Haber Institute ab initio materials simulation (FHI-aims) code,*! an
all-electron electronic structure code based on numeric atom-centred orbitals
(NAOs), which offers a robust and efficient framework for accurate calcula-
tions of both molecular and periodic systems. The following subsections
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outline the key computational details and parameters used in this work. Alt-
hough plane-wave methods combined with pseudopotentials are widely used
for periodic systems due to their scalability and efficiency, they require approx-
imations to handle core electrons. This can introduce inaccuracies in systems
where core states play an important role. By contrast, FHI-aims’ all-electron
approach ensures a complete and precise description of the electronic wave-
functions near atomic nuclei. This makes it particularly advantageous for stud-
ying systems like TiO,, where core-level states influence bonding and elec-
tronic properties.*?

2.3.5.1 Basis sets

In FHI-aims, basis sets are constructed hierarchically to ensure systematic con-
vergence of energies and electronic properties. The NAOs are localized and
designed to describe both the near-nuclear and bonding regions with high pre-
cision:

(pnlm(r) = Rnl(r)ylm(ew ¢) (2.23)

where r = (7, 8, ¢) is the position vector in spherical coordinates; R;(r) is
the radial part of the orbital, which is represented numerically on a grid; and
Yim(6, ¢) is the angular part, represented by the spherical harmonics.

This localization enables computational efficiency while maintaining accuracy,
particularly in the description of core and valence states.

Unlike plane-wave basis sets, which require the use of pseudopotentials to ap-
proximate the effects of core electrons, the all-electron nature of FHI-aims
eliminates this approximation. By explicitly treating core electrons, FHI-aims
provides a more accurate representation of electronic wavefunctions near
atomic nuclei, which is particularly important for systems where core states
significantly influence chemical bonding and electronic properties. This feature
is advantageous in structural optimization and the calculation of detailed elec-
tronic structure properties, such as band gaps and charge distributions.
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In this thesis, the calculations were run commonly employing a light tier-1 nu-
merical atom-centred orbital basis set, which has an accuracy comparable to a
Triple-Zeta Valence plus Polarization (TZVP) Gaussian-type orbital basis set
for Ti0,.*

2.3.5.2 Energy cutoff and k-point sampling

The numerical grids used for integration and self-consistent field (SCF) calcu-
lations are critical to ensuring convergence of total energies and derived prop-
erties. In FHI-aims, these grids are controlled by numerical cutoff parameters.
For this work, the "tight" settings were employed for all TiO systems, ensuring
reliable convergence of total energies, forces, and other key properties. The
"tight" settings represent a compromise between accuracy and computational
efficiency, providing dense grids for accurate evaluation of both near-nuclear
and interatomic regions. This is particularly important for systems with strong
electron localization or polarizability, such as TiO> NPs and surfaces.

For periodic calculations, such as those involving TiO; surfaces, accurate inte-

4344 15 achieved through k-point sampling. In

gration over the Brillouin zone
this work, a Monkhorst-Pack grid was employed to sample the reciprocal
space.**" The density of the k-point grid was carefully chosen based on the

size and symmetry of the system to balance computational cost and accuracy.

2.3.5.3 Dispersion corrections

In the context of TiO,, DFT-D3 is particularly useful for modelling interactions
between water molecules and TiO; surfaces, where hydrogen bonding and van
der Waals forces significantly affect adsorption geometry and energetics. The
inclusion of dispersion corrections ensures that such interactions are accurately
represented, providing a more realistic description of the hydration and cata-
lytic properties of TiO> NPs.*®

When performing AIMD and TD-DFT (Time-Dependent DFT) simulations in
CP2K, the DFT-D3 dispersion correction was explicitly accounted for to im-
prove the accuracy of intermolecular interactions. However, when conducting
DFT calculations in FHI-aims, the Tkatchenko-Scheffler dispersion correction
was applied instead. While different dispersion correction schemes were
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employed, both are established approaches that significantly enhance the treatment
of dispersive interactions compared to standard GGA functionals. Minor quantita-
tive differences may arise in adsorption energies or structural parameters; how-
ever, these are very unlikely to affect our observed trends or the consistency of
results within each computational framework.

2.4 Thermodynamics and Gibbs Free Energy

Thermodynamics provides the framework for understanding the stability, reac-
tivity, and phase behaviour of materials, particularly in realistic environmental
conditions involving temperature and pressure. Moreover, it provides insight
into how hydration modifies the electronic and structural properties of systems
such as TiO,. For instance, the dissociative adsorption of water influences the
surface hydroxylation, which in turn affects the material’s catalytic and photo-
electronic characteristics. These effects are captured through a combination of
enthalpic contributions (from DFT-derived energetics) and entropic considera-
tions (arising from configurational and vibrational states), making thermody-
namic analysis indispensable for the design and optimization of TiO,-based ap-
plications.

2.4.1 General Concepts of Thermodynamics

Thermodynamic behaviour is governed by the four fundamental laws:

1. Zeroth Law: Establishes thermal equilibrium and forms the basis for
defining temperature.

2. First Law: Conservation of energy, expressed as:

AU =q+W (2.24)
where AU is the change in internal energy, g is heat exchanged, and w is
work done on the system.

3. Second Law: Introduces entropy (S) and dictates that the total entropy
of the universe increases in spontaneous processes:

ASuniverse = ASsystem + ASsurroundings >0 (2-25)
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4. Third Law: States that the entropy of a perfect crystal approaches zero
as temperature approaches absolute zero.

These laws underpin the concepts of energy, entropy, and free energy, provid-
ing tools for analysing equilibrium and reaction dynamics.

State functions-properties dependent only on the current state of the system-,
are central to thermodynamic analysis. Key functions include:

o Internal Energy (U): Total energy of a system.
o Enthalpy (H): Heat content at constant pressure:

H=UH+PV (2.26)

where P is pressure and V' is volume.

o Gibbs Free Energy (G): A thermodynamic potential that combines en-
thalpy and entropy to predict the spontaneity of processes:

G=H-TS (2.27)

A negative Gibbs free energy change (AG < 0) indicates a spontaneous pro-
cess under constant pressure and temperature.

For example, in hydration processes studied in this thesis, the Gibbs free energy
quantifies the stability of TiO; clusters in aqueous environments. It accounts
for both enthalpic contributions, such as solute-solvent interactions, and en-
tropic effects, such as the rearrangement of water molecules.

2.4.2 Ab Initio Atomistic Thermodynamics and Surface Adsorption

Ab Initio Atomistic thermodynamics (AIAT) combines DFT-derived energies
with classical thermodynamic principles to study systems at realistic condi-
tions.*>>® For a surface or molecular system in contact with a reservoir, the
Gibbs free energy can be expressed as:

G = Gsolid + Greservoir + AGsurface (2'28)
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where Giq 1s the free energy of the material, G eservoir accounts for interactions
with the reservoir, and AGg,ace reflects surface-specific contributions, such as
adsorption and hydration.

By integrating DFT calculations of internal energy terms with vibrational and
configurational contributions, the full thermodynamic landscape of the system
can be explored. This approach is critical for understanding hydration dynam-
ics and stability, as applied to TiO in this thesis.

A fundamental aspect of surface thermodynamics is the study of adsorption
processes, which play a key role in catalysis, corrosion, and sensing applica-
tions. 4b initio thermodynamics, by bridging quantum mechanical calculations
with classical thermodynamic principles, provides a predictive framework for
assessing the stability of adsorbed species under varying temperature and pres-
sure conditions.

The partitioning of the Gibbs free energy in this formalism allows for a sys-
tematic analysis of surface-specific phenomena while maintaining consistency
with bulk and reservoir thermodynamics. This makes AIAT a powerful tool for
investigating material behaviour at the atomic level, with direct implications
for real-world applications.

For homogeneous surfaces, such as single-crystal planes, the surface free en-
ergy per unit area () is defined as:

y=L16 +G6 +AG ] (2.29)
A solid gas surf

where 4 is the surface area. The interplay between these terms determines the
stability of the surface under given environmental conditions.

Adsorption introduces changes to the surface free energy due to the interaction
of adsorbates with the surface. To quantify this, the Gibbs free energy of ad-
sorption (AG,q4s) is defined relative to the clean surface and the chemical poten-
tial of the adsorbate:

AG =1 [G (ads) — G (clean) — u AN ] (2.30)

ads A surface surface adsorbate adsorbate
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Here, AN ygsorbate 18 the change in the number of adsorbates on the surface, and
Uadsorbate 1S the chemical potential of the adsorbate, which depends on the tem-
perature (7)) and pressure (p) of the reservoir:
o (TP =w  D+k Tin(P) (2.31)
B

adsorbate adsorbate p

o

where 1 4oorbate (T) 18 the chemical potential at standard pressure (p°) and is
derived from the partition function of the adsorbate as an ideal gas. This parti-
tion function accounts for translational, rotational, vibrational, and electronic
degrees of freedom:

1
Qtot = m (qtrans Grot4vib qelectr)N (2'3 2)

Where Girans Grot Gvib» Gelectr T€Present the contributions from translational, rota-
tional, vibrational, and electronic motions, respectively. The evaluation of these
terms relies on the ideal gas law and assumes separability of nuclear, electronic,
and vibrational motions under the Born-Oppenheimer approximation.

The principles of AIAT extend the treatment of the chemical potential to solid-
phase systems, combining DFT-derived total energies with vibrational and con-
figurational contributions. For solids, the Gibbs free energy can be decomposed
into:>%!

G = Etotal + Fyib + Feont + pV (233)

where E\q 1S the total (internal) energy calculated from DFT, Fy;y, is the vibra-
tional free energy, F onf is the configurational free energy, pV.

Eota1 dominates the free energy and is calculated with high accuracy using DFT.
This ensures that AIAT leverages the predictive power of first-principles meth-
ods, enabling reliable thermodynamic reasoning under finite 7" and p condi-
tions. While lower-level methods like semi-empirical potentials can also be
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used, their reduced accuracy limits the reliability of thermodynamic predic-
tions.

The vibrational free energy, Fip, arises from atomic vibrations and is computed
using the phonon density of states (DOS), o(w). For solids, it is expressed as:

Fyin(T) = [ 0(@)Fuin(T, w) dw (2.34)

where:

—haw/kBT haw
Fap(T,w) = kT I(1 = )+ — (2.35)

Here, the first term represents the thermal vibrational contribution, and the sec-
ond term is the zero-point energy. For surfaces, the vibrational DOS a(w) can
differ significantly from the bulk, and surface-specific vibrational contributions
must be computed.

However, direct evaluation of surface vibrational contributions using DFT is
computationally prohibitive. AIAT relies on a crucial assumption: the differ-
ences in Gibbs free energy terms, rather than their absolute values, determine
quantities such as the Gibbs free energy of adsorption (AG,qs) or the surface
free energy (y). These differences allow for error cancellation, particularly be-
tween similar configurations such as the bulk and the surface.

The vibrational contribution to AG s 1S given as:

F M=-1[f(c @@-0 @NF (Tw)]-u 1) (2.36)
A surf bulk vib

vib,ads adsorbate

where og,f(w) and gy, (w) are the phonon DOS for the surface and bulk, re-
spectively. These terms capture only the changes in vibrational properties be-
tween the bulk and the surface, focusing on surface-specific phenomena.

The assumptions made in AIAT, such as the cancellation of errors in Gibbs free
energy differences, significantly simplify the treatment of vibrational contribu-
tions. Although vibrational free energy terms are not negligible, their influence
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on adsorption and surface stability can be reliably approximated by focusing
on relative changes. This approach ensures computational efficiency while
maintaining the predictive power of first-principles methods, making AIAT a
robust framework for studying adsorption processes and surface thermodynam-
ics in complex systems like TiO;.

Lastly, the configurational free energy, Fconr, accounts for the entropy associ-
ated with the arrangement of atoms or species on the surface or in the bulk.
Fully evaluating this term is computationally demanding, as it requires sam-
pling the extensive configuration space of possible structures. While modern
statistical mechanics techniques, such as Monte Carlo simulations, are de-
signed for this purpose, their direct application to electronic structure theories
remains computationally prohibitive due to the need for a vast number of free
energy evaluations.

To circumvent this challenge, the real system is often mapped onto a simpler,
discretized model system, the Hamiltonian of which is computationally effi-
cient to evaluate. One prominent approach for such mappings is the lattice-gas
Hamiltonian or cluster expansion methods.’>* These techniques discretize the
configuration space into a lattice of adsorption sites or local clusters, parame-
terized using DFT calculations. While uncertainties arise in how accurately the
model represents the real system, these methods often yield deeper insights into
the governing mechanisms and thermodynamic trends.

An alternative, simpler approach, which is the focus here, involves screening a
selection of known or potentially relevant ordered surface structures. The most
stable structure is identified by determining which configuration minimizes the
surface free energy or Gibbs free energy of adsorption under specific (7, p)
conditions. At sufficiently low temperatures, the remaining configurational en-
tropy per unit area arises primarily from a limited number of defects in these
ordered structures. This residual entropy can be estimated for specific cases,
but its contribution is generally minor compared to the energy differences be-
tween ordered configurations.

For Ti0,, an essential material in photocatalysis, photovoltaics, and environ-
mental remediation, hydration processes are integral to its structural and
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functional properties. These hydration processes influence surface reactivity,
electronic structure, and photocatalytic efficiency. This process plays a pivotal
role in stabilizing surface structures, mediating chemical reactions, and deter-
mining the energetics of adsorption and desorption processes. The Gibbs free
energy of hydration (AGhydration) quantifies the thermodynamic favourability of
this interaction, linking molecular-scale processes to macroscopic stability un-
der varying environmental conditions.

2.4.3 Phase Diagrams

By minimizing AG,qs for each possible adsorption configuration (i.e., degree
of adsorption), the most stable phase can be determined at any given (T, p).
These stability regions are then mapped onto p-T phase diagrams (see Figure
2.1), which serve as powerful tools for visualizing the stability of adsorbed
species across a range of temperature and pressure conditions.

The transitions between different adsorption degrees are marked by phase
boundaries, where the Gibbs free energy of competing phases is equal. At low
temperatures and high pressures, adsorbed phases with high coverage are typ-
ically favoured, while at high temperatures or low pressures, desorption is more
likely, leading to clean or sparsely covered surfaces.

For example, in a simple adsorption system with multiple surface configura-
tions, the phase diagram might reveal distinct regions where low-coverage,
high-coverage, or clean surface phases dominate. The curvature of the phase
boundaries reflects the nonlinear dependence of the chemical potential on T
and p, as described by the logarithmic term in the chemical potential expression
(Equation 2.31).
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Figure 2.1: Example for p—T phase diagram for titania nanoclusters adapted
from reference 13. Blue and black dashed lines indicate the equilibrium vapour
pressure with ice and liquid water respectively. The colours in the p—T phase
diagram regions relate to the degree of hydration (the darker the colour, the
lower the hydration degree).

2.5 Fundamentals of Trajectory-Based Methods for Nonadiabatic

Dynamics

The analysis of excited states is crucial for understanding the efficiency and
55-57

functionality of photocatalytic materials such as inorganic semiconductors.
The interaction between light and matter leads to the generation of excited elec-
tronic states, initiating charge transfer, spin transfer, and excitation energy
transfer processes. The competition between charge carrier separation, recom-
bination, and energy dissipation directly impacts the photocatalytic perfor-

mance, making the study of non-equilibrium quantum dynamics essential.>*-%

Modelling these excited-state processes requires a nonadiabatic (NA) descrip-
tion, as it involves the inclusion of multiple electronic states and their cou-
plings, which cannot be captured by a single-state (adiabatic) approach. While
full quantum mechanical methods can describe such dynamics with high accu-
racy, they are computationally expensive and impractical for large, multidi-
mensional systems like TiO,. As a result, trajectory-based quantum-classical
and semiclassical approaches have been developed to approximate NA effects
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efficiently.®!-** These approaches rely on methodological "building blocks" that
enable the simulation of electronic transitions and energy relaxation pathways
in complex materials. Understanding and applying these methods is essential
for accurately modelling the excited-state dynamics of TiO, NPs and optimiz-
ing their photocatalytic properties.

2.5.1 Diabatic and adiabatic representation

In quantum mechanics, the state of a system can be described by a wavefunc-
tion |W) or, for pure states, equivalently by a density matrix operator p =
|W)(WP|. More generally, the density matrix formalism allows for the descrip-
tion of both pure and mixed states, whereas the wavefunction representation
applies only to pure states.

The wavefunction is an abstract entity that encapsulates the state of the system
but does not inherently specify how this state is represented. To work with this
wavefunction practically, we choose a specific representation, defining it in
terms of key variables that describe the system’s dynamics. For example, one
might focus on the electronic degrees of freedom and represent the wavefunc-
tion in terms of electronic coordinates as W(r)=(r|¥), where r denotes the po-
sitions of electrons, and ¥(r) is the projection of the abstract state |'¥') onto the
coordinate representation.

The choice of basis for representing the wavefunction or density matrix greatly
influences the mathematical and physical interpretation of the problem. Com-
monly used bases include the adiabatic and diabatic representations, which dif-
fer in how they define the elementary states of the system. Adiabatic states,
| radi), are eigenstates of the electronic Hamiltonian H,;(r, R) at each fixed nu-
clear configuration R. These states form a natural basis when energy levels are
well-separated and smoothly vary with nuclear motion. However, when energy
levels are close or electronic state couplings (such as vibronic or electronic
couplings) become significant, nonadiabatic couplings arise (due to the time-
dependent ansatz used to describe the wavefunction in this basis), making cal-
culations more complex. Counterintuitively, stronger diabatic coupling can ac-
tually enhance adiabatic behaviour by suppressing nonadiabatic transitions.
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In contrast, diabatic states, |g4ia), are defined as the ones that eliminate the
diabatic couplings. This is achieved by defining the states such that the deriva-
tive couplings between them are zero, or nearly so (those are called quasi-dia-
batic states). While strictly diabatic states are rarely available in complex sys-
tems,® they can be approximated as quasi-diabatic states that simplify the de-
scription of transitions and interactions between electronic states. For example,

diabatic states are particularly useful for modelling chemical reactions, where

electrons may transfer between atoms as nuclei move.%¢’

The wavefunction is invariant under a change of representation, but its compo-
nents transform according to a unitary matrix U, such that |.qi) = |Wqia) U.
Correspondingly, the Hamiltonian in these representations is related by Hgq; =
UTH 4;,U. This flexibility allows one to choose the representation that best suits
the problem at hand, whether focusing on the smooth energy surfaces of the
adiabatic basis or the interaction-driven dynamics emphasized in the diabatic
basis.

These ideas are foundational for understanding nonadiabatic dynamics, where
the interplay of electronic and nuclear motions demands a representation that
accurately captures the coupled behaviour of these subsystems. Adiabatic and
diabatic representations provide complementary tools for tackling these chal-
lenges, whether the goal is to study energy levels or transitions in quantum
systems.

2.5.2 Nonadiabatic Molecular dynamics

These concepts provide the framework for understanding nonadiabatic molec-
ular dynamics (NA-MD), where the breakdown of the Born-Oppenheimer ap-
proximation requires accounting for coupled electronic and nuclear motions.
In such cases, the evolution of electronic states cannot be considered inde-
pendently of nuclear motion, requiring a more refined approach to capture the
interplay between these subsystems. The total wavefunction, X(r, R, t), which
depends on the positions of all electrons, nuclei, and time, evolves according
to the time-dependent Schrodinger equation (TD-SE):
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oX(r,R,t
ih ( )
ot

= H(r,R)X(r,R, t) (2.37)

Here, the variable r refers collectively to the spatial components and spin-co-
ordinates for all electrons, and the variable R refers collectively to the spatial
components of all nuclei. H(r, R) is the total Hamiltonian, comprising the nu-
clear kinetic energy operator Tg(R) and the electronic Hamiltonian operator
H el(r: R):

H(r,R) = Txr(R) + H.,(r,R) (2.38)

where H,; contains all terms of Equation 2.3 except for the nuclear-nuclear re-
pulsion potential.

The total wavefunction can be factorized into components representing the
slow-moving nuclear and fast-moving electronic subsystems:

X, R t) = Y xR, t)¥(r; R) (2.39)
1

where X;(R, t) represents the nuclear wavefunction, which depends function-
ally on nuclear coordinates R, while W;(r; R) denotes the electronic wavefunc-
tion, which depends parametrically on R. This ansatz leads to coupled equa-
tions describing the dynamics of both subsystems. However, due to the com-
putational complexity of solving these coupled equations for systems with
many degrees of freedom, approximations are necessary.

One commonly employed approach is the classical path approximation (CPA),
which treats the nuclear subsystem as moving along classical trajectories R(t).
This reduces the computational cost by simplifying the nuclear dynamics to
scale linearly with the number of degrees of freedom. Under CPA, the total
wavefunction is expressed as:

X(r,R(6),t) = ¥ c(O)¥;(r; R()) (2.40)
1
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where ¢;(t) are time-dependent amplitudes representing the contribution of the
I-th electronic state, and W;(r; R(t)) are stationary electronic wavefunctions.

Substituting this ansatz into the TD-SE and projecting onto the electronic
wavefunctions yields a differential equation for the amplitudes:

L, 0cy .
ih =>(ES§ —ihd )c
ot , Iy g J (2.41)

Here, E| is the energy of the /-th electronic state, and dj; is the scalar nonadi-
abatic coupling (NAC) term given by:

_ : d : -R.
dU = (¥ (r; R(1)) Ial’z”](l‘, R(1)) =R dU (2.42)

where dj; is the nonadiabatic coupling vector, and R denotes the time deriva-
tive of the nuclear coordinates. The NAC term dj; quantifies the coupling be-

tween electronic states due to nuclear motion and is critical for describing tran-
sitions between states.

To further simplify nonadiabatic simulations, the Neglect of Back-Reaction
Approximation (NBRA) is often employed.®®” NBRA assumes that electronic
transitions do not significantly influence nuclear dynamics, meaning that nu-
clear motion is treated as independent of electronic state changes, while elec-
tronic transitions still depend on nuclear motion. This approximation reduces
computational cost because nuclear trajectories can be precomputed using clas-
sical or semiclassical dynamics, allowing electronic evolution to be solved as
a separate post-processing step rather than solving fully coupled nonadiabatic
equations. While NBRA omits some important physical interactions, it pro-
vides a practical approach for simulating large systems and long timescales,
particularly when detailed quantum-classical coupling is computationally pro-
hibitive. In many cases,”'””* this approximation still yields meaningful insights
into excited-state dynamics, including charge carrier relaxation, energy trans-
fer, and photochemical reactions.
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The coherent evolution of electronic amplitudes, as governed by the above
Equation 2.39, forms the basis of mixed quantum-classical dynamics (MQCD)
methods. The electronic structure methods used to compute the energies and
wavefunctions in this equation—such as Hartree-Fock, DFT, and TD-DFT—
are crucial for practical NA-MD simulations. TD-DFT, in particular, provides
an efficient means of describing excited-state phenomena and is explored in
detail in the following subsection.

2.5.3 TD-DFT

Time-dependent density functional theory (TD-DFT) serves as a computation-
ally efficient extension of traditional DFT for handling time-dependent phe-
nomena. First proposed by Runge and Gross,”* TD-DFT establishes a one-to-
one mapping between time-dependent potentials and electron density, analo-
gous to the Hohenberg-Kohn theorem for ground-state DFT. A widely used im-
plementation of TD-DFT is the real-time propagation approach, where the sys-
tem's evolution is governed by the time-dependent Kohn-Sham (TD-KS) equa-
tion:

iy =R @Y XD (2.43)
ot i KS i

where Y;(r, t) represents the time-dependent Kohn-Sham orbitals, and
Rks(r, t) is the time-dependent Fock-like operator. This Hamiltonian includes
the time-dependent exchange-correlation potential, vxc[p(r, t)](r, t), which
is inherently nonlocal in both space and time. Due to the nonlocality of the time
coordinate, approximations such as the adiabatic approximation are employed,
wherein vy is treated as time-local.

For weakly perturbing external fields, TD-DFT is often applied using the lin-
ear-response formalism (LR-TDDFT). This involves solving a matrix eigen-
value problem, as formulated by Casida:"

A B X I 0 X (2.44)

(B A)(Y) _w(O —I) (Y)
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Here, X and Y are coefficients representing single-electron transition ampli-
tudes, where X describes excitation amplitudes, and Y accounts for de-excita-
tion amplitudes. The matrices 4 and B describe the system’s excitation energies
and coupling terms, governing the response of the system under time-depend-
ent perturbations.

Aigjp = 8ij0apAE o + 2K g b, Bigjp = 2Kiqjp (2.45)

where K4 jp, the coupling matrix, incorporates the Coulomb and exchange-
correlation interactions:

Kigjp = Jd3r [ a3y, (r) [|r —r| (2.46)

+ fxc(r, T, w)] Y;(r)P,(r)

Within the adiabatic approximation, the exchange-correlation kernel,
fxc (r, r, w) becomes frequency-independent, simplifying the calculations by
relying on GS exchange-correlation functionals.

Further simplifications are often applied using the Tamm-Dancoff approxima-
tion (TDA),’® wherein the B matrix in Casida’s equation is set to zero. This
reduces the eigenvalue problem to:

AXk = (Dka (2.47)

where X}, provides the coefficients of the k-th excitation, and wj, corresponds
to its excitation energy.

TD-DFT, particularly in its linear-response TDA approximation forms, has be-
come an indispensable tool for studying excited states in large systems due to
its computational efficiency and scalability.””’®” Its application to systems
like TiO2 NPs has enabled detailed analyses of optical properties, exciton dy-
namics, and charge transfer processes.®!*> However, while TD-DFT is widely
used, its accuracy is highly sensitive to the choice of exchange-correlation
functionals, especially for systems involving charge transfer excitations or
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strongly correlated electronic states.® For instance, widely used GGA methods,
such as PBE, often fail to capture excitonic effects and can yield unphysical
results, such as negative energies for charge-transfer excitations.®! In this the-
sis, CP2K code was employed to compute TD-DFT excitations using PBE,
PBEO, and B3LYP functionals, which allowed to explore the trade-offs be-
tween computational efficiency and accuracy. While PBEO and B3LYP im-
proved the description of charge-transfer excitations compared to PBE, their
higher computational cost limited their application to smaller systems.

2.5.4 Trajectory Surface Hopping

Among the various methods developed within this NA-MD framework, trajec-
tory surface hopping (TSH) has emerged as one of the most effective mixed
quantum-classical approaches for simulating nonadiabatic transitions.®¢32%* In
TSH methods, the nuclear subsystem evolves classically, while the electronic
subsystem evolves quantum mechanically. This approach circumvents the
computational expense of fully quantum mechanical treatments for large sys-
tems by allowing the nuclei to move on single, state-specific potential energy
surfaces rather than an averaged PES. The electronic state amplitudes evolve
according to the time-dependent Schrodinger equation, as shown in Equation

2.35.

The nuclei are propagated on the active PES determined by the current elec-
tronic state, with probabilities for transitioning between states (i.e., "surface
hopping") computed based on NACs. Tully's Fewest Switches Surface Hop-
ping (FSSH)® algorithm is one of the most widely used TSH methods, wherein
the transition probability between two states, / and J, is given by:

2Re (R - dI]C;(t)C](t))

()2

(2.48)

PI—>](t) = At

If a random number ¢ € [0,1] satisfies { < P;_;(t), the system hops to the new
electronic state J. Following a hop, nuclear momenta are adjusted to ensure
conservation of total energy, typically by rescaling the momenta along the di-
rection of the NAC vector. However, if the nuclei lack sufficient kinetic energy



Methodology 71

to satisfy energy conservation, the hop is deemed "frustrated," and the system
remains on the original PES.

2.5.4.1 Role of decoherence in TSH

To improve the physical realism of TSH simulations, various decoherence al-
gorithms have been developed. Decoherence accounts for the gradual loss of
quantum coherence in the electronic subsystem, influenced by nuclear motion
and environmental factors. Among these, the revised version of the Decoher-
ence-Induced Surface Hopping (DISH),***° the Instantaneous Decoherence at
Attempted Hops (IDA),*® and the Modified Simplified Decay of Mixing
(mSDM)?* schemes were employed in this thesis, each addressing specific
challenges inherent in TSH.

The original DISH method, developed by Jaeger and Prezhdo,* combines the
principles of surface hopping with a stochastic treatment of decoherence. Un-
like traditional TSH, where surface hopping is triggered by probabilistic tran-
sitions based on NACs, DISH inherently links surface hopping to decoherence
events. The stochastic component of DISH introduces decoherence by inter-
mittently modifying the wavefunction: it either projects the wavefunction onto
one of the adiabatic states, effectively collapsing the coherent superposition, or
projects a given state out of the superposition, reducing its contribution. The
decoherence rate for a given state is computed as:
1 = Y|c |
i joy (2.49)
j#i

where 75! is the pure dephasing rate derived from state energy fluctuations and
NAC dynamics. DISH ensures that surface hops coincide with decoherence,
providing a physical justification for hopping events without requiring ad hoc
adjustments to hopping probabilities. DISH has demonstrated improved accu-
racy in modelling nonadiabatic processes, particularly in systems with strong
electronic-nuclear coupling. However, its reliance on predefined decoherence
rates may still limit its applicability in systems with highly dynamic environ-
ments. The 2023 revision of the DISH algorithm refines its treatment of deco-
herence, incorporating a more gradual approach similar to that of mSDM, as
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detailed below. As in the original DISH method, decoherence occurs through
stochastic projections, where the superposition is either projected onto the
decohered (pointer) state or that state is projected out of the coherent superpo-
sition. Additionally, the 2023 revision addresses certain limitations or ambigu-
ities present in the original DISH formulation, improving the consistency of its
application.

The IDA method, proposed by Nelson and Tretiak, simplifies the treatment of
decoherence by applying it at every attempted surface hop, regardless of
whether the hop succeeds or fails. During each hop attempt, the IDA algorithm
collapses the electronic state amplitudes to align with the current active state,
ensuring that decoherence is consistently enforced throughout the hopping pro-
cess.:

cr=1, ci=0foralli+#f (2.50)

This approach ensures that the wavefunction remains consistent with the active
state, effectively suppressing spurious coherence that may arise from failed
hops. While computationally efficient, IDA is most suitable for systems where
decoherence predominantly occurs at transitions between states, as it does not
account for gradual coherence loss over time.

The mSDM (modified simplified decay of mixing) algorithm builds on the
original decay of mixing method by Granucci and Persico,*” incorporating im-
provements to better capture electronic dephasing. mSDM introduces time-de-
pendent modifications to the electronic state amplitudes at every integration

step:
At
C=Cexp(— ), C=C T1T=-YC]
] j i

e A

2.51
o (2.51)

i#f

Here, T;f represents the dephasing timescale, which is dynamically computed
using energy gap fluctuations:
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_1 +/O(SE%) (2.52)

YT o

This formulation accounts for state-dependent dephasing rates, allowing
mSDM to adapt to varying degrees of coherence loss across different states.
Unlike the original DISH and IDA methods, mSDM enables a gradual decay
of coherence, which helps prevent abrupt state collapses and provides a more
physically realistic description of decoherence, particularly in systems with
weakly coupled states.

2.54.2 NA-MD workflow computational implementation

To simulate the coupled evolution of nuclei and electrons effectively, the adia-
batic electronic states {¥;(R(t))} are tracked over time as they evolve due to

changes in nuclear geometry. The local diabatization (LD) method is often em-
ployed for robust integration of the TD-SE, enabling accurate computation of
NACs and ensuring the electronic amplitudes remain consistent over time.3%
The LD method also facilitates efficient handling of large systems by allowing

electronic and nuclear timesteps to be synchronized.

Surface hopping simulations are typically performed using multiple trajectories
to capture the stochastic nature of electronic transitions. Nuclear trajectories
are initialized from equilibrated molecular dynamics simulations, and elec-
tronic transitions are stochastically sampled. Averaging over several initial con-
ditions and stochastic realizations of the TSH process improves the statistical
reliability of the results. Such workflows often involve hundreds of realizations
for each trajectory, with results averaged to determine relaxation time scales
and associated uncertainties.

To finalize this chapter, it is important to note that the Libra software suite”®*!-%

was utilized for performing the NA-MD calculations discussed in this work.
Libra provides a robust Python-based framework that supports various surface
hopping and decoherence algorithms (under NBRA for atomistic cases). It al-
lows systematic exploration of model systems and adapts efficiently to diverse
material properties. The NA-MD workflow (depicted in Figure 2.2) involves
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the initialization of nuclear trajectories from molecular dynamics simulations,
followed by electronic state propagation and surface hopping. The coupled dy-
namics are averaged over multiple trajectories and initial conditions to obtain
statistically significant results. More details of the workflow are provided in
Section 5.2. In the case of TiO, NPs, this approach provides valuable insights
into charge carrier relaxation, recombination, and energy transfer mechanisms
critical to photocatalysis.

MO & time-overlaps NACs + Exc. energies

STEP 1
Getting

STEP 2 STEP3 STEP 4 -
Computing MO Computing Running Excited
overlaps, time- nonadiabatic nonadiabatic states
overlaps, exc. couplings molecular dynamics
trajectory energies between states dynamics

AIMD (DFT) TD-DFT excitations TSH method
Classical MD (FF) (PBE, PBEO, B3LYP)

Figure 2.2: NA-MD workflow for computing the dynamics of excited states.
Step 1 and Step 2 are performed within CP2K code; while Step 2, Step 3 and
Step 4 rely on Libra software.

initial
nuclear
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Chapters 3—5 present the results of this thesis, which have been divided into
these three blocks based on their distinct research topics, allowing for a clearer
and more structured discussion.

This first chapter focuses on the effects of size and hydration on the ground-
state (GS) properties of Ti0,. It is the most extensive chapter, as it is based on
three publications, related to the impact of hydroxylation and size effects on
the GS properties of titania systems with varying sizes and morphologies. In
this context, we have examined properties such as DFT energies, atomic local
environments, and energy gaps—factors that may directly influence the photo-
catalytic performance of these systems.

In this and the following results chapters, we include the published papers at
the end, after comprehensive summaries of the key findings. Additionally, each
results’ chapter begins with an introductory section that provides context to the
discussed research field.

3.1 Introduction

3.1.1 Size-Dependent Crystallinity and Structural Stability

As detailed in the Introduction (first) chapter, TiO2 nanoparticles exhibit fasci-
nating size-dependent transformations in crystallinity, structural stability, and
electronic properties, which define their behaviour in photocatalysis, energy
storage, and environmental applications.! Recent theoretical and computa-
tional studies have provided detailed insights into the transition from amor-
phous nanoclusters to bulk-like anatase nanoparticles, highlighting a critical
size range of 2—3 nm for crystallinity emergence and a bulk-like transition oc-
curring beyond ~20 nm.>® These findings, based on bottom-up global optimi-
zation, top-down Wulff construction, thermal annealing simulations, and rela-
tivistic all-electron DFT, converge toward a unified picture of how structure
and properties evolve as a function of size in TiO; nanosystems.

At the smallest scales, nanoclusters with diameters below ~2 nm remain largely
amorphous, lacking any long-range crystalline order.” Global optimization
studies of small TiO» clusters (n < 38) consistently show that the most stable
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configurations are highly distorted, quasi-spherical structures, deviating signif-
icantly from the bulk-like anatase lattice. Even for (T10z), (n = 28, 35, and 38),
where direct comparisons were made, non-crystalline structures remained en-
ergetically more favourable than their anatase-like counterparts by nearly 7.9—
9.9 eV per TiO; unit.’ This thermodynamic preference for amorphous-like ar-
rangements stems from the high surface-to-volume ratio, surface stress, and the
energetic penalty of maintaining bulk-like coordination at small sizes. Theo-
retical work extending up to (TiO2)s4 (composed by 252 atoms) further demon-
strated that even when bulk-cut Wulff-like anatase nanocrystals were consid-
ered, they remained metastable compared to fully relaxed amorphous clusters
below 2 nm.> These results align well with experimental observations, where
small TiO> nanoparticles synthesized via sol-gel or hydrothermal routes fre-
quently exhibit amorphous or poorly ordered structures unless post-synthesis
annealing is performed.®

The transition from amorphous to crystalline structures occurs between 2 and
3 nm, marking the critical size at which anatase-like order becomes thermody-
namically stable. Initially, theoretical predictions indicate that this transition
began around n = 125 (375 atoms), corresponding to a diameter of ~2.5 nm,
where anatase crystallinity starts to dominate.® Further computational research
(including DFT calculations and MD simulations) led to Figure 3.1, which con-
firms the 2-3 nm range for the appearance of crystallinity, but points towards a
higher n = 280 titania units’ number for the crystalline-amorphous crossover.’
Such figure presents the size-dependent energetic stabilities of faceted, spheri-
cal, annealed spherical, and globally optimized TiO. nanoparticles NPs. The
relative stability of all titania NPs 1s expressed per TiO; unit, normalized to the
bulk anatase phase. Using the spherical cluster approximation (SCA),'° the en-
ergetic stability of a (TiO2), NP, E,, relative to bulk anatase, Epuk, can be ap-
proximated by the scaling law:

En = Epux + ain™@ (3.D)
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where aiis a fitting parameter related to NP morphology, and a is taken as 1/3,
reflecting the surface-to-volume ratio. Both E,, and Ej,, are expressed per
TiO; unit. Equation 3.1 is derived based on the geometric shape of NPs; how-
ever, realistic NPs are more complex, consisting of interacting aggregates of
atoms/ions. As a result, additional contributions to E,, (e.g., surface stresses)
may become significant and can be incorporated through higher-order terms.
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Figure 3.1: Evolution of the energy per TiO» unit relative to the anatase bulk
phase (set to zero) of: faceted (blue), spherical cut (red), core—shell spherical
(green), and amorphous (pink) TiO> NPs as a function of the number of TiO»
units (n). An approximate diameter is included on the upper x-axis. Figure
adapted from reference 9.

At the crystalline-amorphous crossover, particles undergo structural rearrange-
ment, forming a crystalline core often surrounded by an amorphous shell.!!
This core-shell morphology, also observed in annealed TiO2 nanoparticles,’ re-
sults from the competition between bulk-driven crystallization and surface-in-
duced disorder. Notably, thermal annealing simulations confirm that at this size
range, the core adopts an anatase-like structure, whereas the outermost layers
remain amorphous due to their under-coordinated atomic environment. This
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anatase-core, amorphous-shell arrangement bears resemblance to black TiO:
nanoparticles, which have been shown to exhibit enhanced optical absorption

and catalytic activity.!?!?

Figure 3.2 (also from reference 9) shows a tentative structure versus stability
diagram that visually represents the relationship between NP size, morphology,
and relative energetic stability. The authors constructed it using the fitted ener-
getic tendencies from the various NP families considered in their study. The
uppermost black curve represents the metastability of relaxed spherical cut
NPs, which are energetically less favourable than other morphologies. As the
size of the NP increases, there is a transition from amorphous structures (for
very small NPs) to annealed core-shell NPs (for intermediate sizes) and finally
to faceted crystalline NPs (for larger sizes). This transition is based on com-
puted relative energies of the optimized structures and the changes observed
upon thermal annealing. The shading in the figure represents the effects of an-
nealing, which leads to structural rearrangements that stabilize the NPs. For
small NPs (diameter < 2 nm), annealing results in a transition from a crystalline
core-shell structure to a fully amorphized NP, suggesting that small spherical
NPs cannot maintain a stable crystalline core. For intermediate-sized NPs (di-
ameter between 2 and 2.7 nm), the most stable structure is a core-shell mor-
phology, where a crystalline anatase core is surrounded by an amorphous shell.
Beyond a diameter of 2.7 nm, the stability of faceted NPs surpasses that of the
spherical core-shell NPs, making them the most energetically favourable struc-
tures.

As the size increases beyond 3 nm, TiO> nanoparticles progressively adopt
well-defined faceted anatase structures, closely resembling bulk-like Wulff
morphologies. Geometrically, nanoparticles in the 3—6 nm range exhibit mini-
mal atomic relaxations, and their structural features remain largely intact after
full DFT relaxation. The (101) and (001) surfaces dominate these structures,
with octahedral and truncated octahedral morphologies emerging as energeti-
cally favourable configurations.'* While bulk-cut anatase nanocrystals remain
metastable below 3 nm, particles larger than 4—-6 nm show increasing stability,
signalling the transition toward a bulk-like structural regime. This trend is
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consistent with experimental and theoretical studies on facet-engineered TiO:
nanoparticles, where the relative stability of (101) versus (001) facets can be

modified by synthesis conditions or surface passivation.!>!¢
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Figure 3.2: Tentative structure versus stability diagram for TiO, NPs with re-
spect to the relaxed spherical cut NPs (upper black line) based on the fitted
tendencies and the NP structures corresponding to the data points in Figure 3.1.
Figure adapted from reference 9.

3.1.2 Electronic Properties and the Bulk-Like Transition

The transition to bulk-like electronic properties follows a more gradual path,
strongly influenced by quantum confinement and surface effects. At small sizes
(< 2 nm), quantum confinement significantly widens the band gap, leading to
values well above the 3.2 eV bulk anatase band gap.!”!° Theoretical studies of
electronic structure predict that as size increases, the optical band gap (Ogap)
decreases slowly, while the electronic energy gap (Egap) drops sharply, asymp-
totically converging toward bulk values (see Figure 3.3).° This asymmetry
arises from the fact that small nanoparticles exhibit strong exciton binding en-
ergies, which persist well beyond the crystallinity transition. Indeed, computa-
tional modelling suggests that for particles smaller than ~6 nm, the exciton
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binding energy remains substantial, whereas it gradually diminishes as size in-
creases, indicating a shift toward bulk-like charge carrier dynamics.?

Beyond ~6 nm, Ti0O, nanoparticles exhibit electronic structures nearly indistin-
guishable from bulk anatase, except for minor surface effects. The largest par-
ticles investigated (~6 nm, containing 1365 atoms) displayed nearly bulk-like
energy gap values, confirming that quantum confinement effects are largely
mitigated at this scale.® Extrapolating from these trends, researchers have de-
termined that at ~20 nm, TiO; nanoparticles effectively become bulk-like in
both electronic structure and stability. This threshold aligns with experimental
findings, where photocatalytic activity, charge carrier recombination rates, and
optical absorption spectra of 20 nm nanoparticles are nearly identical to those
of bulk anatase.?'*?
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Figure 3.3: Electronic gap calculated values for the octahedral (TiO;), NPs as
a function of n. Black, blue, and red correspond to PBE, PBEx, and PBEO ex-
change-correlation functionals, respectively, at optimized PBE geometries.
Figure adapted from reference 6.

Taken together, these findings provide a comprehensive understanding of the
size-dependent properties of TiO> nanosystems. Below 2 nm, amorphous struc-
tures dominate, exhibiting high reactivity but poor crystallinity. Between 2 and
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3 nm, the anatase-core, amorphous-shell morphology emerges, marking the on-
set of crystallinity while retaining surface disorder. In the 3—6 nm range, crys-
talline faceted nanoparticles become stable, and by 6 nm, electronic properties
start approaching bulk values. Finally, at ~20 nm, TiO, nanoparticles become
effectively bulk-like, with their structural, thermodynamic, and electronic
properties fully converging to those of macroscopic anatase. These insights not
only explain fundamental aspects of titania nanomaterials but also serve as
guidelines for designing size-engineered TiO> nanoparticles with tailored prop-
erties for photocatalysis, energy applications, and surface chemistry.

3.1.3 Hydroxylation of TiO2 NPs

The interaction of TiO, surfaces with water is fundamental to their physico-
chemical behaviour, particularly in applications involving photocatalysis and
environmental processes.?*?® In realistic conditions, TiO, nanoparticles are
rarely found in an anhydrous state, as water molecules readily adsorb and react
with their surfaces, leading to hydroxylation. This process, in turn, modifies
the surface electronic structure, alters adsorption properties, and influences cat-
alytic activity. The hydroxylation mechanism on TiO; surfaces occurs predom-
inantly via dissociative adsorption, where water molecules split into hydroxyl
groups (OH") and protons (H*).?>-32 These species then bind to different sites on
the surface, affecting the stability and reactivity of the material.

The distribution of hydroxyl groups across a TiO; surface follows a site-de-
pendent hierarchy, with dissociation preferentially occurring at the most reac-
tive regions. As observed in both experimental and theoretical research, highly
undercoordinated Ti atoms at apical vertices and corners serve as the primary
anchoring points for hydroxyl groups.>** These locations provide strong ad-
sorption sites where water dissociation is highly exothermic, leading to stable
terminal hydroxyl (Ti-OH) species. Following initial hydroxylation, water
molecules progressively dissociate at equatorial edge sites, which exhibit
slightly lower reactivity but still stabilize hydroxyl groups through hydrogen
bonding. The facet surfaces, particularly the dominant (101) plane in anatase,
are the least reactive and become hydroxylated only under high water coverage
conditions
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The hydroxylation mechanism proceeds through a heterolytic dissociation
pathway, in which a water molecule breaks into an OH fragment that binds to
a fivefold-coordinated Ti (Ti**) centre, while the accompanying proton mi-
grates to a nearby lattice oxygen, forming a bridging hydroxyl group (-OH).
This pathway ensures charge neutrality at the surface and is energetically fa-
vourable at reactive sites such as undercoordinated Ti centres. Experimental
infrared (IR) spectroscopy evidence studies (Figure 3.4) support this dissocia-
tive mechanism, with distinct vibrational features corresponding to both iso-
lated and hydrogen-bonded hydroxyls.*® In particular, terminal hydroxyl
groups give rise to sharp IR bands in the 3700-3600 cm™ range, characteristic
of well-defined Ti-OH stretching modes. At higher hydroxyl coverages, the
interaction between adjacent OH groups results in a broader spectral response
extending down to 3100 cm™, indicative of extensive hydrogen bonding net-
works.

IR intensity

3800 3700 3600 3500 3400 3300 3200 3100 3000
Wavenumber (cm™)

Figure 3.4: Calculated IR frequencies (top left panel) obtained from the
(TiO2)34(H20)ss NP model (right) compared to the FTIR spectra of the TiO»
nano-anatase NPs (bottom left panel) after outgassing at 773 K (red curve) or
673 K (black curve).Vibration modes are distinguished by a colour scale, where
the highest frequencies are found towards the purple end of the scale and the



Size and hydration effect on TiO, GS properties 95

lowest frequencies are identified by colours towards the red end of the scale.
The same colour scale is used to correlate the OH groups in the (Ti02)g4s(H20)ss
NP model with their respective frequencies. Note that the Ti and O atoms that
form the core of the NP are depicted with light and dark grey colours, respec-
tively. The blue star on the FTIR spectra of the TiO2 nano-anatase NPs indicates
the frequency of a single tetrahedrally coordinated OH. Figure adapted from
reference 33.

Surface hydroxylation has profound implications for TiO’s electronic and cat-
alytic properties. Hydroxyl groups modify the band edge positions, influencing
charge transfer processes that are critical in photocatalysis. The presence of OH
species also introduces Bronsted acid and Lewis base functionalities, enabling
selective adsorption and activation of reactants in catalytic reactions.>® Further-
more, hydroxylated surfaces impact charge carrier dynamics by either trapping
electrons and holes or facilitating charge separation, depending on the distribu-
tion and nature of the hydroxyl species.*® These effects become particularly
evident when comparing anhydrous and hydrated TiO; surfaces under vacuum
and ambient conditions. The evolution of hydroxyl coverage and its associated
energetic stabilization across different adsorption sites is quantitatively de-
picted in Figure 3.5,>} demonstrating the progressive saturation of reactive sur-
face regions.

The degree of hydroxylation is not a fixed property but varies depending on
nanoparticle size, humidity, and temperature, making environmental factors a
crucial determinant of surface chemistry.?” Hydroxyl groups not only influence
fundamental photocatalytic properties but also dictate how these materials in-
teract with external systems. In photocatalysis, hydroxylated TiO> plays a cen-
tral role in oxidation reactions, as surface-bound OH groups can be converted
into reactive hydroxyl radicals (*OH) under excitonic excitation.?**** These
radicals drive many photocatalytic oxidation processes, such as organic pollu-
tant degradation®” and water purification.*! It has been experimentally observed
that anatase TiO, generates more mobile OH species than rutile, a factor that
has been proposed as a key reason for anatase’s superior activity in photooxi-
dative reactions.*” Beyond catalysis, hydroxylation also influences how TiO,
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interacts with biological systems, where photocatalytically generated hydroxyl
radicals may contribute to biotoxicity effects in environmental and medical ap-
plications.* The reactivity of surface hydroxyl groups could thus play a dual
role, acting as a beneficial catalyst in controlled environments while posing
potential risks in unintended biological interactions.
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Figure 3.5: Evolution of AEwLy4 (incremental hydration energy) with the number
of water molecules (m) for increasingly hydrated (TiO.)3s(H20)» and
(T102)34(H20),» NPs. Coverages of different types of NP surface regions for
different ranges of m are separated by vertical dashed lines. Figure adapted
from reference 33. AEnyq quantifies the energy change associated with the ad-
dition of each successive water molecule. Higher AEnyd values reflect stronger,
more favorable (exothermic) water adsorption at highly reactive sites such as api-
cal vertices. As hydration progresses and less reactive sites are occupied, AEnyd
decreases, indicating weaker binding and a reduced thermodynamic driving force
for further hydroxylation.
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3.1.3.1 Impact of Hydration on the Crystallinity Transition and Mor-
phology

As discussed earlier (3.1.1 section), TiOz nanoclusters smaller than ~2 nm re-
main predominantly amorphous, while a crystalline anatase-like core emerges
around 2-3 nm. However, when hydroxylation is introduced, this transition be-
comes less straightforward. To investigate these effects, the Monte Carlo Basin
Hopping (MCBH) algorithm** has been employed to explore the potential en-
ergy surface of hydrated (Ti02),(H20). clusters (with n = 4, 8, 12, and 16,
and m values ranging respectively from 1-5, 1-5, 1-6, and 1-8).%” Such small
titania clusters tend to stabilize in hydroxylated configurations, where adsorbed
water molecules passivate undercoordinated titanium and oxygen sites, reduc-
ing their tendency to reorganize into a bulk-like crystalline order.

The stabilization effect of hydroxylation is particularly significant for nanopar-
ticles that would otherwise experience rapid structural distortions due to sur-
face stress. As described by the general hydration reaction:

(TiO2),, + (H20),, = (Ti02),(H20), (3.2)

which describes the process where water molecules bind to the surface of the
Ti10; nanoparticle. To quantify the stability imparted by hydration, we can cal-
culate the hydration energy change (Eyyq(m)), which represents the difference
in energy between the hydrated nanoparticle and the isolated components (the
anhydrous nanoparticle and individual water molecules). The equation for this
energy change is given by:

Evya(m) = E(1i0,) (1200, — E(1i02)m — MEH;0 (3.3)

where E(tio,),(H,0),, and E(rio,), are the total energies of hydrated and anhy-
drous nanoclusters, respectively, and Ey,o is the energy of an isolated water

molecule. A negative Epyq(m) is associated to the thermodynamic favourabil-

ity of water incorporation. For a more precise evaluation of the thermodynam-
ics of hydration, free energy considerations are essential. These are discussed
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in detail in Chapter 4 and will not be covered here. However, we still can in-
troduce Figure 3.6, which presents the free energies of hydration for small
nanoclusters,’” demonstrating that hydration is highly exothermic. This con-
firms the strong thermodynamic preference of small nanoclusters for hydrox-
ylated amorphous configurations. The presence of hydroxyl groups reduces in-
ternal stress, mitigating the abrupt structural reorganization that would other-
wise occur in anhydrous conditions. Consequently, hydration stabilizes open,
hydrated configurations rather than allowing small clusters to collapse into
bulk-like Wulff morphologies. These findings suggest that the 2-3 nm crystal-
linity transition observed in anhydrous TiO2 may shift toward larger sizes (~3—
4 nm) when hydration is considered. This insight is critical for understanding
the thermodynamics of hydrated nanoclusters and optimizing their functional
properties in aqueous environments.

Hydration stabilizes five- and six-coordinated Ti centres, which are uncommon
in anhydrous nanoclusters but prevalent in hydrated ones. This higher coordi-
nation environment reduces reactivity but enhances long-term stability, partic-
ularly in photocatalytic and biological applications where TiO> interacts with
water at ambient conditions. Furthermore, highly hydrated TiO, nanoparticles
tend to exhibit cage-like motifs, where water molecules are structurally inte-
grated rather than simply adsorbed on the surface. This behaviour contrasts
with anhydrous nanoparticles, where crystal faceting is the dominant stabiliza-
tion mechanism above ~3 nm.
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Figure 3.6: Hydration free energies of silica (dashed lines) and titania (solid
lines) nanoclusters for sizes: (a) m = 4, (b) m = 8, (¢) m = 12, (d) m = 16.
Hydration free energies are reported at different temperatures while keeping
the water partial pressure at 1 Pa which is sufficiently low to consider water as
an ideal gas even at ambient conditions. Note: The figure includes SiO; data
for comparison, as presented in Ref. 37. While SiO» is not discussed further in
this thesis, it is noted that silica exhibits systematically more exothermic hy-
dration and retains higher hydrophilicity than TiO; under comparable condi-
tions. Figure adapted from reference 37.

3.1.3.2 Electronic and Optical Effects of Hydroxylation

The optical and electronic properties of titania nanoparticles evolve with size
due to quantum confinement, but hydration introduces additional complexity.
Previous discussions on energy gap trends showed that small TiO, nanoparti-
cles have wider gaps (~4-5 eV) due to confinement effects, which narrow as
size increases to bulk-like values (~3.2 eV at 6+ nm). For small TiO, nanoclus-
ters ranging from 4 to 16 units, hydration influences the band gap in a non-
monotonic manner (Figure 3.7).%
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Figure 3.7: Electronic energy gaps of hydrated titania nanocluster systems with
respect to the incorporated water ratio, R,/m. Figure adapted from reference 37.

For instance, in the 12-unit titania system, the energy gap varies from a mini-
mum of 5.3 eV at 8% hydration to a maximum of 6.2 eV at 33% hydration,
after which it stabilizes or slightly declines. This trend suggests that hydration
initially stabilizes the electronic structure, increasing the band gap, but exces-
sive hydroxylation can lead to saturation effects that counteract this increase.
Similar patterns are observed across other small TiO; clusters, though the exact
gap evolution depends on their specific structural and coordination character-
istics.

This behaviour arises from the structural flexibility of small titania nanoclus-
ters, which exhibit diverse cation coordination environments (4-, 5-, and 6-co-
ordinated Ti centres). Hydration helps heal terminal defects and stabilize the
electronic state, generally leading to an increase in the band gap. However,
excessive hydroxylation can lead to surface saturation, where an overabun-
dance of hydroxyl groups diminishes mid-gap states, thereby affecting photo-
catalytic efficiency.

Interestingly, although hydration plays a role in modulating the electronic
structure, titania nanoclusters maintain a relatively robust electronic state.
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Indeed, adsorption is known to help stabilise a large bandgap.* In applications
such as photocatalysis and photoelectrochemical water splitting, optimizing
hydration levels for these small clusters is crucial to maximizing efficiency
while maintaining effective charge separation and recombination dynamics.

Hydroxylation is not only a structural stabilizer but also modifies the band
edges of T10, surfaces via surface dipole interactions. Zhang et al. investigated
hydroxylation on rutile TiO2(110) surfaces and found that hydroxyl groups cre-
ate an electric dipole effect, shifting both the valence and conduction band
edges upwards.*® This effect enhances the reducing power of rutile, making its
conduction band more favourable for photocatalytic hydrogen evolution. The
underlying mechanism is electrostatic in nature: hydroxyl groups induce local-
ized dipoles, which modify the band structure at the surface level. Specifically,
the total dipole moment of the hydroxylated surface arises from two contribu-
tions: the intrinsic dipole of the hydroxyl groups and the polaronic dipoles gen-
erated by structural distortion and charge redistribution. These dipoles create a
local electric field that modulates the electrostatic potential near the surface,
leading to a blue shift of the band edges while maintaining a nearly constant
band gap. This behaviour can be approximated using a parallel-plate capacitor
model, where the variation in band edges depends on the surface dipoles and
the effective dielectric constant of the surface layers. The model further ex-
plains why hydroxylation stabilizes surface states and influences the photocata-
lytic activity of rutile TiO.. Figure 3.8 provides a direct visualization of how
the band edges shift as a function of hydroxylation.

Similar dipole effects have been observed in quantum dots, where ligand-in-
duced surface dipoles significantly modify energy levels and electronic inter-
actions.*”*® Ligand attachment on semiconductor nanocrystals leads to system-
atic shifts in conduction and valence band positions, depending on the dipole
moment of the attached species. In these studies, quantum dots exhibited band
edge shifts of up to 0.9 eV, proving that surface functionalization strongly in-
fluences electronic properties. While these findings are well-established for ru-
tile and colloidal quantum dots, they remain poorly explored for larger anatase
nanoparticles, despite their superior photocatalytic activity.
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Figure 3.8: Figure 4. DFT+U energies of the conduction and valence band
edges (open and solid blue symbols, respectively) of the hydroxylated
Ti0»(110) surfaces as a function of effective dipole moment. The electrochem-
ical potentials for two redox half reactions of water decomposition at pH 7,
represented by dashed lines, are shown for comparison. The solid lines repre-
sent the calculated energy shifts of the band edges. Red: total contribution;
Green: contributed by the hydroxyls; Black: contributed by the polaronic di-
poles. Figure adapted from reference 46.

In summary, hydroxylation has a profound impact on the structural and elec-
tronic properties of TiO, nanostructures, but its effects vary significantly de-
pending on size, phase, and morphology. While previous studies have exten-
sively analysed small nanoclusters, rutile surfaces, and ligand-functionalized
quantum dots, the effect of hydroxylation on larger anatase nanoparticles re-
mains insufficiently understood. Given that anatase is the more efficient pho-
tocatalyst, a detailed exploration of hydroxylation in this regime is essential for
advancing TiO,-based photocatalytic applications. This gap in the literature
motivates the research in this thesis, which focuses on elucidating the impact
of hydroxylation on the band structure and stability of larger anatase nanopar-
ticles.
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3.2 Results

This section gathers the results of the three papers published regarding the ef-
fect of size and hydration degree on a selection of (TiO), nanoparticles, all
with diameters larger than 1.5 nm. Along the different families of NPs consid-
ered, a slab model of the anatase (101) surface is employed to compare the
electronic effects observed in nanoparticles with those in an extended surface
system. The anatase (101) slab model consists of a six-layer (3 % 1) supercell,
where the (101) surface is symmetrically exposed on both sides. A vacuum
layer of approximately 20 A is included to prevent artificial interactions be-
tween periodic images.

3.2.1 Simulated thermal annealing

Importantly, for some of these sizes, two structural types of NPs are considered:
crystalline anatase and amorphous quasi-spherical (see Figure 3.9). The crys-
talline anatase NPs were designed following a top-down strategy in which the
bulk anatase crystal is cut to generate bipyramids with the most stable (101)
surface on all exposed facets.®’ Their stability and properties are influenced by
the preservation of specific facets, which play a role in determining their elec-
tronic and photocatalytic behaviour. In contrast, the amorphous quasi-spherical
nanoparticles lack a long-range crystalline order, exhibiting a more disordered
atomic structure. These amorphous NPs are generated through a thermal an-
nealing process® that disrupts the crystalline framework, leading to a less rigid
and more flexible atomic arrangement.

The thermal annealing procedure for NP stabilization was conducted using
classical MD simulations with the NanoTiO® and FFTiOH?’ interatomic poten-
tials, as implemented in the GULP code.*® This simulated annealing (SA) ap-
proach was applied to both crystalline anatase-derived (TiO2)3s5 and (TiO2)s4
NPs to explore their low-energy configurations. The annealing process began
by heating the respective (Ti02),(H20),, NP to ~1800 K over 1000 ps, followed
by an equilibration phase at this temperature for 300 ps to ensure full disorder-
ing of the crystalline structure. The NP was then subjected to a controlled step-
wise cooling process, gradually reducing the temperature to 300 K over ~4000



104 Size and hydration effect on TiO, GS properties

ps. This systematic cooling allowed for the formation of stable, low-energy
amorphous or quasi-spherical configurations.

Figure 3.9: Examples of TiO; structures. From left to right: an amorphous an-
nealed amorphous (TiO)35(H20)12 NP, and faceted anatase crystalline
(Ti02)34(H20)31 and a supercell of an extended (101) surface model of anatase
with 0 water molecules.

For crystalline anatase NPs, the structural framework remained largely intact,
with hydroxylation playing only a minor role in modifying their morphology.
In contrast, for smaller anhydrous spherical-cut NPs, thermal annealing signif-
icantly altered their structure, leading to the loss of internal crystallinity and
the adoption of quasi-spherical, amorphous-like morphologies. As indicated in
the previous sections, theoretical studies have demonstrated that, for small
nanoclusters, annealed, non-crystalline NPs are energetically more stable than
their faceted crystalline counterparts of the same size. To further explore hy-
droxylation effects, dissociated water molecules were incrementally added by
binding H and —OH groups to undercoordinated surface O and Ti atoms, re-
spectively. After each hydroxylation step, the NP was annealed to identify the
lowest-energy (Ti0.),(H20), structures. This iterative process revealed that hy-
droxylation strongly influences atomic rearrangement, leading to distinct NP
structures at different hydration levels. Unlike crystalline anatase NPs, where
hydroxylation produces only local modifications, thermally annealed NPs un-
dergo significant structural evolution as hydroxylation increases.
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After the MD-based SA procedure, the lowest-energy NPs were further refined
using DFT calculations at PBE level’! to minimize residual forces and precisely
determine their atomic structures. For the faceted crystalline systems, the same
level of theory was applied for optimization. All reported properties correspond
to the most stable configurations identified through this combined MD-DFT
approach.

3.2.2 Influence of Nanoparticle Size

We first focus on the influence of size on the total energy stability of crystalline
and amorphous structures and the electronic energy gap broadening due to the
quantum confinement effect. Our discussion considers crystalline faceted NPs,
amorphous annealed NPs, and the extended TiO, (101) surface as a reference,
restricting our analysis in this section to the anhydrous (bare) state.

PBE total energy calculations reveal a strong dependence of stability on NP
size and structure. At small sizes, amorphous NPs are energetically preferred
over crystalline anatase-like structures (see first point in Figure 3.10). For in-
stance, in the (TiO:)3;s system, the total energy difference (4E:: =

Ett(crystalline) — Ewoc(amorphous)) is —8.87 ¢V, while for the (TiO2)s4

system, it is —7.49 eV. When normalized per titania unit, these values corre-
spond respectively to —0.25 eV for (Ti02)3s and —0.09 eV per unit for (T107)s4.
This decreasing trend suggests that as NP size increases, the energetic prefer-
ence for amorphization diminishes. Eventually, as described earlier in this
chapter, a stability crossover occurs beyond approximately 2-3 nm, where
crystalline anatase-like structures become more favourable.

The physical origin of this behaviour is the high proportion of undercoordi-
nated surface atoms in smaller NPs, which makes highly reconstructed, amor-
phous-like structures more stable. As NP size increases, the bulk-like interior
becomes more dominant, reducing the energy penalty for maintaining a crys-
talline lattice. Again, this trend is consistent with prior studies on the thermo-
dynamic stability of TiO> NPs, which predict that amorphous forms are pre-
ferred at the smallest sizes but become progressively less favourable with in-
creasing NP diameter.
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Figure 3.10: Calculated total energy differences (AE,) between anatase crys-
talline faceted NPs and amorphous annealed NPs for the (TiO2)35(H20) sys-
tem (purple) and the (Ti02)s4(H20). system (red) with respect to degree of hy-
droxylation (m/mmax). Linear fits to the data are added as rough indications of
tendencies to facilitate comparison between both NP system sizes.

3.2.2.1 QC effect on Electronic Gap

While total energy trends dictate thermodynamic stability, electronic properties
follow a different size-dependent behaviour. The most significant effect of de-
creasing NP size is the widening of the electronic gap due to Quantum Con-
finement. We have already introduced this effect, which occurs because, as the
particle shrinks, the spatial extent of electronic wavefunctions decreases. This
reduction leads to a shift in energy levels and an increased separation between
the highest occupied and lowest unoccupied molecular orbitals. DFT calcula-
tions using a hybrid-inspired PBEx correction® to our initial PBE values
clearly demonstrate this QC effect across different TiO, NPs. In crystalline fac-
eted anatase structures, the Eqqp progressively increases as size decreases (see
first point in Figure 3.11). Specifically, the (Ti0)3s NP exhibits an Eg.p of 3.84
eV, while for the larger (TiO2)iss NP, the value decreases to 3.66 eV. In
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comparison, the TiO, (101) surface, which serves as a bulk-like reference, has
a gap of 3.58 eV, slightly higher than the bulk anatase value of 3.23 eV. These
results confirm the expected QC-induced shift in electronic states.
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Figure 3.11: Evolution of Egap energies with degree of hydroxylation of the
(TiO2), (n = 35, 84 and 165) anatase NPs and the extended (101) anatase sur-
face.

Interestingly, while crystalline nanoparticles follow the expected trend of quan-
tum confinement leading to an increase in Eg,p, amorphous nanoparticles do
not exhibit the same behaviour. For instance, the anhydrous amorphous
(Ti0O2)35 nanoparticle has a lower energy gap (3.43 eV) compared to the larger
anhydrous (Ti02)ss nanoparticle (3.58 eV). This suggests that in amorphous
nanoparticles, the impact of quantum confinement is partially masked by struc-
tural effects such as defects and atomic reconstructions, which play a dominant
role in determining electronic properties.

The balance between these effects determines the optimal size range for differ-
ent applications. For high stability, larger crystalline anatase NPs (>3 nm) are
preferable, as they have lower total energies relative to amorphous structures.
For enhanced electronic properties, such as larger band gaps for photocatalysis,
smaller NPs are advantageous due to QC-driven gap widening. Crystalline fac-
eted NPs may provide additional advantages in specific scenarios due to their
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slightly higher Egqp values compared to amorphous counterparts. Besides, their
increased thermodynamic stability at larger sizes makes them more favourable
compared to amorphous structures.

3.2.3 Effect of Hydroxylation

As detailed above, when exposed to aqueous environments, TiO> NPs undergo
hydroxylation via water dissociation, leading to the formation of hydroxyl (-
OH) groups on their surfaces. This process modifies the total energy landscape
of both crystalline and amorphous structures, influencing the relative stability
of different NP morphologies. In this section, we analyse the impact of hydrox-
ylation on the DFT total energies of (T102)3s5 and (T102)ss NPs, focusing on the
observed convergence between crystalline and amorphous structures. We then
examine the energetics of hydration, introducing key thermodynamic quanti-
ties such as hydration energies and incremental hydration energies. These anal-
yses provide insight into the extent to which hydroxylation stabilizes or desta-
bilizes small TiO, NPs and how this effect varies with size and structural order.
Throughout the chapter, we adopt a consistent definition for the degree of hy-
droxylation, expressed as m/mmax, where m is the number of water molecules
dissociated on the NP surface and #max is the maximum number of dissociable
water molecules that can form hydroxyl (-OH) groups on the fully hydrox-
ylated, faceted NP. Importantly, m/mmax depends on nanoparticle size and var-
ies between the different TiO, nanosystems.

Along the chapter, a common m/mmax definition of the degree of hydroxylation
is established. We define it as the number of water molecules (m) divided by
the maximum number of water molecules that can dissociate to form hydroxyl
(—OH) groups on the faceted NP surface (7max). Note that this maximum value
varies from one 35- to 84- systems’ size.

3.2.3.1 DFT Energies

The total energy differences between crystalline faceted and amorphous an-
nealed TiO, NPs exhibit a striking evolution as the degree of hydroxylation
increases. In the anhydrous state, as discussed previously, amorphous struc-
tures are more stable than their crystalline counterparts at small sizes, with the
energy difference AE, decreasing as NP size increases. However, as



Size and hydration effect on TiO, GS properties 109

hydroxylation progresses, the total energy differences between amorphous and
crystalline NPs decrease, leading to an eventual convergence in energetic sta-
bility.

This trend is clearly illustrated in Figure 3.10, which shows the evolution of
AE: as a function of hydroxylation for both (Ti102)3s and (TiO2)g4 NPs. Ini-
tially, the anhydrous amorphous (Ti02)3s NP is significantly more stable than
the faceted crystalline form (as discussed in 3.2.2), with AE ¢ = -8.87 eV. As
hydroxylation increases, the energy difference gradually decreases until the
two structures become nearly equivalent in total energy. For the larger (T102)s4
NP, the energy difference is initially smaller and converges more rapidly,
achieving comparable stability at 50% hydroxylation. For the smaller (Ti0O.)ss
systems this crossover occurs at approximately 75% hydroxylation degree. The
faster convergence for the larger NP suggests that hydroxylation is more effec-
tive at stabilizing crystalline structures as size increases, likely because a larger
fraction of the total atoms in the system is at the surface, where hydroxylation-
induced coordination effects become dominant.

The underlying mechanism driving this convergence lies in the local structural
modifications induced by hydroxylation. Hydroxyl (-OH) groups interact
strongly with undercoordinated Ti and O atoms, reducing structural disorder
and increasing the local atomic coordination number (as shown in Figure 3.13).
Hydroxylation thus leads to a marked reduction in the fraction of Tisc species and
a corresponding increase in Tiec coordination. This redistribution reflects the struc-
tural healing effect induced by water dissociation and subsequent -OH binding.
This effect is more pronounced in crystalline faceted NPs, where hydroxylation
effectively "heals" surface distortions, making the total energy more compara-
ble to that of amorphous structures.

3.2.3.2 Energetics of Hydration

To quantify the energetic effects of hydroxylation, we introduce the hydration
energy (Enyd), which measures the energy change associated with progressively
increasing the degree of hydroxylation (see Equation 3.3). It is defined as:

Enya(m) = Etot(m) — (Ewt(0) + m - EHZO) (3.49)
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where E,:(m) is the total energy of the NP with m hydroxyl groups, E,:(0) is
the total energy of the anhydrous NP, and Ey,0 is the energy of an isolated

water molecule. A negative Epyq(m) value indicates that hydroxylation is en-
ergetically favourable, stabilizing the NP.

Additionally, we define the incremental hydration energy, which measures the
energy change associated with adding a single hydroxyl group at a given step
(see Figure 3.5):

AEnya(m) = Ewt(m) — (Erot(m — 1) + EHZO) (3.5

This quantity helps us understand how the energetic stabilization changes in-
crementally as more hydroxyl groups are added.

The hydration energy trends for crystalline and amorphous NPs are presented
in Figure 3.12, showing the variation of E},yq(m) as a function of hydroxylation
for (Ti02)3s and the (TiO2)s4 NPs. For the smaller (Ti02)3s NPs, hydroxylation
is consistently exothermic, with Eyyq(m) decreasing as hydroxyl groups are
added. However, the rate of stabilization slows down at higher hydroxyl cov-
erages, reflecting diminishing returns in energy gain. This suggests that initial
hydroxylation events are particularly effective at stabilizing undercoordinated
surface sites, while later additions experience weaker binding due to increased
steric and electrostatic interactions. This interpretation is supported by the
known site-specific reactivity hierarchy of TiO; surfaces, where highly under-
coordinated Ti atoms—such as those at apical vertices and corners—are pref-
erentially hydroxylated at low coverage, yielding strong exothermic stabiliza-
tion. As these reactive sites are progressively passivated, subsequent water
molecules bind to less reactive edge and facet sites, leading to the observed
reduction in stabilization energy.

A similar but more pronounced stabilization trend is observed for (Ti0)84
NPs, where hydroxylation leads to a faster convergence in total energy between
crystalline and amorphous forms. This aligns with the AE, trends in Figure
3.10, further confirming that hydroxylation promotes structural convergence
by stabilizing previously unstable crystalline surfaces.
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The incremental AE}yq(m) hydration energy data provide further insight into
this behaviour. For crystalline anatase TiO, nanoparticles, hydroxylation fol-
lows a predictable stabilization pattern. The initial adsorption of water mole-
cules leads to strong exothermic reactions, particularly at under-coordinated
surface sites such as apical or edge positions. As hydroxylation progresses and
these reactive sites become occupied, the incremental stabilization energy de-
creases and eventually fluctuates around a lower value. This orderly trend re-
flects the fixed atomic arrangement of the crystalline nanoparticles, where each
successive hydroxylation step progressively stabilizes the system without ma-
jor structural rearrangements.
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Figure 3.12: (a) Variation of Epyq(m) with respect to the degree of hydroxyla-
tion (m/mmax) for increasingly hydroxylated crystalline and annealed
(T102)34(H20),» NPs. The hydration energy of the faceted NP with two water
molecules is set to 0 eV as an offset, with the total energy of the bare crystalline
NP, E(0), used as the common reference for both sets of NPs. (b) Variation
of AE1yq(m) with respect to the degree of hydroxylation. Plots (c,d) correspond
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to the m-dependent tendencies in Epyq(m) and AEyyq(m) for amorphous and
crystalline (T102)s4(H2O)n NPs.

In contrast, amorphous nanoparticles exhibit a more irregular hydroxylation
pattern. These larger fluctuations likely stem from significant structural rear-
rangements occurring within the annealed nanoparticles at different hydroxyla-
tion levels. Unlike crystalline nanoparticles, where hydroxylation follows a
predictable pattern, each hydroxylation step in the annealed NPs can lead to
notable changes in both the overall structure and the positioning of hydroxyl
groups, making the process inherently less predictable. In some cases, particu-
larly in the larger (T10;)s4 systems, positive stabilization energy values suggest
that certain hydroxylation states correspond to less favourable low-energy con-
figurations identified by the MD-SA procedure. This indicates that, as the sur-
face becomes increasingly hydroxylated, some structural adjustments become
energetically costly. This effect is less pronounced in the smaller (TiO:)ss
amorphous nanoparticles, where the hydroxylation-induced energy variations
remain more controlled. Overall, the comparable trends in AEyyq(m) observed
for both (T102)34(H20)» and (T10)35(H20),, nanoparticles suggest that the un-
derlying stabilization mechanisms driven by hydroxylation remain consistent
across different nanoparticle sizes.

3.2.3.3 Mechanistic Explanation and Crystalike concept

The observed energy convergence between crystalline faceted and amorphous
annealed TiO, NPs upon hydroxylation is closely linked to changes in atomic
coordination environments. As surface hydroxylation increases, the structural
differences between these two forms become less pronounced at a local coor-
dination level, despite the global structural order remaining distinct. This sug-
gests that hydroxylation stabilizes surface atoms in a way that makes the amor-
phous structure behave more like its crystalline counterpart in terms of elec-
tronic and energetic properties.

The coordination of Ti atoms plays a crucial role in determining the energetic
and electronic structure of TiO2 NPs. In a bulk crystalline anatase structure, T1
atoms are predominantly six-fold coordinated (Tie), forming a well-ordered
octahedral network. In contrast, at the nanoscale, undercoordinated surface
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atoms are common, leading to the presence of five-fold (Tisc) and four-fold
(Ti4c) coordinated titanium species, particularly in small or amorphous struc-
tures.

In the anhydrous state, amorphous TiO, NPs contain a higher fraction of un-
dercoordinated Ti atoms compared to their crystalline counterparts. As shown
in Figure 3.13, in the anhydrous (TiO2)s4 NP:

o The fraction of Tis 1s ~40%, significantly higher than in the faceted
crystalline NP (~15%).

o The fraction of Tisc is ~20%, way lower than the ~50% of the crystalline
NP.

o The fraction of Tis is similar in both settings (around ~25-30%).
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Figure 3.13: Average coordination number (ACN) of Ti centres for the an-
nealed amorphous and crystalline anatase (T102)s4(H20),» NPs with respect to
the degree of hydroxylation. (b—d) Corresponding evolution of the distribution
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of 4-, 5-, and 6-fold local atomic coordination environments of Ti centres (Tic,
Tisc, and Tiec) with respect to the degree of hydroxylation of both crystalline
and annealed (TiO2)g4(H20)» NPs.

These numbers clearly indicate that amorphous structures contain a higher pro-
portion of undercoordinated Tisc contributing to their lower total energy in the
anhydrous state. As hydroxylation increases, Ti1 atoms at the NP surface reco-
ordinate, effectively shifting the population from undercoordinated states (Tisc,
Tisc) toward higher coordination states (Tiec).

For (Ti0:)s4 annealed NPs at medium 50% hydroxylation:
o The fraction of Ti4c drops from ~40% to ~15%.
o The fraction of Tisc increases from ~20% to ~40%.
o The fraction of Tis increases from ~25% to ~40%.

These numbers indicate that hydroxylation leads to a strong increase in Tisc
sites, particularly in amorphous NPs, making their local coordination environ-
ment much closer to that of crystalline anatase. This transformation helps re-
duce the total energy difference between the two NP forms, driving the ob-
served energetic convergence.

The stabilization of amorphous NPs via increased local coordination does not
imply a full recrystallization. The Pair Distribution Function (PDF) analysis in
Figure 3.14 confirms that even at high hydroxylation levels, amorphous struc-
tures retain their disordered nature, lacking the long-range periodicity of crys-
talline anatase.

This supports the "crystalike" concept, where amorphous TiO, NPs, despite
remaining structurally disordered at a global scale, exhibit electronic (see next
section) and energetic properties similar to crystalline anatase due to local co-
ordination effects. The local structure converges, but the long-range order re-
mains distinct. This means that hydroxylated amorphous NPs can mimic the
desirable electronic properties of crystalline anatase without requiring full crys-
tallization, making them potential candidates for applications where crystalline
Ti0; is traditionally used.
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Figure 3.14: Pair distribution function (PDF) for Ti—O distances in a faceted
crystalline anatase NP (blue) and thermally annealed NP (red), both with a
(TiO2)34(H20)30 composition. The bin size for the histogram is 0.05 A.

3.2.3.4 Evolution of the Energy Gap and HOMO-LUMO levels

The electronic structure of TiO> NPs undergoes significant changes upon hy-
droxylation, affecting both the energy gap (Eqsp) and the individual shifts of the
HOMO (highest occupied molecular orbital) and LUMO (lowest unoccupied
molecular orbital) levels. In the previous subsections, we have established that
hydroxylation leads to a convergence in total energy between amorphous and
crystalline NPs due to local structural modifications, particularly in the tita-
nium coordination environment. This subsection extends that discussion by ex-
amining the evolution of the energy gap with increasing hydroxylation, fol-
lowed by an analysis of the separate shifts in HOMO and LUMO energies for
different NP structures.

As hydroxylation progresses, the electronic energy gap of TiO, NPs generally
increases, reflecting the passivation of surface states and a reduction in defect-
induced electronic states. This behaviour is consistently observed across dif-
ferent NP sizes and morphologies, as evidenced by Figure 3.11. As hydroxyla-
tion increases, both crystalline and amorphous structures exhibit a progressive
increase in the energy gap, with the effect being strongest for smaller NPs.
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Besides, faceted NPs undergo a more progressive variation on the Eg,p as hy-
droxylation proceeds. On the contrary, MD-SA generated titania systems suffer
from sharp changes in the gap, as the annealing protocol implies huge transfor-
mation in the NPs’ structures (see section 3.1.2). Figure 3.15 illustrates these
differences in the larger (TiO2)s4 NPs. Overall, this trend is directly related to
the progressive reduction of undercoordinated Ti atoms—particularly Tisc spe-
cies—through hydroxyl binding, which effectively heals electronic defects and
stabilizes the local structure. A key result is the convergence of Egqp values be-
tween amorphous and crystalline forms at high hydroxylation levels, further
supporting the convergence of properties on highly hydroxylated NPs.
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Figure 3.15: Evolution of Eg,, with respect to the degree of hydroxylation for
crystalline and annealed (TiO2)s4(H20),» NPs.

For larger NPs such as (TiO2)165 and the (101) anatase surface, the impact of
hydroxylation on the gap is significantly weaker. The energy gap of the (101)
surface remains nearly constant (~3.6 eV) across hydroxylation levels, indicat-
ing that hydroxylation predominantly affects surface states rather than bulk-
like electronic structure.
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While the overall energy gap increases with hydroxylation, the individual shifts
of the HOMO and LUMO levels provide deeper insight into how hydroxylation
modifies the electronic structure. This effect is illustrated in Figure 3.16, where
the changes in absolute energy levels (relative to vacuum) for different TiO,
NP sizes (all crystalline anatase) are examined.

A key observation is that hydroxylation causes a nearly parallel shift of both
HOMO and LUMO levels toward lower energies, rather than altering Egap in
an asymmetric manner. This means that while the energy gap widens, the ab-
solute positions of the band edges are also shifted, which has important impli-
cations for photocatalytic performance. The degree of shift is strongest in
smaller NPs, consistent with their greater surface-to-volume ratio and the
stronger influence of surface hydroxyl groups.
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Figure 3.16: Evolution of the energies of the HOMO (lower) and LUMO (up-
per) with degree of hydroxylation of the (T10,), (n =35, and 165) anatase NPs
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and the extended (101) anatase surface. Dotted grey lines represent the redox
potentials for the HER (upper) and the OER (lower), which have the approxi-
mate values of —4.5 and —5.7 eV, respectively.

Faceted crystalline and amorphous annealed NPs display similar initial and fi-
nal values with respect to the degree of hydroxylation. As in the energy gap
case (Figure 3.15), the annealed setting presents larger fluctuations due to the
effect of the MD-SA protocol

3.2.3.5 The Ligand-Induced Dipole Effect

A critical mechanism underlying the downward shift of electronic states with
hydroxylation is the ligand-induced dipole effect (LIDE). The hydroxyl (-OH)
groups on the NP surface introduce local electric fields, which create a global
electrostatic potential shift across the NP. As stated in the end of 3.1 introduc-
tory section, this effect has been widely studied in semiconductor quantum dots
and rutile surfaces and is now recognized as a key factor in controlling the
absolute band edge positions in TiO2 NPs.

LIDE is typically modelled as linearly proportional to ligand coverage, assum-
ing a fixed dipole per ligand. This dipole arises from both the intrinsic dipole
of the ligand and induced polarization due to ligand-surface interactions. In this
thesis, a more detailed approach is taken by explicitly considering how the di-
pole of the —OH group is influenced by structural changes (Ti—O—H bond angle,
a), inter-hydroxyl hydrogen bonding (H-bond formation), and charge redistri-
bution:

N

p on =2 Qn,i-don,-cos (a) (3.6)
i=1

where N is the number of OH groups on a NP, and Qy is the positive charge on
the H atoms in every OH ligand. We obtained the Qy charges using the
Hirshfeld atomic charge partitioning scheme. Notably, the polarization of the
TiO; surface due to hydroxylation is minimal and largely independent of OH
coverage, which aligns with previous reports for rutile TiO; surfaces.
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Using such refined model, we found that while the OH bond length (dox) re-
mains nearly constant, the parameters a (bond angle) and QH (charge on the
hydroxyl hydrogen) decrease non-linearly with increasing hydroxylation. This
effect is attributed to the formation of OH---OH hydrogen bonds, which pro-
gressively bend the Ti—~O—H bond closer to 90°, thereby reducing the net dipole
moment (p~on) compared to a purely linear model. The reduction in Qy suggests
partial charge delocalization within the hydroxyl network, further moderating
the dipole increase. Notably, for 50-100% hydroxylation of our NP systems,
the observed dipole moment deviates by —15% to —22% from the expected lin-
ear model.

The effect of hydroxylation on energy levels is closely linked to LIDE. As hy-
droxylation increases, the energy levels shift non-linearly, deviating subtly
from the expected linear trend. This behaviour is quantitatively described using
an adapted LIDE model:

P on

where Ei is the shifted energy level, Eo is the energy level in anhydrous TiOz,
and AE represents the LIDE shift, which depends on p~ox (the hydroxyl-induced
dipole moment) and r (the effective NP radius). The parameter A is a system-
dependent fitting constant.

The strong correlation between hydroxylation-induced ligand-induced dipole
effects and energy level shifts is shown in Figure 3.17 and further validates the
use of the refined dipole model. DFT calculations show a clear relationship
between the total dipole moment from surface hydroxyl groups and shifts in
the HOMO and LUMO energy levels of faceted TiO, nanoparticles. This sup-
ports the idea that hydroxylation systematically influences electronic structure
through dipolar interactions. These findings also reveal that hydroxylation-in-
duced hydrogen bonding and charge redistribution play a crucial role in mod-
ulating the dipole moment and energy levels of TiO> NPs, with implications for
their electronic properties and photocatalytic performance. This nuanced
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understanding provides a more accurate model of how hydroxylation affects
Ti0; surfaces beyond simple linear approximations.

3.2.3.6 Implications for Photocatalytic Applications

In photocatalysis, the alignment of the conduction band minimum (CBM) and
valence band maximum (VBM) relative to the redox potentials of water dic-
tates the efficiency of charge transfer reactions. The effects of QC and hydrox-
ylation must be considered together when evaluating the suitability of different
NP sizes and morphologies for photocatalytic applications.
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Figure 3.17: Correlation between calculated HOMO (LUMO) energies and
projected total —OH dipole moment for the anatase (Ti0,)3s and (Ti0O2)165 NPs
calculated using Equation 3.6.

As seen in the top plot of Figure 3.16, the impact of hydroxylation on band
edge positions varies with NP size and structural morphology. In the anhydrous
state, QC dominates the electronic properties, leading to an upward shift of
both the CBM and VBM as NP size decreases. This shift is particularly strong
in small NPs, where the increased energy gap raises the CBM to higher energy
levels. While this can enhance the oxidation potential of the valence band, it
also pushes the CBM too far above the hydrogen evolution reaction (HER)
potential, making electron transfer for hydrogen production inefficient. This
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suggests that while QC can be beneficial in moderate amounts, excessive QC
leads to unfavourable charge transfer properties.

Hydroxylation introduces an additional layer of complexity by lowering both
CBM and VBM energies in a nearly parallel fashion. This effect, driven by the
LIDE, ensures that hydroxylated NPs exhibit band alignments that are more
suitable for water splitting. The downward shift induced by hydroxylation
counteracts the QC-driven CBM rise, making hydroxylated NPs better aligned
with the hydrogen redox potential.

The influence of hydroxylation on band alignment varies across different NP
sizes. For very small NPs (e.g., (Ti02)ss), the strong QC eftfects raise the CBM
too high, even after hydroxylation, potentially making charge transfer ineffi-
cient. In contrast, larger NPs (e.g., ( TiO2)165), which exhibit weaker QC ef-
fects, rely more on hydroxylation to lower the CBM into an optimal range. This
results in a size-dependent interplay between QC and hydroxylation, where
neither extreme is ideal for photocatalytic performance.

The best photocatalytic performance is expected in moderately quantum-con-
fined NPs (~2-3 nm, such as (Ti02)s4) with an appropriate degree of hydrox-
ylation (~50%), ensuring that the CBM is slightly above the hydrogen evolu-
tion potential while the VBM remains low enough for oxidative reactions. This
highlights the importance of coordinating both size and surface chemistry when
designing TiO»-based photocatalysts, as depicted in Figure 3.18. By tuning
both the NP size and the degree of hydroxylation, it is possible to optimize the
band alignment for water splitting applications. The combination of moderate
QC and hydroxylation-driven band edge shifts provides a powerful approach
for engineering Ti0; photocatalysts that maximize efficiency in hydrogen evo-
lution and oxygen reduction reactions. These findings underscore the need to
consider both electronic structure modifications and surface chemistry when
designing next-generation photocatalytic materials.
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Figure 3.18: LUMO versus HER potential energy level alignment plot with
respect to varying the degree of hydroxylation (x-axis), degree of QC (left y-
axis) and anatase system size (right y-axis). The colours indicate the regions
where the LUMO is below/above the HER potential (blue/red) and where the
LUMO is between 0-0.1 eV above the redox potential of the HER (green).
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3.3 Conclusions

This first results’ chapter systematically explores the role of size, crystallinity,
and hydroxylation in determining the energetic stability and electronic proper-
ties of TiO, nanoparticles using DFT-based calculations. Our findings reveal
that these factors act synergistically, allowing for the controlled tuning of NP
properties in a predictable manner. By analysing the effects of quantum con-
finement and ligand-induced dipole effects, we provide a framework for under-
standing how small-scale structural modifications influence macroscopic elec-
tronic behaviour, particularly in photocatalytic applications.

Our results demonstrate that hydroxylation significantly alters the energetic
stability of TiO, NPs, leading to a convergence in total energy between crys-
talline faceted and amorphous annealed NPs. In the anhydrous state, amor-
phous structures are more stable than their crystalline counterparts due to their
higher proportion of undercoordinated Ti sites. However, with increasing hy-
droxylation, this energetic difference diminishes, and at high hydroxylation
levels, both NP morphologies exhibit similar stability. This hydroxylation-in-
duced stabilization is not accompanied by a complete recrystallization of amor-
phous structures, as confirmed by Pair Distribution Function analysis. Instead,
the effect is driven by a local structural transformation, where the distribution
of four-fold (Tisc), five-fold (Tisc), and six-fold (Tisc) coordinated Ti sites be-
comes similar between amorphous and crystalline NPs. This redistribution in-
creases the average coordination number, making hydroxylated amorphous
NPs electronically behave like their crystalline counterparts—Ileading to the
concept of crystalike NPs.

The impact of hydroxylation on the electronic structure follows a similar trend,
inducing a convergence in electronic properties between crystalline and amor-
phous NPs. As hydroxylation increases, Egap rises for both NP types, eventually
reaching similar values at high hydroxyl coverage. This increase is attributed
to the passivation of surface defect states, which reduces localized mid-gap
states and leads to a more bulk-like band structure. A key insight from this work
is that the anatase crystal structure may not be necessary to achieve anatase-
like electronic properties. Instead, by tailoring hydroxylation, non-crystalline
NPs can be tuned to exhibit electronic structures comparable to crystalline
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anatase, expanding the potential for using amorphous titania in applications
traditionally dominated by its crystalline counterpart.

Beyond the energy gap, we analyse the separate effects of hydroxylation on the
HOMO and LUMO levels, revealing a nearly parallel downward shift in both
energy levels due to LIDE. The absolute positions of these levels depend on
the interplay between QC and hydroxylation, where the former raises electronic
states due to spatial confinement, while the latter lowers them due to cumula-
tive dipole effects from surface-bound hydroxyl groups. Our findings indicate
that LIDE is not a simple linear function of hydroxyl coverage, as hydroxyl-
hydroxyl hydrogen bonding interactions reduce the effective dipole moment,
leading to a saturation effect at high hydroxylation levels. By leveraging the
combination of QC and hydroxylation-driven LIDE, it is possible to fine-tune
electronic energy levels in TiO; NPs, achieving a broad range of band edge
alignments without requiring chemical doping or interfacing with other mate-
rials.

The implications for photocatalytic applications are substantial. The alignment
of CBM and VBM relative to the water redox potentials is crucial for ensuring
efficient electron and hole transfer in water splitting reactions. In highly quan-
tum-confined NPs (e.g., (Ti0O2)s3s), the CBM is too high above the hydrogen
evolution reaction (HER) potential, reducing the efficiency of electron transfer
for Hz production. Conversely, in larger, bulk-like structures, the CBM may lie
too close to the HER potential, limiting the driving force for reaction kinetics.
Hydroxylation counteracts these size effects, lowering both CBM and VBM
and enabling better band alignment in mid-sized NPs (~2-3 nm, such as
(T10O2)s4). Our results indicate that an optimal degree of QC, combined with
moderate hydroxylation (~50%), yields the best electronic alignment for pho-
tocatalytic water splitting. This strategy ensures that the CBM remains suffi-
ciently high for hydrogen evolution while maintaining a low VBM for efficient
hole oxidation.

Overall, this first part of the thesis provides a unified picture of how size, crys-
tallinity, and hydroxylation influence the stability and electronic properties of
TiO2 NPs. We confirm that (i) the local structure and electronic properties of
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amorphous and crystalline titania NPs converge with increasing hydroxylation,
(i1) QC and hydroxylation-induced LIDE play key roles in electronic level tun-
ing, and (ii1) the combination of size-dependent QC effects and surface hydrox-
ylation provides a highly versatile approach for engineering electronic proper-
ties in TiO, nanomaterials. These findings open the possibility of designing
highly tunable amorphous crystalike NPs, which could serve as alternatives to
crystalline anatase for photocatalysis and other optoelectronic applications. By
strategically balancing QC effects and hydroxylation, it is possible to tailor
TiO2 NPs for specific electronic and photocatalytic performance criteria,
providing a flexible, top-down approach for nanomaterial optimization.
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Titania (TiO,) nanoparticles (NPs) are widely employed in appli-
of their ph properties (e.g.
pollutant degradation, photocatalysis). Here, we study the inter-
relation between crystallinity, surface hydroxylation and electronic
structure in titania NPs with 1.4-2.3 nm diameters using all elec-
tron density functional theory-based calculations. We show how
the distribution of local coordination environments of the atoms in
thermally annealed quasi-spherical non-crystalline NPs converge
to those in correspondingly sized faceted crystalline anatase NPs
upon increasing hydroxylation. When highly hydroxylated,
annealed NPs also possess electronic energy gaps with very similar
energies and band edge orbital characters to those of the crystal-
line anatase NPs. We refer to the crystallite-mimicking non-crystal-
line annealed NPs as “crystalikes”. Small stable crystalike NPs could
allow for photochemical applications of titania in the size range
where crystalline anatase NPs tend to become thermodynamically
unfavoured (<3-5 nm). Our work implies the anatase crystal struc-
ture may not be as ial as pi d for TiO, NP
applications and generally suggests that crystalikes could be poss-
ible in other nanomaterials.

cations that take

Introduction

Over five decades have passed since the breakthrough discov-
ery that the anatase crystal polymorph of titania (TiO,) is able
to split water into hydrogen and oxygen under ultraviolet
light." Since then, the anatase TiO, + water system has become
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a benchmark for studying the fundamental physiochemical
principles underlying a range of photocatalytic processes™’
with relevance to numerous practical applications® (e.g. pro-
duction of H, as green fuel,”® polluted water remediation”). As
an extended solid, titania is thermodynamically most stable in
the rutile crystal phase, which shows a significantly lower
photocatalytic activity than anatase. This polymorphic differ-
ence in performance has been discussed with respect to
numerous possible factors but is often ascribed to the relative
ease in which photo-generated excitons in anatase can reach
the surface.® Experiments on thin films show that up to a
thickness of about 2.5 nm the photoactivity of anatase and
rutile are comparable, but that further thickness increase (up
to 15 nm) only improves the performance of the anatase
films. This result demonstrates: (i) that the surface-accessible
excitons in anatase can be formed further from the reactive
surface than in rutile, and (ii) this difference only starts to be
measurable for systems with surface-to-interior dimensions
greater than 2.5 nm. In turn, this implies that the surface
accessibility of excitons should not play a role in distinguish-
ing the photoactivity of anatase and rutile nanoparticles (NPs)
with diameters <5 nm. We note that titania NPs close to this
size are often employed in photocatalytic experiments where
the variation in observed photoactivity is thus most likely
dependent on other factors. Herein, we study titania NPs
within this size range (<2.5 nm diameters) and focus on two
alternative properties of that are likely to significantly affect
their photocatalytic performance: (1) surface hydroxyl (-OH)
coverage and (2) crystallinity.

Nanoscale titania has a high surface to bulk ratio and pos-
sesses surface atoms with low coordination which readily react
with water vapour under ambient conditions resulting in
surface hydroxylation.'® Recently, combined computational
and experimental efforts have been used to identify types and
locations of the hydroxyl groups on anatase NPs.'" Generally,
the degree of surface hydroxylation can vary depending on
TiO, system size and the environment (e.g. humidity, tempera-
ture).'> For many years it has been known that the density of
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surface hydroxyls plays an important role in affecting the
photoactivity of titania NPs.'* This effect is linked to the
exciton-induced conversion of surface hydroxyls to hydroxyl
radicals ("OH) which subsequently play a role in photocatalytic
oxidation reactions.>'*'> The observation that hydroxylated
anatase NPs generate more mobile OH species than rutile NPs
has even been proposed as a key factor to explain the relatively
higher activity of anatase NPs for many photooxidative reac-
tions.'® We note that surface hydroxyl groups can also facilitate
the interaction of titania NPs with biosystems'’ where the
photocatalytic production of hydroxyl radicals may lead to bio-
toxicity.'®

Starting from the stable extended rutile crystal phase,
decreasing the system size to the nanoscale decreases the rela-
tive thermodynamic stability of rutile with respect to anatase
until a crossover is reached for titania NPs of approximately
14 nm diameter."® The exact size at which the more photo-
active anatase crystal phase becomes the most stable in NPs is
largely determined by surface contributions to the free
energy,” and can thus be significantly affected by adsorbed
species.””** Generally, it is known that strongly bound water
(e.g. surface hydroxyl groups) plays an essential role in deter-
mining the stability of TiO, NPs.*® In the bare case, the
anatase crystal phase persists in NPs down to a diameter
~2-3 nm, whereupon titania NPs are predicted to energetically
favour non-crystalline structures due to the extended influence
surface reconstruction from the high proportion of undercoor-
dinated surface atoms.*** In such small amorphous NPs for
other materials, the effect of water strongly interacting with
the surface has been shown to induce crystallinity by lowering
the interfacial energy.® For TiO, NPs, water adsorption is
more exothermic on rutile crystal surfaces than on anatase sur-
faces.>® For small crystalline TiO, NPs it has been predicted
that a high surface coverage of strongly bound water could
make rutile NPs thermodynamically competitive with anatase
NPs.””

For experimental studies on NPs, it is difficult to disentan-
gle the intimate interrelation between the type and degree of
crystallinity, the nature of their surfaces and their resulting
physicochemical properties. Here we employ accurate and
detailed computational models to understand how these inter-
acting factors play out for two families of TiO, NPs (i.e., crystal-
line faceted NPs and non-crystalline thermally annealed NPs).
We focus on titania NPs with diameters ranging between
1.4-2.3 nm which is close to the non-crystalline/crystalline
anatase crossover size for bare NPs.>* The structure of NPs in
this size regime is thus likely to be highly sensitive to surface
adsorption. We consider both facetted crystalline anatase NPs,
and thermally annealed NPs which can explore potentially
lower energy non-crystalline structures. Simultaneously, we
probe the effect of systematically increasing the degree of
surface hydroxylation from the bare case to high -OH cov-
erages for both types of NP. For the resulting two sets of NPs,
we then compare the energetic, structural, and electronic pro-
perties. To enable a rigorous comparison, we employ the same
NP size and degrees of hydroxylation for both NP types. The
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unique perspective provided by our controlled study allows us
to discern numerous differences and similarities between crys-
talline and non-crystalline titania NPs with corresponding
varying degrees of hydroxylation. For low and intermediate
hydroxylation the two types of NP have distinct atomistic struc-
tures and electronic gaps which respond in different ways to
varying hydroxylation. For higher degrees of hydroxylation, we
find that the electronic energy gap of both types of NP con-
verges to a very similar value. We also find that the distribution
of local atomic coordination environments for both types of
NPs become very similar at high hydroxyl coverages. However,
this hydroxylation-induced electronic and local structural con-
vergence does not appear to coincide with an increase in crys-
tallinity in the thermally annealed NPs. Our results show that
degree of surface hydroxylation can determine the electronic
energy gap in nanotitania via induced modifications of local
structural (i.e. coordination environments). At high ~-OH cov-
erages, our results also suggest that this induced local struc-
tural effect leads to a convergence in the electronic structure,
regardless of the degree of crystallinity of the NPs. This sur-
prising result indicates that it may be possible to employ
hydroxylation to induce electronic properties associated with
crystalline anatase NPs in non-crystalline nanotitania.

Crystallite-mimicking non-crystalline NPs (or “crystalike”
NPs) could have important implications for photochemical
applications of small hydroxylated titania NPs. Synthesis of
small crystalline anatase NPs is hampered by their low thermo-
dynamic stability.>® As crystallinity may no longer be a require-
ment to access the characteristic electronic structure of crystal-
line anatase NPs, small hydroxylated crystalike NPs may offer
new opportunities for photochemical applications arising
from: higher surface areas, higher energy excitons from
quantum confinement (QC), lower radiationless photon trans-
fer from quantization.”® Overall, our study highlights the
possibility of crystalike nanomaterials as a potential means to
obtain the desirable properties of crystalline systems without
the requirement of long-range crystalline order.

Models and computational
methodology

Our study models the progressive and systematic hydroxylation
of realistically structured model (TiO,);5 NPs. This size allows
us to employ structurally stable crystalline reference NP
models with a morphology and atomic ordering characteristic
of larger anatase NPs, while also allowing for a computation-
ally tractable study. We assume that hydroxylation occurs from
the interaction of these initially anhydrous species with water
molecules up to highly hydroxylated NPs with a
(TiO,)35(H,0),5 chemical composition. We consider two types
of NPs during this process: (i) crystalline anatase NPs with a
faceted bipyramidal morphology, (ii) thermally annealed NPs
with no fixed morphology (see Fig. 1).

As for all NPs, the properties of all our model NPs will be
affected by the presence of undercoordinated atoms at their

This journal is © The Royal Society of Chemistry 2023
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(Ti02)35(H20)20

(Ti02)35(H20)25

Fig. 1 DFT-optimized structures of the crystalline anatase (left) and annealed (right) (TiO2)35(H20),, NPs for m = 0, 5, 10, 15, 20, 25. Atom colour

key: Ti — blue, O — red, H — white.

surfaces and by intrinsic QC. The effects of undercoordination
are most pronounced for small anhydrous NPs which tend to
energetically favour resconstructed non-crystalline struc-
tures.**** Even for small faceted NPs cut from crystal struc-
tures, as used as model reference systems herein, surface relax-
ation can lead to a measurable decrease in the degree of
atomic ordering.*® However, hydroxylation tends to recover the
bulk like coordination of surface atoms which reduces the ten-
dency for structural reconstruction/relaxation. Thus, for
increasing hydroxylation, the main size-related effect is likely
to be a electronic energy gap increase (with respect to the bulk
band gap) due to QC. As QC is primarily dependent on NP
size, its effect is likely to result in an almost a constant elec-
tronic gap increase for all our considered NPs. We thus expect
small, hydroxylated NPs to reflect most of the properties of
larger hydroxylated NPs (e.g. bonding, structure, morphology)
but with a somewhat larger electronic energy gap.

Crystalline anatase NP models

The initial anhydrous crystalline (TiO,);5 NP was derived from
a top-down cut from the bulk anatase crystal structure follow-
ing the Wulff construction, as described in previous
works.?*?**32 This procedure results in bipyramidal NPs which
exhibit the thermodynamically stable (101) surface on all

This journal is © The Royal Society of Chemistry 2023

facets in line with experimental observations for larger anatase
NPs.*® From collaborative experimental and computational
work, it is known that water molecules interact in a dissocia-
tive way with the surfaces of bipyramidal anatase NPs."" The
resultant -H and -OH species are bound to O and Ti
atoms, respectively where the energetic stability of hydroxy-
lation depends on the coordination environment of the
surface atoms (i.e. apical > equatorial > edge > facet).""*’
Here we followed this energetically-determined order to pro-
gressively hydroxylate the initial faceted anatase (TiO,);; NP
and produce a set of crystalline anatase NPs with the compo-
sition (TiO,)35(H,0),, wWith m = 0-25 (see selected NPs in
Fig. 1).

Initial crystalline NP structures were pre-optimised using
the NanoTiO interatomic potential (IP) which has been shown
to accurately describe the structures and relative energetics of
nano-titania systems with high computational efficiency.'>****
The final DFT-optimised anatase NPs have maximum dia-
meters ranging between 2.1-2.3 nm depending on the degree
of hydroxylation. These optimisations lead to local energy
minima NP structures in which the internal crystalline struc-
ture of the NP is largely unperturbed. We note that these
anatase NPs are used only as size-appropriate reference
systems to assess how crystalline the more stable thermally
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annealed NPs (described below) are with respect to their calcu-
lated structural and electronic properties.

Thermally annealed NP models

To compare with the hydroxylation of an anhydrous faceted
crystalline NP, we also started from a non-crystalline anhy-
drous (TiO,);s NP. This initial NP was generated by using a
molecular dynamics (MD) based method to thermally anneal
the internal structure and morphology of a spherical cut
(TiO,);s NP from the anatase crystal structure (see details
below). In previous work we have shown that thermally
annealed anhydrous NPs of this size lose their internal crystal-
line atomic ordering and also adopt quasi-spherical
morphologies.>"*> The purpose of the thermal annealing is to
search for low energy NP structures. Indeed, bare annealed
(TiO,);s NPs are significantly more energetically stable than
bare faceted crystalline anatase NPs of the same size.>**' To
an initially bare annealed NP structure, we first added a disso-
ciated water molecule by binding one H and one -OH species
to low coordinated surface O and Ti atoms, respectively. The
interaction of NPs with water can strongly affect surface ener-
gies and overall NP stability”** and even induce internal crys-
tallisation.*® As such, for every step of hydroxylation by a
single water the NP was again thermally annealed to search for
low energy (TiO,)35(H,0),, NP structures with m = 1-25, gener-
ally leading to significant changes in all atomic positions and
the NP morphology. This implies that every NP in the series of
progressively hydroxylated thermally annealed NPs is structu-
rally independent of each other, unlike in the case of the crys-
talline anatase NPs. In other words, the structural framework
of the annealed NPs changes as hydroxylation increases due to
the thermal annealing process, whereas it is relatively unal-
tered in the (non-annealed) locally optimised ecrystalline
faceted counterparts. The final DFT-optimised thermally
annealed NPs have maximum diameters ranging between
1.4-1.8 nm depending on the degree of hydroxylation.
Structures of selected annealed NPs are shown in Fig. 1.

MD-based thermal annealing

Global optimisation searches have been previously employed
to search for the lowest energy structure (global minimum) for
relatively small, hydroxylated NPs.'>3%% As NPs get larger and
more chemically complex the corresponding energy land-
scapes tend to have a very rapidly increasing number of low
energy minima. In such cases, the global minimum structure
is likely to be one of many characteristic low energy minima
inhabited by the system. For our chemically complex
(Ti0,)35(H,0),, systems with three atom types and up to 180
atoms we use a physically motivated simulated annealing
(SA)*® approach to guide us to characteristic low energy struc-
tures. Generally, SA involves controlled cycles of heating and
cooling to guide the system into regions of energetic stability.
Here, we use classical MD in the canonical NVT ensemble to
control the temperature of our NPs. Specifically, we use MD
runs starting at 300 K with an equilibration of 600 ps. The
temperature is then increased gradually for 3500 ps with a step
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of 0.5 K ps™?, thus reaching ~1750 K. This latter temperature
is then maintained for 800 ps, after which the system is then
cooled down by 300 K over a period of 1250 ps and, again,
maintained for 800 ps. This stepwise cooling process is
repeated till the initial temperature of 300 K is reached again,
in which the system remains for the final 8000 ps. Five
(Ti0,)35(H,0),, structures were selected from each MD-SA run
for each NP composition (i.e. degree of hydroxylation) for
further DFT-based refinement (see below). Fig. S1 in the ESI}
illustrates the stepwise MD-SA procedure.

The interactions between atoms in the NPs during the
MD-SA calculations were modelling using the NanoTiO
IP.'>3132 We note that the internal structure of the NP (includ-
ing the locations and interactions between -OH groups) and
its overall morphology can freely adapt to the degree of
hydroxylation during our MD-SA runs while exploring pro-
gressively lower energy states. The General Utility Lattice
Program (GULP)®’ was used for all IP-based MD-SA calcu-
lations. Classical MD simulations have also been employed in
other work for studying how the size of spherically cut crystal-
line anatase NPs affects their surface reactive response to water
solvation.*® In this latter study the anatase crystalline structure
and spherical morphology of the studied NPs was relatively
unperturbed and the degree of hydroxylation was determined
by the solvation. In contrast, thermally annealing via a MD-SA
approach allows us to search for low energy NP structures in a
much more extensive and unbiased manner, helping us to
avoid higher energy parts of the potential energy landscape. In
this way, we can follow the interplay of NP crystallinity/mor-
phology and hydroxylation by systematically comparing and
varying both aspects.

DFT calculations

To obtain the electronic structure for all (TiO,);5(H,0),, com-
positions the selected low energy annealed NPs and all faceted
NPs were further optimised using relativistic all-electron DFT-
based calculations as implemented in the FHI-aims code.*®
Structural optimisations were performed using Perdew-Burke-
Ernzerhof (PBE) exchange-correlation functional*® and elec-
tronic energy gaps were calculated using a hybrid PBEx (12.5%
Fock exchange) which has been tailored to well reproduce the
electronic structure of various titania systems.”"*> All calcu-
lations employed a light tier-1 numerical atom-centred orbital
basis set, which has an accuracy comparable to a TZVP
Gaussian-type orbital basis set for TiO,.*> The convergence
thresholds for atomic forces and total energy during the relax-
ation of the structure of the NPs were set to 10~ eV A" and
107° eV, respectively. Relativistic effects were included using
the zero order regular approximation.**

Results and discussion

Below, we report the calculated energetic, structural and elec-
tronic properties of our (TiO,)3;5(H,0),, NPs. In particular, we
compare how these characteristics are affected by the degree of

This journal is © The Royal Society of Chemistry 2023
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hydroxylation and by the underlying crystallinity of the respect-
ive NP.

NP energetics with respect to hydroxylation

As our two types of NP have the same range of compositions,
we can directly compare their respective energetic stabilities
for all degrees of hydroxylation. In Fig. 2 we show how the
difference in total energy between faceted and annealed
(Ti0,)35(H20);m NPS (AEioi(m) = Eioranneal(™) — Eroteryst(m))
varies with m. The plot shows that AE, is always negative,
showing that annealed (TiO,)3;5(H,0),, NPs are more energeti-
cally stable than crystalline faceted NPs for the full range of
hydroxylation considered. The largest magnitude of AE.
occurs for the anhydrous case. This observation is in line with
previous work, where we show that for small NP sizes anhy-
drous non-crystalline NPs are energetically more favourable
than faceted crystalline NPs.***' Upon increasing hydroxy-
lation, the magnitude of AE,, remains fairly constant and
high (|AE| = 7.5 + 1.4 eV) for m < 10. When increasing
hydroxylation beyond this point in the range 11 < m < 17, the
annealed NPs are progressively destabilized with respect to the
faceted anatase NPs by approximately 5 eV. For the highest
considered hydroxylations (17 < m < 25) the magnitude of
AE, is relatively low and again fairly constant (|AE.| = 2.0 +
1.1 eV). We note that this energy difference translates to 0.06 +
0.03 eV per TiO, unit, which is comparable to typical energy
differences between crystalline bulk titania polymorphs.”® The
convergence of the energetic stability of faceted anatase NPs
and thermally annealed NPs with increasing m suggests that
hydroxylation could be inducing a structural homogenisation.
It is important to note that this stability convergence is
rather asymmetric with respect to crystallinity. The faceted
crystalline NPs are used as a reference system in which the
degree of crystallinity is relatively fixed. Increasing hydroxy-
lation only acts to reduce the undercoordination of the surface

AEg; (eV)

5 10 15 20
Degree of hydroxylation (m)

Fig. 2 Total energy difference (AEi) between the faceted and
annealed (TiO,)35(H20),, NPs with respect to degree of hydroxylation
induced by the number of dissociatively adsorbed water molecules (m).
The coloured regions indicate two regions of relatively constant ener-
getic stability (blue) and a transitional region (light red).

This journal is © The Royal Society of Chemistry 2023
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atoms of these NPs, which, in a sense, only increases the
crystallinity. In fact, for their size, our crystalline NPs can be
taken as maximally crystalline reference NPs for their size.?*!
In contrast, the annealed NPs are free to adopt a new energy-
lowering structure and morphology for each degree of hydroxy-
lation. As such any convergence of properties in the two NP
types implies that the annealed NPs are becoming more
like the reference crystalline NPs rather than the other way
around.

To follow the induced energetic changes due to gradually
increasing the degree of hydroxylation for each of our two
types of (TiO,);5(H,0),, NP, we use two quantities:

(1) the total hydration energy:

Enya(m) = Erot(m) — (Etot (0) + m - Eu,0)
and
(2) the incremental hydration energy:

AEpya(m) = Eror(m) — (Eoe(m — 1) + Ex,0)

where Ey(m) is the total energy of a NP with m dissociatively
adsorbed water molecules and Ey is the total energy of a
water molecule. As such, E(0) is the total energy of a bare
titania NP. In Fig. 3 the plot of Epyq(m) versus m shows a ten-
dency to become progressively more negative for both NP types
with increasing hydroxylation. Here, we use a common refer-
ence E(0) value for the bare crystalline NP in both curves.
Overall, the Epyq(m) plot shows that dissociative reaction with
water molecules is energetically stabilising for all -OH cov-
erages considered for both crystalline and annealed NPs. We
note that the stabilising effect of water addition is slightly less
effective for the annealed NPs than for the crystalline NPs for
higher degrees of hydroxylation. This tendency is in line with
the energetics of hydroxylation for smaller globally optimised
titania nanoclusters."?

0
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Fig. 3 Variation of Enya(m) with the number of water molecules (m) for
increasingly hydroxylated crystalline and annealed (TiO,)35(H20),,, NPs.
The Eyt(0) reference energy is taken to be that of the anhydrous crystal-
line NP in both cases leading to a corresponding energetic stabilisation
downshift in the data for the annealed NPs.
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Fig. 4 Variation of AEpyq(m) with the number of water molecules (m)
for increasingly hydroxylated crystalline (blue) and annealed (red)
(TiO2)35(H20)m NPs.

In Fig. 4 we show the evolution of AEy4(m) with respect to
the degree of hydroxylation for both NP types. Here, the Ey(0)
value in each case is taken to be that of the corresponding NP
type. For the crystalline NPs with their structurally persistent
anatase NP core, the resulting series of energies indicates how
the dissociative reaction energy of adding each successive H,O
water molecule varies with -OH coverage. Here, we see that
our chosen sequence of anatase NP hydration, depending on
increasing surface coordination of adsorption sites (i.e. apical
> equatorial > edge > facet), results in nearly every individual
H,O addition reaction being exothermic. Only for m = 21 do
we see a small endothermic adsorption energy for incremental
hydroxylation. This is likely to be simply due to the specific
adsorption sequence chosen, of which there are a huge
number, and does not imply that there is anything unusual for
this degree of hydroxylation. Overall, the magnitude of
AEpyq(m) is highest for the lowest hydroxylation (approx. —2.0
eV) and then steadily decreases until about m = 14. This
reflects the progressive adsorption of surface sites with
increasing coordination. For the highest hydroxylation,
AE}yq(m) fluctuates around a value of about —0.5 eV.

For the annealed NPs, AEpy(m) is not open to such a
simple interpretation (i.e. sequential H,O adsorption reaction
energy) as for the crystalline anatase NPs. For each degree of
hydroxylation, each annealed NP is produced from a new MD-
based stochastic search and all such NPs are thus structurally
independent from each other. Going from m to m + 1, for
example, typically involves a change in the both underlying
(Ti0,)35 NP structure and the locations of the m -OH groups. In
general, the trend of AEnyy(m) for the annealed NPs with
increasing m, is quite similar to that for the anatase NP, but
with significantly larger fluctuations. These large changes in
AEypyq(m) for small changes in m reflects the corresponding
larger structural changes for the annealed NPs. The positive
values of AEny(m) for some values of m could indicate the
difficulty of finding low energy NPs for these degrees of hydroxy-
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lation using our MD-SA approach. We note that these positive
incremental changes do not affect the fact that the corres-
ponding degrees of hydroxylation are energetically stabilising
overall, as shown in Fig. 3. Such behaviour could indicate that
energetically costly changes in NP structure are necessary to dis-
sociatively adsorb water in the most energetically favourable way
with increasing hydroxylation. Below we analyse the change in
NP structure with increasing hydroxylation.

Structure of hydroxylated (TiO,);5s NPs

To compare the local structure of each type of NP throughout
the considered hydroxylation range we follow the change in
the local bonding coordination of Ti atoms. To do so we count
the number of O atoms around each Ti centre in each NP
within a maximum Ti-O cut-off distance of 2.4 A. Summing
the coordination values of each Ti centre within a given NP
and then dividing by the total number of Ti centres gives the
average coordination number (ACN). Fig. 5 shows the variation
in the ACN for crystalline anatase NPs and thermally annealed
NPs with respect to hydroxylation, and the respective differ-
ence in ACN between both NP types (AACN). We note that the
ACN values for the annealed NPs for each degree of hydroxy-
lation are averaged from values obtained for the five low
energy NPs from the respective thermal annealing run.

For the crystalline anatase NPs, the ACN tends to steadily
increase with increasing hydroxylation from 4.8 for the bare
case to 5.6 for the highest hydroxylation considered. This
increasing tendency is due to new Ti-OH bonds being formed
the surface. The small observed fluctuations in the ACN are
the result of surface relaxation upon hydroxylation which can
sometimes lead to a localised reduction in Ti coordination. In
the case of the annealed NPs, the bare NP has a relatively
lower ACN value of 4.65. Unlike for the anatase NPs, increasing

5.8 1.2
5.6
1.0
5.4
5.2 0.8
5.0 annealed —o— IS
z
Q crystalline —e— 1 0.6 ()3,
< 48 AACN — z
4.6 0.4
4.4
0.2
4.2
405 5 10 15 20 2520

Number of water molecules (m)

Fig. 5 Average coordination number (ACN) of Ti centres for the
annealed and crystalline anatase NPs with respect to hydroxylation (left
hand axis). The “error bars” for the annealed NP data indicate the
maximum and minimum ACN values found in a sample of five low
energy NPs from each respective annealing run. The black line follows
the difference between the ACN values of the annealed and crystalline
NPs (AACN) with respect to m (right hand axis).
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the degree of hydroxylation of the annealed NPs from this
point initially tends decrease the ACN until a minimum of
about 4.15 is reached at m = 10. Afterwards, for m > 11, the
ACN tends to increase and approach the ACN of the respective
hydroxylated anatase NPs. This rate of ACN increase with
respect to m is fastest in the range 11 < m < 17. This range of
hydroxylation coincides with that in which rapid energetic
destabilisation of the annealed NPs occurs with respect to the
anatase crystalline NPs (see Fig. 2). In the range 17 < m < 25,
the ACN values are very similar for both annealed and crystal-
line NPs. This is also the hydroxylation regime for which the
energetic stabilities of annealed and crystalline NPs are found
to be most similar (see Fig. 2). The correspondence between
the hydroxylation dependence of both ACN and AE., values
suggests that annealed NPs become structurally more anatase-
like with increasing hydroxylation.

To better understand the m-dependent ACN trends and
differences we follow a more detailed analysis whereby we
breakdown the ACN values into contributing proportions of 4-,
5-, and 6-coordinated Ti atoms (denoted as Tiyc, Tisc, and Tigc).
Fig. 6 (left) displays the evolution of the proportion of Tiy,
Tis., and Tie. centres with respect to hydroxylation. Starting
with the Tig. centres, we see that they follow a very similar
m-dependence for both annealed and crystalline anatase NPs.
In the hydroxylation range 0 < m < 6 for both NP types, Tig.
centres make up 15-20% of the total number of Ti centres. In
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the anatase NP, for m > 6 the number of these centres
increases at steady rate with further hydroxylation until they
constitute ~65% of the total number of Ti centres for m = 25.
For this progressively OH-covered crystalline NP this two-stage
m-dependence can be understood by: (i) the initial energetic
preference to hydroxylate low coordinated Tis centres for
small m (reducing the number of Ti,. centres and increasing
the number of Tis. centres), and (ii) after the exhaustion of
Tig. centres, the gradual hydroxylation of Tis. centres for larger
m producing Tie. centres. This explanation is corroborated by
following the corresponding tendencies in the proportions of
Tiye, Tisc and Tig. centres in the anatase NPs in Fig. 6 (left).

For the annealed NPs, after initially possessing a similarly
constant proportion of Tis. centres as for the anatase NPs for
low hydroxylation, this value then drops to 0% going from m =
7-10. Thereafter, for m = 11-25, the proportion of Tig. centres
progressively increases in a very similar way as for the crystal-
line anatase NPs towards a maximum of ~60% at the highest
hydroxylation. In this later range of hydroxylation the pro-
portions of Tis. and Tis. centres in the annealed NPs also
gradually approach those found in the anatase NPs in line
with the corresponding change in ACN. Although we see a con-
vergence for the ACN and its individual components for both
types of NP we find no evidence of significant increases in
crystallinity or faceting in the annealed NPs with increasing
hydroxylation. In the case of highest hydroxylation, we extract

(TiO2)3s (TiO2)35(H20)s

(Ti02)35(H20)10 (Ti02)35(H20)15

(TiO2)35(H20)20

(TiO2)35(H20)2s

Fig. 6 Left: Evolution of the distribution of 4-, 5- and 6-fold local atomic coordination environments of Ti centres (Tisc, Tisc, and Tigc) with respect
to the degree of hydroxylation (m) of both crystalline and annealed (TiO,)ss NPs. Right: location of Tisc, Tisc, and Tigc centres depicted by dark
yellow, red, and purple spheres respectively in the thermally annealed NPs for m = 0, 5, 10, 15, 20 and 25.
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the pair distribution function for Ti-O distances for each type
of NP (see Fig. S2 in the ESIf) to provide an approximate
measure of crystallinity.>*?° This shows that the local Ti-O dis-
tance distribution is similarly sharp in both types of highly
hydroxylated NPs, but for larger Ti-O distances the distri-
butions are broader for the annealed NPs, indicating less
longer range order (i.e. lower crystallinity). Generally, the
highly hydroxylated annealed NPs tend to structurally mimic
the highly hydroxylated anatase NPs on a local scale, but both
have distinct overall NP structures and morphologies.

For the initial stages of hydroxylation from m = 0-10, where
we see distinct tendencies in the ACN for both NP types, the
proportions of Tis. and Tis. centres are correspondingly also
very different. Overall, the proportion of Tis. centres in the
annealed NPs is fairly constant and relatively low (approx.
10-30%) in this initial range of hydroxylation low. This is in
contrast to the corresponding high and increasing proportions
of Tis. centres in the crystalline anatase NPs. In the same
hydroxylation range, we also find a high (approx. 50-90%) and
increasing proportion of Ti,. centres. Considering that the m =
0-10 range is where the annealed NPs are most energetically
stable with respect to the anatase NPs, it thus appears that Ti,.
centres are helping to stabilise the annealed NPs for low/mod-
erate hydroxylation. NPs have a high proportion of surface
atoms and, as noted above, their energetic stability is highly
sensitive to changes in surface stress.””*" Tiy. centres have a
tetrahedral structure which tend to lead to more open lower
density networks with respect to the octahedral Tie. centres.
We suggest that the density-lowering effect of Tis. centres
helps to lower the surface stress in the annealed NPs.
Inspecting the structure of a low energy annealed
(Ti0,)35(H,0)10 NP, we indeed see that the Tis centres are
associated with surface hydroxyls (i.e. =Ti-OH), see Fig. 6
(right). With the increasing number of oxygen atoms in the
system due to hydroxylation it appears that the stabilising
effect of these surface Ti,. species reaches a limit at around
m = 10. After this degree of hydroxylation, we see is a sudden
significant decrease in the proportion of surface Ti,. centres
(see Fig. 6). We note that Tis. species have also been found
near the surface of relatively large anhydrous TiO, NPs after
simulated annealing. Here, the centres were not hydroxylated,
and their main observed effect was to reduce the band gap of
the NP.*' Below, we examine the effect of hydroxylation and
the associated structural changes on the electronic structure of
both annealed and crystalline NPs.

Electronic structure of hydroxylated (TiO,);5 NPs

In Fig. 7 we show the evolution of the electronic energy gap
(Egap), as estimated by the difference in the highest occupied
and lowest unoccupied orbital energies, of both annealed and
crystalline NPs with respect to hydroxylation. A hybrid density
functional that contains 12.5% Fock exchange and which accu-
rately reproduces the band gap of stoichiometric and reduced
anatase and rutile bulk crystals*’ was used to calculate the
electronic structure. We note that the Eg,, in both systems is
higher than that for the bulk anatase phase due to the effect of
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Fig. 7 Evolution of Eg,, with respect to degree of hydroxylation for
crystalline and annealed (TiO,)35(H,0),,, NPs. For the annealed NPs, the
data points indicate a mean value of Eg,, from considering five low
energy NPs. The “error bars” indicate the range of Eg,, values for five
low energy NPs from the respective MD-SA run.

QC in our small NPs.***® From previous work on smaller
titania nanoclusters, it is expected that increasing hydroxy-
lation would tend to only slightly and gradually increase the
magnitude of Ey,p.'> This tendency is in line with the overall
effect of hydroxylation to stabilise low coordinated surface
sites. For the crystalline anatase NPs we indeed see this type of
behaviour, whereby increasing hydroxylation from the anhy-
drous state to the highest hydroxylation tends to progressively
raise the Eg,, value by ~0.25 eV from 3.84 eV to 4.11 eV.
However, for the annealed NPs we observe a stark contrast in
the hydroxylation dependent Eg,, behaviour. Initially, the
anhydrous annealed NP has a Eg,, of 3.45 eV, which is ~0.4 eV
lower than that of the corresponding anatase NP. With increas-
ing hydroxylation up to m = 10 the value of Eg,, rises by 1 eV to
a maximum of 4.6 eV. Thereafter, for further increases in m,
the value of Eg,, falls towards that of the highly hydroxylated
anatase NPs. We note that in the region 7 < m < 13 the Eg,,
value exhibits its largest fluctuations (4.3 + 0.3 eV). This
hydroxylation range overlaps with that at which the ACN and
local coordination environments (see Fig. 5 and 6) show their
largest change with respect to hydroxylation. These competing
structural variations in the annealed NPs in this transitional
hydroxylation range will significantly affect the electronic
structure and are thus the likely reason for the observed larger
fluctuations in Eg,p. In contrast, for the highest degrees of
hydroxylation considered the Eg,, values for the crystalline
anatase and annealed NPs are relatively stable and almost
identical. In this converged Eg,, value range for m > 19 the
electronically perturbing effects of low-coordinated surface
sites is minimal and we can assume that the Eg,, value of
~4.05 eV (i.e. +0.85 eV with respect to the bulk anatase band
gap) is mainly influenced by QC.

To help understand the overall Eg,, trends we have
extracted the projected density of states (pDOS) with respect to
the coordination of the atoms making up the NPs (see Fig. 8

This journal is © The Royal Society of Chemistry 2023
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Fig. 8 Comparison of projected density of states (pDOS) for the VBM and CBM for crystalline anatase NPs (upper) and thermally annealed NPs

(lower) with composition (TiO2)35(H20)11.

and 9). Generally, in bulk titania the valence band maximum
(VBM) is dominated by contributions from O centres, while
the conduction band minimum (CBM) is dominated by contri-
butions from Ti centres. Although reference to electronic
bands is only strictly valid for extended systems, for conven-
ience we also use VBM and CBM when describing the elec-
tronic structure of our NPs below. For anhydrous NPs and very
low degrees of hydroxylation the relatively smaller Eg,, values
found for the annealed NPs is due to surface 2-coordinated
oxygen (O,) 2p contributions to the VBM, as found in previous
work on anhydrous NPs.*® For increasing hydroxylation of the
surface of the annealed NPs this O,-induced Eg,, decrease is
rapidly quenched.

In Fig. 8, we compare the pDOS for both types of NP for m =
11, where the Eg,, value for the annealed NP is larger than the
corresponding anatase NP. Here we see that both NPs have a
VBM with main contributions from O,. and O, centres and a
CBM made up from contributions from Tis. and Tig. centres.
The Ti,. centres in the annealed NP contribute to the pDOS
only at higher energies. We note that the anatase NP for m =

This journal is © The Royal Society of Chemistry 2023

11 has no Tiy centres. The VBM in both these cases is found
at a similar energy. However, the CBM for the crystalline
anatase NP is found at a lower energy than in the annealed NP
indicating an electronic destabilisation of the Ti 3d states in
its Tis. and Tig. centres. This destabilisation could be due to
the relatively high proportion of Ti,. centres which tend to
disrupt higher density structures made from highly co-
ordinated centres. The relative difference in the energy of the
CBM seems to be the main contributing factor for the
observed difference in the Eg,, value for annealed and crystal-
line anatase NPs at this degree of hydroxylation. We note that
this link between Eg,, differences and the stability of Ti 3d
states in Tisc/Tic centres seems to be reflected in the differ-
ence in the proportion of Tig. centres in each type of NP (see
Fig. $3 in the ESIf).

In Fig. 9 we show the pDOS for both types of NP for m = 20.
Here, it seems that the unoccupied 3d states associated with
the increasing number of Tis. and Tig. centres contributing to
the CBM tend to become energetically similar in both types of
NP with increasing m. In fact, we now see that both the charac-
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ter and energies of the VBM and CBM are very similar for both
annealed and anatase NPs. For higher degrees of hydroxy-
lation, the convergence in Eg,, values between annealed and
crystalline NPs is also found to follow a convergence of the
VBM and CBM. This implies that annealed and crystalline NPs
should become electronically very similar with higher degrees
of hydroxylation, in spite of the evident differences in atomic
structure.

In summary, the above results show that the gap/edge elec-
tronic structure of small hydroxylated anatase NPs can be accu-
rately mimicked by NPs of the same chemical composition
and the same distribution of local atomic coordination
environments but with a different overall (non-crystalline)
structure and morphology. In particular, such crystalike NPs
could be electronically indistinguishable from anatase NPs.
Considering that surface accessibility of photogenerated exci-
tons is unlikely to vary significantly in small NPs (i.e. <5 nm
diameter),” it would be interesting to examine photoactivity of
crystalike NPs with respect to that of small hydroxylated
anatase NPs. Generally, smaller NPs offer potential photoche-
mical performance improvements over larger NPs due to their

Nanoscale

higher surface areas, higher energy photo-generated carriers
due to QC and lower radiationless photon transfer due to
increased quantization of electronic levels.*® However, the
anatase-like electronic structure of small crystalike NPs does
not necessarily imply a corresponding anatase-like photoactiv-
ity as there could be differences in the nature of the photoacti-
vated reactions at crystalike and anatase NP surfaces.
Nevertheless, our results suggest that, as far as small unsup-
ported and undoped titania NPs are concerned, the anatase
crystal structure may not be as important as previously
thought for achieving an electronic structure that could be
favourable for NP-based photocatalytic applications. The
highly sensitive response of such crystalike NPs to hydroxy-
lation could also offer more tunability with respect to crystal-
line titania NP applications.

Conclusions

We have employed DFT-based calculations to analyse and
compare the effect of hydroxylation by dissociative water

This journal is © The Royal Society of Chemistry 2023
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addition on the on the properties of thermally annealed and
crystalline (TiO,);5 NPs with diameters between 1.4-2.3 nm. In
both cases the hydroxylation is energetically favourable for
(Ti0,)35(H,0),, NPs up to the considered upper limit with m =
25. For lower values of m in this range, the thermally annealed
NPs are significantly more energetically stable than the crystal-
line NPs. With increasing m there is a rapid convergence in the
stability of both types of NP resulting in annealed and crystal-
line NPs having comparable energetic stabilities for high
hydroxylation. This hydroxylation-induced convergence in
stability in not reflected in a convergence of NP morphology or
crystallinity. However, for high hydroxylation both quasi-
spherical non-crystalline NPs and faceted crystalline anatase
NPs are found to converge with respect to their local structure.
Specifically, the distributions of local atom coordination
environments are found to become almost the same in both
types of NP for high hydroxylation. This local structural simi-
larity for high hydroxylation is found to also be accompanied
with a convergence in the electronic properties of both NP
types. Here, we find that both the magnitude of the electronic
energy gap and the energies and orbital character of the band
edges become almost the same in both types of highly
hydroxylated NP.

Overall, we show that, for small NPs, one can use hydroxy-
lation to induce the characteristic electronic structure of
faceted crystalline NPs in compositionally equivalent but non-
faceted non-crystalline NPs (i.e. crystalike NPs). The key to this
effect is the surface-induced change in the distribution of local
atom coordination environments throughout the annealed
hydroxylated crystalike NP structures. Our study thus suggests
that the anatase crystal structure may not be as essential as
previously assumed for obtaining an electronic structure that
could be favourable for NP-based photocatalytic applications.
In turn, this opens the possibility to employ highly tunable
crystalike NPs in a size range where obtaining anatase crystal-
line samples becomes thermodynamically disfavoured (i.e. dia-
meters <3-5 nm). As the realisation of crystalike NPs in titania
appears to rely only on mimicking the local coordination
environment distribution of a correspondingly crystalline NP,
we speculate that it may also be possible to form crystalike
NPs of other materials.
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Tuning electronic levels in photoactive
hydroxylated titania nanosystems: combining the
ligand dipole effect and quantum confinementy

a
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Stefan T. Bromley

Reducing the size of titania (TiO,) to the nanoscale promotes the photoactive anatase phase for use in a
range of applications from industrial catalysis to environment remediation. The nanoscale dimensions of
these systems affect the magnitude of the electronic energy gap by quantum confinement. Upon inter-
action with aqueous environments or water vapour, the surfaces of these systems will also be hydroxylated
to some degree. In turn, this affects the electronic energy levels due to the cumulative electrostatic effect
of the dipolar hydroxyl (—~OH) ligands (i.e. the ligand dipole effect). Using accurate density functional calcu-
lations, we investigate the combined effects of quantum confinement and the hydration-induced ligand
dipole effect on a set of realistic titania nanosystems over a wide range of hydroxylation. Our detailed inves-
tigation reveals that, contrary to previous models, the ligand dipole effect does not-linearly depend on the
ligand coverage due to the formation of inter-ligand OH---OH hydrogen bonds. To account for the resulting
effects, we propose a refined model, which describes the ligand dipole effect more accurately in our
systems. We show that both hydroxylation (by the ligand dipole effect) and size (by quantum confinement)
have significant but distinct impacts on the electronic energy levels in nanotitania. As an example, we
discuss how variations in these effects can be used to tune the highest unoccupied energy level in nanotita-
nia for enhancing the efficiency of the hydrogen evolution reaction. Overall, we show that any specific
energy shift can be achieved by a range of different combinations of nanosystem size and degree of
hydroxylation, thus providing options for energy-level tuning while also allowing consideration of practical
constraints (e.g. synthetic limitations, operating conditions) for photochemical applications.

surface hole centres in photocatalytic processes.” Herein, we
show that hydroxylation can have a surprisingly significant

Nanoparticles (NPs) of the photoactive anatase polymorph of
titania (TiO,) are widely studied and used for a range of photo-
chemical uses such as photocatalytic H, production," or reme-
diation of polluted water.” In such applications, titania NPs
are expected to be significantly hydroxylated due to interaction
with their aqueous working environment.® The photochemical
importance of surface OH groups in these systems due to their
role in hydroxyl radical formation ("OH) is well established.**
Surface hydroxyls and adsorbed water can also help to stabilise
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further effect on the energetic positions of the frontier orbital
energy levels that eventually define the band edges in
sufficiently large titania NPs. Band edge positions play an
essential role in determining the utility and performance of
semiconducting materials for photocatalytic applications.®’
Generally, the degree and type of alignment of a material’s
band edge energies with the energy levels of species interact-
ing with its surfaces can strongly influence the transfer of
photo-generated charge carriers for reduction/oxidation reac-
tions. For photocatalytic water splitting, for example, the band
edges of the system in question should lie above and below the
redox potentials for H, and O, respectively.® Understanding
and controlling factors that significantly affect band edge posi-
tions are thus critical for developing and advancing photoelec-
trochemical technologies.

The band edge positions of the bulk anatase phase have
been widely studied with respect to those of the less photo-
active rutile polymorph due to a proposed staggered alignment
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having a synergistic role in photocatalytic water splitting.'*
The energy gap in titania NPs is highly affected by size-depen-
dent quantum confinement (QC),'> which, in turn, can thus
affect the rutile-anatase energy edge alignment.”” The main
effect of QC upon decreasing NP size is to increase the spacing
between those discrete energy levels that define the band gap
in the corresponding extended system. Attempts to more finely
tune band edge positions in titania NPs without varying their
size have followed a number of different strategies such as:
engineering morphology and/or crystallinity,"*"” chemical
doping,"®"® and creation of heterostructures with other
materials.?*">* These approaches require significant control of
the detailed chemical structure of the NPs and, once
employed, cannot be easily and/or dynamically changed by
external means. In this work we examine the influence on
band edge positions in nanotitania by ever-present surface
hydroxyls, whose surface coverage can be controlled by exter-
nal conditions (e.g. water vapour partial pressure).>>

For small anhydrous titania nanoclusters, hydration leads
to progressive increasing the coverage of surface ~-OH species
which in turn leads to a gradual fluctuating increase in the
electronic gap magnitude.”® This gap increase is ascribed to
the stabilisation of the electronic structure of the nanoparticle
as a result of hydroxylation-induced healing of local under-
coordinated atoms/defects. For the relatively large titania NPs
considered herein, we also find a similar hydroxylation-
induced moderate energy gap increase. However, we find that
the main effect of hydroxylation is to significantly shift both
band edge positions in a similar parallel manner. This
phenomenon can be ascribed to the ligand-induced Stark
effect in which the cumulative electric field from the dipoles of
surface ligands act to uniformly shift all the electronic energy
levels of the NP with a linear dependence on ligand coverage.
This effect was first observed, and has been subsequently
mainly explored, for controlling the band edge positions of
quantum dots by organic ligands for increasing solar cell
efficiencies.>*° In the field of photocatalysis, there have also
been a few studies using dipolar fields of organic ligands to
improve catalytic performance,?”*® where the effect is usually
referred to as the ligand-induced dipole effect (LIDE).* In the
following, we will use the acronym LIDE to be consistent with
the practice in the photocatalytic literature.

Herein, we focus on LIDE in hydroxylated anatase titania
NPs using realistic models developed in previous works'®*®
which have been used to rationalise experimental results on
hydroxylated anatase NPs.” As far as we are aware, hydroxy-
lation induced LIDE for titania has only been previously
studied using periodic slab models of ideal surfaces with
small numbers of hydrogen atoms placed on oxygen atoms
(i.e. hydrogenation) on regular surface sites.*”> In contrast,
our NP based approach allows for a highly detailed examin-
ation of hydroxylation from dissociated water at various
different sites such as corners, edges and facets. In addition,
with the absence of periodic boundary constraints in our NP
models, we can follow a gradual and progressive hydroxylation
over a wide range of -OH coverages. Thereby, we show that
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LIDE in our systems has an unexpected non-linear -OH ligand
coverage dependence that detailed analysis of the results
shows to be due to effects of OH---OH interactions. Using our
versatile NP models, we are also able to examine the additional
effect of QC by considering hydroxylated NPs with different
sizes. We note that as our models are discrete, they also allow
us to use the true vacuum level as a natural unambiguous
reference for all band edge energies for all NP systems con-
sidered." To provide further context for our work, we compare
our results for anatase NPs with analogous calculations on a
non-crystalline anatase-mimicking NP,** and on an extended
anatase surface slab model.

Overall, our study provides a highly detailed and systematic
description of the combined effects of hydroxylation (through
LIDE, electronic stabilisation and inter-ligand interactions)
and system size (governing QC) on the electronic band edge
positions in titania nanosystems. Due to the versatility of our
modelling approach, we can accurately assess the relative influ-
ence of each effect and thereby provide guidance on how to
combine these factors to optimise band edge positions for
photocatalytic applications. Specifically, we show how the
band edges in our considered systems vary relative to the stan-
dard potentials for the hydrogen evolution reaction (HER) and
the oxygen evolution reaction (OER) involved in water splitting.
The valence band maximum (VBM) is always found to be lower
than the potential for the OER. In contrast, by following level-
alignment with respect to hydroxylation and system size, we
show that the conduction band minimum (CBM) can be sensi-
tively tuned to be above or below the potential for the HER. We
highlight that any particular level alignment can be achieved
using a range of different choices of size and hydroxylation
degree. Unlike many other level-tuning approaches such as
chemical doping or interfacing with other materials, these
system variables are not dependent on chemically detailed
interventions. As such, varying size and hydroxylation degree
provides a top-down approach to tuning electronic energy
levels, whose versatility means that it can accommodate
different practical constraints when designing and/or operat-
ing photochemical nanosystems.

Models and computational strategy

We employ three previously reported realistic titania NP
models with different sizes and crystalinities.>'®*® Two of
these (TiO,), NPs, with sizes n = 35, 165, possess the anatase
crystal structure with bipyramidal faceted morphologies. We
also consider one amorphous (TiO,);s NP with a roughly
spherical morphology. All NP structures are shown in Fig. 1a.
The anatase titania NPs were designed following a top-down
strategy in which the bulk anatase crystal is cut to generate
bipyramids with the most stable (101) surface on all exposed
facets.">'® The bare anatase titania NPs were progressively
hydroxylated considering the relative reactivity of different
surface sites (e.g., apical, edge, facet).> The amorphous
(TiO,)35 NP was generated by a simulated annealing process®

This journal is © The Royal Society of Chemistry 2024
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(TiO,)165(H0)sg (50%)

0% hydroxylation 50%

100% hy

Fig. 1 (a) Examples of hydroxylated NP structures. From left to right: an annealed amorphous (TiO2)35(H20);> NP, and faceted anatase crystalline
(TiO2)35(H20)17 and (TiOo)165(H20)49 NPs. The percentages in parentheses indicate the degree of hydroxylation. (b) Supercell of an extended (101)
surface model of anatase with 0 (left), 50% (middle) and 100% (right) degrees of hydroxylation. Atom key: O — red, Ti — grey, H — white.

in which the faceted (TiO,);5 NP was heated up to 3000 K, fol-
lowed by sequential cooling steps.*® The simulated annealing
was performed using the NanoTiO interatomic potential (IP)**
and the GULP code.* The structures of the hydroxylated amor-
phous (TiO,);s NPs were generated by separate simulated
annealing runs for each degree of hydroxylation.*®

To compare with our NP based results we also considered a
periodic slab model of the (101) anatase surface (see Fig. 1b).
This model consists of six layers of a (3 x 1) anatase supercell
in which the (101) surface is symmetrically exposed on either
side of slab. Periodically repeated slabs in the out-of-plane
direction were separated by approximately 20 A of vacuum
space to avoid artificial inter-slab interactions. For each degree
of hydroxylation considered we symmetrically hydroxylated
both top and bottom surfaces of the slab to avoid the build-up
of anisotropic electric fields. In these models, the averaged
electrostatic potential over the mid-plane in the vacuum space
was used to define a zero reference for evaluating the changes
in band edge positions with respect to hydroxylation. Note that
in the discrete NP systems the real vacuum level could be used
as an absolute energy reference. In both the slab and NP
systems we define the degree of hydroxylation with respect to
the maximum hydroxylation we could achieve (i.e., defined to
be 100%).

All the anhydrous (TiO,), and hydrated (TiO,),(H,0),, nano-
structures and surface models were relaxed using all-electron

This journal is © The Royal Society of Chemistry 2024

DFT-based calculations as implemented in the FHI-aims
code.*® The Perdew-Burke-Ernzerhof (PBE) exchange-corre-
lation density functional®” was selected to perform the struc-
tural optimizations. A light tier-1 numerical atom-centred
orbital basis set was employed. Such a basis set is comparable
in accuracy to a TZVP Gaussian-type orbital basis set for
TiO,." The convergence thresholds for atomic forces and total
energy during the optimization were set to 107> eV A™! and
107° eV, respectively. A 1 x 1 x 1 k-point grid (i.e. [-point) was
used in the (101) surface model. We verified that I'-point calcu-
lations provide sufficiently converged energies for the relatively
large periodic supercell employed (see ESIT).

DFT calculations employing the PBE functional are gener-
ally reliable in providing a good structural description of
materials. However, generalised gradient approximation
(GGA) functionals such as PBE tend to be relatively poor
when describing electronic properties such as the energy gap
and band edge positions.*® Hybrid density functionals which
mix in a percentage of Hartree-Fock exchange into GGA func-
tionals can help to overcome this systematic drawback.>® A
hybrid PBEx (12.5% Hartree-Fock exchange) functional has
previously been shown to significantly improve the descrip-
tion of the electronic structure of titania systems.*>*' A sys-
tematic PBEx-inspired correction of our computed PBE-based
energy gaps and band edge positions was employed
throughout.*
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Results and discussion

We divide the discussion of our results into three parts. We
first discuss the evolution of the electronic energy gap (Eg)
values and how they are influenced by system size and hydroxy-
lation. Afterwards, we focus on the effect of hydroxylation-
induced LIDE on the band edges in our considered systems.
Finally, we relate our results to water splitting though compari-
son of band edge energies with the potentials for the HER and
OER and suggest how hydroxylation, and system size could be
used to optimise photocatalytic performance. As our NP
models are discrete systems, the VBM and CBM are formally
associated with the highest occupied molecular orbital
(HOMO) energy and the lowest unoccupied molecular orbital
(LUMO) energy, respectively. As such we will tend to refer to
HOMO and LUMO values when discussing our NP-based
results.

Electronic energy gaps

We first consider the Eg values of the (101) anatase surface
slab and the faceted titania NPs with respect to degree of
hydroxylation (see Fig. 2). For the anhydrous anatase slab, we
obtain an Ej value of 3.58 eV, which is 0.25 eV larger than the
experimental band gap of bulk anatase (3.23 eV).*” As our
approach provides an accurate E; value for bulk anatase, this
is likely due to the finite thickness of our slab model and the
associated band-opening effect of QC. Upon reducing the size
and dimension of the anatase slab to anatase NPs of progress-
ively decreasing size (i.e., (TiOy)165 > (TiO,)35) both the HOMO
and LUMO are shifted up in energy, but with the LUMO
upshift being more pronounced. In the smallest anhydrous
anatase (TiO,);s NP considered, this QC-induced effect raises
the value of Eg to 3.84 eV, which is 0.26 eV higher than for the
anhydrous slab. With hydroxylation, the main influence of QC
is maintained with the E; values being smaller in the hydroxyl-
ated slabs with respect to those in the correspondingly
hydroxylated NPs. However, increasing hydroxylation also

42 -
(TiOZ)35
4.1 (TiO) 165 ——
(101) anatase surf. ——
= 4.0
S
)
830
<4
2 38
[
o
i
e —— — ]
35

0 20 40 60 80
Degree of hydroxylation (%)

100

Fig. 2 Evolution of E4 energies with degree of hydroxylation of the
(TiO2), (n = 35, and 165) anatase NPs and the extended (101) anatase
surface as depicted in Fig. 1.
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leads to a differential small increase in Eg values for different
system sizes. For the anatase slab, the magnitude of Eg
increases by 0.05 eV from 0%-100% hydroxylation. In contrast,
for the corresponding increase in hydroxylation, the increase
in Eg is of 0.18 and 0.31 eV for (TiO,)i6s and for (TiO,)ss,
respectively. This increase in Ej is likely due to hydroxylation-
induced healing of local undercoordinated atoms/defects and
a concomitant stabilisation of the electronic structure, as
noted in previous work on hydroxylated titania nanoclusters.>*
The relative increase in the magnitude of this effect with redu-
cing system size is probably due to the increasing proportion
of low-coordinated surface sites (especially at corners and
edges) going from the planar surface slab to progressively
smaller discrete NPs. For the smallest NP, this overall increase
in Eg with hydroxylation is also accompanied by relatively large
energy fluctuations with respect to small changes in hydroxy-
lation as also observed in small titania nanoclusters.”®
However, this effect seems to diminish with increasing system
size, where the hydroxylation-induced E, increase becomes
smaller and more gradual.

Band edge positions

For the anhydrous anatase slab, the VBM energy is found to be
—8.4 eV and the CBM energy to be —4.9 eV. These values
correspond well to other calculated band edge energies
reported for bulk anatase (-8.3 eV and —4.9 eV).** We note
that these latter values were obtained by a method which,
similar to our approach, uses an absolute vacuum reference
and hybrid functionals, and which has been confirmed to be
quite reliable as compared with experiment.'* As noted above,
both the corresponding HOMO and LUMO of the anhydrous
NPs are higher in energy due to QC. The resultant HOMOs of
both the largest (TiO,);6s and smallest (TiO,);s NPs are
upshifted by approximately 0.3 eV. In the case of the LUMOs,
the upshift is also about 0.3 eV for (TiO,);6s, but almost 0.5 eV
for (TiO,);5. Upon hydroxylation, all initial band edge/orbital
energies appear to initially increase in a fairly parallel linear
manner with respect to the degree of hydroxylation. With
increasing hydroxylation, the rate of increase in these energies
slows down gradually. Overall, the total upshift in the edge/
orbital energies is >1 eV in all cases from 0-100% hydroxy-
lation. These data are summarised in Fig. 3. We note that this
hydroxylation-induced orbital energy up-shift is not only
observed for the HOMO and LUMO in our systems but is a
general effect that effects all orbital energies. In Fig. S1
and S2 of the ESIt we show, for example, the hydroxylation
dependent energies of ten energy levels ranged between
LUMO+5 and HOMO-5 and for a significantly deeper lying
energy level.

We also note that the magnitude of this effect does not
strongly depend on the underlying anatase crystal structure.
To show this, we compare the hydroxylation dependence of the
HOMO and LUMO of the faceted anatase (TiO,);5s NP with that
of an amorphous (TiO,);5s NP where the structure of the titania
core of the NP and the positions of all hydroxyls are optimised
for each degree of hydroxylation via simulated annealing®®

This journal is © The Royal Society of Chemistry 2024
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Fig. 3 Evolution of the energies of the HOMO (lower) and LUMO
(upper) with degree of hydroxylation of the (TiO,), (n = 35, and 165)
anatase NPs and the extended (101) anatase surface as depicted in Fig. 1.
Dotted grey lines represent the redox potentials for the HER (upper) and
the OER (lower), which have the approximate values of —4.5 and —5.7
eV, respectively.**4°

(see Fig. 4). The annealed NP clearly shows relatively larger
fluctuations in the energies of the frontier orbitals. These vari-
ations are related to both the structure of the titania NP core
structure and the hydroxylation configuration, which are re-cal-
culated for each degree of hydroxylation through the annealing
process. However, generally, we see that the average values of
both the HOMO and LUMO in both NP types increase systema-
tically in a similar way and over very similar energy ranges.
From the above, we propose that the general hydroxylation-
dependent upshift in all orbital energies in all our systems is
most likely due to the LIDE coming from the cumulative
electrostatic field of the surrounding dipolar -OH groups. To
quantify the total -OH-induced dipole moment acting on the
NP, the sum of the components of each ~OH dipole vector in
the direction of the centre of the NP should be calculated. To

This journal is © The Royal Society of Chemistry 2024
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Fig. 4 Evolution of the HOMO (lower) and LUMO (upper) energies with
respect to the degree of hydroxylation for annealed amorphous and
faceted anatase (TiO,)3s NPs as depicted in Fig. 1.

obtain the effective radial O-H distances, we use the angle a
between Ti-O-H atoms and project the O-H bond distance
(don) along Ti-O bond direction, which taken to be approxi-
mately in-line with the radial direction to the NP centre (see
Fig. 5). Rather than assuming that the charge separation in
each ~OH group is constant, we also measure possible H** and
0°" variations. Taking the above considerations into account,
we use the following expression for the total magnitude of the
-OH dipole contribution (Pon) for each degree of
hydroxylation:

N
Pon = ZQH,I’ - dow,i - cos(a;) (1)

i=1
where N is the number of OH groups on a NP, and Qy is the
positive charge on the H atoms in every OH ligand. We obtain
the Qg charges using the Hirshfeld atomic charge partitioning
scheme.® Unlike dipoles, atomically partitioned charges are
not observables, and their accuracy cannot be directly
assessed. Here, we scale the magnitude of all partitioned

Nanoscale, 2024,16, 8975-8985 | 8979

143



144

licensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

2
2
b1

8
4
=
=}

Open Access Article. Published on 02 April 2024. Downloaded on 2/22/2025 10:20:04 PM.

(<)

Size and hydration effect on TiO, GS properties

Paper

View Article Online

Nanoscale

Fig. 5 Left: Radial component of the dipole moment vector acting towards the centre of a titania NP (Bon) associated with a single hydroxyl group.
Right: A relatively higher hydroxylation regime in which OH---OH H-bonding leads to a, < oy, and a reduced value of (Bow). Large grey, red, and small

grey spheres correspond to Ti, O and H atoms, respectively.

charges by a constant factor of ~0.7, such that the scaled
atomic charges in a calculation of the water molecule repro-
duces the experimental H,O dipole moment. We note that this
constant scaling does not affect any of our reported trends, but
just provides OH dipole magnitudes that are more reasonably
in line with the OH bond moment in the water molecule.*” In
the context of dissociative water adsorption, H and OH con-
stituents interact, respectively, with under-coordinated O and
Ti surface atoms. In this way, the hydration process leads to
two kinds of hydroxyls which both can lead to an added
dipole. We estimate the total dipole using the calculated
charge on the H atoms and assuming that the deficit of elec-
trons is only taken by the neighbouring O atom in each case.
Lastly, for each -OH group, the factor cos(a;) projects out the
component of the dipole vector along the Ti-O bond direction
(i.e. approximately the radial direction leading towards the
centre of the NP).

We note that LIDE is usually modelled as being linearly pro-
portional to ligand coverage with a fixed dipole per
ligand.?®**"32 This dipole is typically assumed to arise from
the intrinsic dipole of the ligand and from the induced polar-
isation due to the ligand-surface interaction. In our expression,
the dipole of the -OH group and how it is affected by structural
change (via doy and a) and polarisation (via Q) due to the
interaction with the surface is taken into account. We note
that the contributions to the overall dipole through polaris-
ation of the TiO, surface due to interaction with the -OH
groups has been reported to be very small and largely indepen-
dent of OH coverage on rutile surfaces.** The small variation
in the partial charges of the surface Ti (and O) atoms with
respect to hydroxylation in our systems also confirms this
conclusion.

Here, we use eqn (1) to estimate how the total hydroxy-
lation-induced polarisation varies with -OH coverage. In all
studied systems, we find that doy has an almost constant
value, and thus has a linear effect on the total dipole with
respect to changes in degree of hydroxylation. In contrast, with
varying hydroxylation we find non-linear contributions to the
total dipole for @ and Qy. Specifically, we find that both a and

8980 | Nanoscale, 2024, 16, 8975-8985

Qu decrease with increasing hydroxylation, which tends to
moderate the overall dipole increase. The reason for the
decrease in both a and Qy is the formation of OH---OH inter-
hydroxyl H-bonds which becomes more and more prevalent
with higher ~-OH coverages. These H-bond interactions trigger
an increased bending of the Ti-O-H bond angles, making a
increasingly closer to 90° and thus causing a oy decrease.
Fig. 5 shows this ligand bending effect by comparing a for low
and high hydroxylation. Similarly, with increasing H-bonding,
we find that the OH---OH, H-bonded network promotes a
partial delocalisation/polarisation leading to a reduction in the
absolute values of the atomically partitioned charges on the
hydroxyl groups, and a dipole reduction. The change in both
the average value of a and Qy with respect to the degree of
hydroxylation for the (TiO,), (n = 35, 165) anatase NPs is pro-
vided in the ESI (Fig. S3t). In Fig. 6 we show evolution of poy
given by eqn (1) with respect to hydroxylation for our n = 35
and n = 165 (TiO,), anatase NPs. For reference we also show
the typically assumed model in which the total dipole is line-
arly dependent on ligand coverage.

Clearly, the H-bonding induced « variation and charge delo-
calisation tends to increasingly moderate the increase in pon
with increasing hydroxylation. For 50-100% hydroxylation for
the (TiO,);65s NP, for example, the magnitude of poy varies
from —15% to —22% with respect to a linear model. This ten-
dency is very similar to that we report for the variation of
energy levels with respect to degree of hydroxylation (see Fig. 2
and 3). The link between these two phenomena is likely to be
LIDE whose effect on energy levels can be estimated using our
calculated values of oy for each degree of hydroxylation for
each of our systems using eqn (2):>

E,:EO+AE=E0+A-(I%> (2)

where the energy of a level, E is given by the energy of the level
in the anhydrous TiO, system (E,) plus the LIDE shift (AE)
which depends mainly on poy (where we use the dipole
moment evaluated using eqn (1)), and r, an effective radius of

This journal is © The Royal Society of Chemistry 2024
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Fig. 6 Total —OH dipole moment (Bon) versus degree of hydroxylation
for the faceted (TiOy)ss (TiO,)3s (upper) and (TiOy)ses (lower) NPs. The
dashed line shows the case in which all —~OH dipoles contribute equally
irrespective of hydroxylation, while the solid line incorporates the varia-
bility of @ and Qy following eqn (1).

the system in question (which, for NPs, is taken to be the
radius of a spherical NP with the same volume as the corres-
ponding NP). Finally, A is a system dependent fitting constant.

As an example, we use the LIDE dependent shifting in the
LUMO with respect to hydroxylation in the (TiO,), (n = 35, 165)
NPs. In Fig. 7 we compare the DFT-calculated hydroxylation
dependent variation in the LUMO energy levels of these two
systems with predictions using eqn (2) from using: (i) constant
dipoles for each hydroxyl, (ii) OH dipoles calculated using eqn
(1). In both systems both models (i) and (ii) provide a good fit
to the variation in LUMO energies indicating that the main
effect on the energy change is due to LIDE. Comparing the
models, we can also see that in both systems, using the
dipoles from eqn (1) provides a non-negligible improvement
over the linear dipole model.

We can further justify the use of our new detailed model for
fitting the variation in energy levels with respect to the total
dipole moment from surface -OH groups. In Fig. 8 we show
the evolution in the HOMO and LUMO energies of our faceted
NPs directly from DFT calculations with respect to oy calcu-
lated using eqn (1). In all cases we observe a very good corre-

This journal is © The Royal Society of Chemistry 2024

View Article Online

Paper
-3.0 T T T
H-bonding effect  »
-33 |- linearscaling e
=
X
2 S8 2 |
E’ R“=0.993 2
o -39 -
o
=
3 42} -
E
-45 ’
(TiOs)35
-4.8 .
-3.0 T T T T
H-bonding effect *
-33 |- linearscaling e

Fit LUMO energy (ev)
b
©
T

42 |- _
45 | )
/ (TiO2)165
=
_ag Lz ! L L
-48 -45 -42 -39 -36 -33 -3.0

Calculated LUMO energy (eV)

Fig. 7 Correlation between DFT-calculated LUMO energy values and
model-estimated-values for different degrees of hydroxylation for the
(TiOz)35 and (TiOy)165 NPs incorporating effects of inter-OH H-bonding
(green), and by using a simple linear model (blue).

lation, which again supports the link between energy level
shifting and hydroxylation-induced LIDE. The correlation
between total dipole and energy shift is slightly less strong for
the HOMO in the larger NP (R* = 0.95) than in the other cases
examined (R* = 0.99). This lower correlation is related to a
levelling of the (TiO,);6s HOMO level for high hydroxylation
(>70%) which also results in an abrupt upshift in the E, value
(see Fig. 2). This may be related to specific surface sites being
stabilised through chemical bonding and thus not purely a
dipolar effect.

Relevance to water splitting and extrapolation to larger NP sizes

The position of the absolute redox potential for the OER is
always significantly higher than the HOMO energies in our
considered systems (see Fig. 3). As such, photo-generated
holes in the HOMO would easily drive the OER for all systems
for all degrees of hydroxylation. However, for solar-induced
water splitting, the low HOMO energy would entail a relatively
large Eg. With respect to capturing the maximum amount of
useful energy from available sunlight, this would be detrimen-

Nanoscale, 2024,16, 8975-8985 | 8981
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tal. Minimising E, under the conditions that: (i) the HOMO
lies just below the redox potential for the OER, and (ii) the
LUMO lies just above the redox potential for the HER, would
help maximise the solar efficiency of water splitting photocata-
lysts. In the following, we focus on tuning the LUMO for the
HER, assuming that the OER potential could be matched by
employing other strategies (e.g., alternative materials,*®
doping®).

For low hydroxylation degrees, the high QC of the smallest
(TiO,);5 anatase NP causes it to have a LUMO which is optimally
placed just above the HER redox potential. We note, however,
that the anatase NPs of this size are metastable with respect to
amorphous NPs'®** which tend to have lower lying LUMO
levels for the lowest hydroxylation (see Fig. 3). We also note that
it would be practically very difficult to prepare populations of
NPs that are confined to such a small size range while also
restricting their natural tendency to be hydroxylated through
reaction with water. In larger NPs, the lower QC leads to a
decrease in the LUMO. However, this effect can be compensated
by increased hydroxylation and thus higher LIDE which causes
a LUMO energy increase. Moving to higher hydroxylation in
larger anatase NPs thus allows for more practically viable NPs to
have an optimally tuned LUMO energy. As such an approach is
linked only to the controllable working conditions of as-syn-
thesised NPs, it also avoids the use of extra level-tuning
measures (e.g. doping, interfacing with other materials). We
note that very recently reported experiments have indicated that
the induced dipole effect of deliberately grafted ~OH ligands
can enhance of photocatalytic activity of BiPO,.>

More generally, the combination of LIDE and QC allows
one to tune the energy levels for a particular application. Our
results show how orbital energies vary with the degree of
hydroxylation for three sizes of NPs and for the infinite-sized
limiting case of the extended anatase (101) surface. By interpo-

8982 | Nanoscale, 2024, 16, 8975-8985

lating between these results, we can provide approximate maps
of how hydroxylation affects any chosen orbital level(s) for
arbitrary system sizes. As an example, in Fig. 9 we show how
the LUMO in anatase NPs can be tuned by combinations of
hydroxylation and size to be either above or below the HER
redox potential. For LUMO energies well above the HER (red
region in Fig. 9) the reducing power of hydroxylated titania
NPs is relatively enhanced. We specifically highlight the
hydroxylation/size-tuning of the LUMO for efficient E; match-
ing (i.e. to be just above the HER redox potential - see green
region in Fig. 9). Overall, Fig. 9 shows that many titania
systems of different sizes and degree of hydroxylation can
achieve specified electronic level alignments.

We note that in Fig. 9 we assume that only -OH groups
from dissociated water causes the LIDE effect at all sizes. This
scenario is most probable for non-crystalline NPs for which
the surfaces tend to be more irregular and reactive. For more
crystalline bipyramidal anatase NPs, a low-to-moderate degree
of hydroxylation will readily occur through dissociative water
adsorption on lower-coordinated edges and corner sites.’
Larger anatase bipyramidal NPs will have a higher proportion
of their surfaces terminated by regular (101) facets. For the
extended (101) surface, it is likely that there is a competition
between molecular and dissociative water adsorption and that
the balance between these two is temperature dependent.*
Recent work using a combination of surface X-ray spectroscopy
and DFT calculations has reported a 3:1 ratio of dissociative
versus molecular water on the (101) anatase surface at room
temperature.’? For suitably high water coverages, having such
a mixture of molecular H,0 (25%) and —-OH (75%) bound to
(101) NP facets would be more than sufficient to reach the
higher degrees of hydroxylation considered in Fig. 9.

In future work it would also be interesting to consider influ-
ence of the accompanying molecularly adsorbed water on the

This journal is © The Royal Society of Chemistry 2024
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(101) facets of larger bipyramidal NPs at higher water cov-
erages. Molecularly adsorbed water has a high dipole (similar
in magnitude to that of -OH) and is thus also expected
produce a dipolar Stark effect in titania NPs. However, for the
effect to be cumulative and vary systematically with changes in
coverage, the dipoles should be radially aligned. For low temp-
eratures a coherent ordering of molecularly adsorbed water
may indeed be possible and could induce a very similar effect
to that we describe for -OH groups. However, we would expect
molecular adsorption to be more susceptible to disordering
(e.g. via H-bond network rearrangements) at higher tempera-
tures, thus diminishing any effect.

Conclusions

Employing accurate DFT based calculations, we have carefully
analysed the influence of system size and hydroxylation on the
electronic energy levels in a set of titania nanosystems, includ-
ing realistic NP models and an extended anatase surface slab.
Reducing system size increases the spacings between energy
levels in a non-linear manner due to QC. Conversely, the
cumulative electrostatic dipole of surface -OH ligands shifts
all the energy levels by a uniform amount due to the LIDE.
The magnitude of this latter shift is found not to be linearly
dependent on the degree of ligand coverage, as is usually
assumed in LIDE models. Instead, we show that inter-ligand
interactions, in this case OH---OH H-bonds, can lead to a non-
negligible coverage-dependent dipole reduction, due to ligand
bending and charge delocalisation.

We show that size-induced QC and hydroxylation-driven
LIDE can have significant, but distinct impacts on the elec-
tronic energy levels in nanotitania systems. As a highlighted
example, we show how combined variations in QC and LIDE
can be used to tune the highest unoccupied energy level in

This journal is © The Royal Society of Chemistry 2024

anatase NPs with respect to the HER redox potential. Here, we
show that any specific energy shift can be achieved by a range
of different combinations of system size and degree of hydroxy-
lation. This flexibility means that one can achieve level-tuning
(e.g., to enhance the HER) while taking into account different
practical constraints (e.g:, synthetic NP size limitations,
degrees of hydroxylation due to operating conditions). We also
note that, unlike many other proposed level-tuning approaches
(e.g., chemical doping, interfacing with other materials), LIDE
and QC do not require chemically detailed interventions. In
summary, we show that combining QC and LIDE provides a
highly versatile top-down approach to tuning electronic energy
levels in photoactive nanomaterials.
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ABSTRACT: We investigate how surface hydroxylation affects the energetic stability and
electronic properties of 2—3 nm diameter titania (TiO,) nanoparticles (NPs) using density
functional theory based calculations. Specifically, crystalline anatase NPs with faceted
morphologies are compared to quasi-spherical amorphous NPs in their anhydrous (TiO,)g,
and hydroxylated (TiO,)g4(H,0),, states. In the anhydrous case, amorphous NPs are more
energetically stable than anatase NPs. Surface hydroxylation is energetically favorable for both
of the NP types. However, at higher —OH coverages, the stabilization from hydroxylation is
less for amorphous NPs relative to crystalline NPs, leading to a convergence in energetic
stability. Eventually, for high hydroxylation, a crossover in energetic stability occurs, where
hydroxylated anatase NPs become more stable than hydroxylated amorphous NPs. This
stability crossover occurs at a lower degree of hydroxylation for (TiO,)s, NPs than previously
predicted for smaller (TiO,)s5 systems. Hydroxylation also affects electronic properties due
to the cumulative effect of the bound OH groups, leading to a ligand-induced dipole effect. In

Crystalline stability.
2| ° @
o

E amorphous-crystatine (€V)

Amorphous stability

0 50 100
Degree of hydroxylation (%)

addition to energetic stability convergence, we also find a convergence in electronic properties (e.g., band gaps and band edge
energies) with increasing hydroxylation for both NP types. Our results further underscore how small amorphous TiO, NPs can be
tuned by surface functionalization (e.g., hydroxylation in aqueous environments) to behave as crystalline mimicking “crystalike”
systems. These insights help provide a pathway for optimizing TiO, NPs for photocatalytic applications, where controlling the

electronic structure is crucial.

H INTRODUCTION

Titanium dioxide (TiO,), commonly referred to as titania, is a
highly studied wide band gap semiconductor material with
applications ranging across various fields, such as photo-
catalysis," photovoltaics,* and environmental remediation.”
Titania’s remarkable properties, such as strong oxidizing
power, chemical stability, and nontoxicity, have made it a
material of choice for catalyzing reactions like water splitting®”
and degradation of organic pollutants,” and for use in dye-
sensitized solar cells.” Among the polymorphs of TiO,, anatase
has attracted the most attention due to its superior
photocatalytic activity compared with the rutile and brookite
phases. This advantage is primarily attributed to the higher
capacity of anatase to efficiently generate and transport charge
carriers when irradiated with UV light.'”"!

The properties of TiO, can be further affected when its size
is reduced to the nanoscale. Titania nanoparticles (NPs) are
affected by size-dependent quantum confinement (QC) effects
which significantly influence the electronic band gap energy, '
which in turn affects photocatalytic performance. QC is
particularly prominent in NPs with diameters below 10 nm,

© 2025 American Chemical Society

- 4 ACS Publications

3299

where it leads to significantly increased gaps between
electronic energy levels compared to bulk titania."> Decrease
in size also leads to changes in structural stability, where in
contrast to bulk titania, the anatase polymorph becomes more
thermodynamically stable than rutile for NPs with diameters
" For smaller NPs, with
diameters less than ~2 to 3 nm, amorphous noncrystalline

less than approximately 14 nm.
structures become more favored. '

The stability and electronic properties of nano-TiO, systems
can also be affected by interactions with their environment.
Here, water can play a crucial role in tuning structural and
electronic properties.'”"* When bare TiO, NPs are exposed to
aqueous environments, water molecules dissociate to form

Received: November 29, 2024
Revised:  January 22, 2025
Accepted: January 23, 2025
Published: February 4, 2025

https://doi.org/10.1021/acs jpcc.4c08070
J. Phys. Chem. C 2025, 129, 3299-3309

151



152

Size and hydration effect on TiO, GS properties

The Journal of Physical Chemistry C

pubs.acs.org/JPCC

o
8
E

g

£

8

(Ti0y)ss (Ti0,)s,(H:0)y0
=

o

=1

=1

g

¢ 9

(Ti02)s4(H20)z0 (Ti02)4(H20)30

e

Figure 1. DFT-optimized structures of the crystalline anatase (top) and annealed amorphous (bottom) (TiO,),(H,0),, NPs for m = 0, 10, 20,

and 30. Atom color key: Ti—gray, O—red, H—white.

hydroxyl (—OH) groups on the NP surface.'””" This
hydroxylation can stabilize the NPs by passivating under-
coordinated surface defects, which are prevalent due to the
high surface-to-volume ratio in nanoscale materials. In addition
to affecting the stability of TiO, NPs,”' strongly bound water
(e.g., surface hydroxyl groups) can have a significant impact on
the electronic and structural properties of TiO, nanostructures.
In this way, previous work has shown that hydroxylation can be
employed to tune electronic and structural properties of
(TiO,)35s NPs.”” The influence of hydroxylation can be so
strong that at high —OH coverages, the energetic stability and
electronic properties of small crystalline anatase NPs and
amorphous NPs converge. This energetic and electronic
convergence is linked to an —OH-induced local structural
convergence, whereby, regardless of crystallinity, the distribu-
tions of local atomic coordination environments become
similar in both types of NPs. Hydroxylation can therefore be
used to induce the characteristic electronic structure of
crystalline anatase in thermodynamically preferred amorphous
NPs. We refer to such crystalline-mimicking amorphous NPs
as crystalike NPs.”” In this way, we have previously proposed
that, in the ~1—2 nm NP size regime, the anatase crystal
structure may not be as essential as previously assumed for
achieving an electronic structure that is favorable for
photocatalytic applications.

Surface hydroxylation of NPs also introduces an additional
layer of complexity through the ligand-induced dipole effect
(LIDE).”® As demonstrated in previous studies,”*™*® the
intrinsic dipolar nature of the hydroxyl groups leads to a
cumulative electrostatic effect that shifts the electronic energy
levels, including the highest occupied molecular orbital
(HOMO) and the lowest unoccupied molecular orbital
(LUMO). This shift mainly depends on the hydroxyl coverage,
but is also affected by the formation of hydrogen bonds
between hydroxyl groups, which can moderate the extent of
the shift.”"** The LIDE becomes particularly relevant in
systems where controlling the electronic properties are
essential for optimizing photocatalytic performance, as it
allows for fine-tuning the band edges without significantly
altering the band gap magnitude.

In this work, we build upon our previous studies to
explore the properties of (TiO,)s, NPs, focusing on two
distinct structural families: faceted crystalline anatase and

22,24

3300

noncrystalline amorphous NPs. These NPs have diameters in
the range of 1.9—3.4 nm, striking a balance between a size
where QC effects are significant and which starts to become
relevant for practical applications. In line with our previous
work on the smaller (TiO,);; NP system, we find a
convergence in different properties (e.g., stability, local
coordination environments, and electronic energy gaps) for
amorphous and crystalline (TiO,)g, NPs when reaching high
degrees of hydroxylation. Interestingly, for the (TiO,)g, NPs,
we find a faster convergence of all considered properties with
respect to the degree of hydroxylation, suggesting that surface
hydroxylation is more efficient at promoting this convergence
in stability in larger NPs. Analogously to the (TiO,)s5 NP case,
this hydroxylation-induced convergence is not related to
crystallinity or morphology but is associated with the degree
of similarity in the distribution of local atomic coordination
environments. Lastly, we also analyze the effect of LIDE in
these systems to rationalize the observed shifts in the HOMO
and LUMO energy levels for both faceted and annealed NPs as
a function of surface hydroxylation. By analyzing the
differences between the two structural families of NPs, we
further confirm that the structural and energetic differences
between crystalline and noncrystalline titania NPs can be
minimized through surface hydroxylation. In this way, this
study aims to extend our understanding of how to optimize the
properties of TiO, NPs for applications, particularly in
environments in which water plays a significant role in
determining their functionality.

B COMPUTATIONAL DETAILS AND MODELS

NP Models. Our study provides a systematic analysis of
several structural, energetic, and electronic properties of two
families of (TiO,)s(H,0),, NPs, covering a wide range of
degrees of hydroxylation. We consider both anatase crystalline
faceted NPs and amorphous quasi-spherical NPs (see Figure
1). The hydroxylation of the NPs is assumed to occur in a
dissociative manner by water molecules, where for every
chemisorbed H,O molecule —OH and —H groups are attached
to undercoordinated Ti and O surface atoms, respectively.'’
Herein, we consider progressive hydroxylation of the respective
anhydrous NPs by adding two water molecules at each step.
We define the degree of hydroxylation as the number of water

https://doi.org/10.1021/acs jpcc 408070
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molecules (m) divided by the maximum number of water
molecules that can dissociate to form hydroxyl (—OH) groups
on the faceted NP surface (m,,,,). Note that for the present
(Ti0,)54(H,0),, NP system, we find a m,,, value of 62.

As described in previous works,'”">*7*® the initially
anhydrous faceted NP is obtained from a top-down cut from
bulk anatase crystal structure following the Wulff construc-
tion.”” This procedure leads to bipyramidal NPs exhibiting the
thermodynamically stable (101) surface on all facets, as
corroborated in experiments.’”” The energetic stability of
hydroxylation in these NPs depends on the coordination
environment of the surface atoms. In this way, hydroxylation
was performed manually, considering the varying reactivity of
the different NP surface sites (i.e. apical > equatorial > edge >
facet).w’x1 Apical sites, having the lowest coordination, are the
most reactive, followed by equatorial corners, edges, and finally
facets, which are the least reactive. Subsequently, the
hydroxylated NPs were fully optimized using density functional
theory (DFT)-based calculations (see details below). This
process was repeated iteratively, hydroxylating the NPs step by
step and generating a series of crystalline anatase NPs with the
composition (TiO,)g4(H,0),, for m = 0—62 (see Figure 1 top
panel). These increasingly hydroxylated faceted NPs have a
corresponding range of diameters between 2.9 and 3.3 nm.

The second set of non-crystalline (amorphous) (TiO,)g,
NPs were generated through a simulated annealing (SA)
procedure.”” Following a SA protocol established in previous
work,”> we began with the crystalline (TiO,)s,(H,0),, NP,
which was then subjected to a progressive temperature-
dependent annealing process using classical molecular
dynamics (MD) simulations (see details below). For every
step of hydroxylation consisting of adding two water
molecules, the NP was again thermally annealed to search
for low energy (TiO,)s4(H,0),, NP structures with m = 0-30,
generally leading to significant changes in all atomic positions
and the NP morphology. This implies that every NP in the
series of progressively hydroxylated thermally annealed NPs is
structurally independent of each other, unlike in the case of the
crystalline anatase NPs. The thermally annealed NPs were then
optimized using DFT-based calculations (see below). The
maximum diameters of these NPs range between 1.9 and 2.3
nm depending on the degree of hydroxylation (see selected NP
structures in the Figure 1 bottom panel).

MD-Based SA Procedure. The simulated thermal
annealing procedure was carried out using classical MD
simulations using the NanoTiO interatomic potential,”*** as
implemented in the GULP code.* Following our previous
work,” the MD-SA process begins by heating the respective
crystalline anatase (TiO,)4,(H,0),, NP to ~1800 K over a
period of 1000 ps. Once the target temperature is achieved, the
NP is maintained at this maximum temperature for 300 ps to
ensure full disordering of the crystalline structure. After this
equilibration phase, the NP undergoes a controlled cooling
process. The temperature is gradually reduced from 1800 to
1550 K over 125 ps, then maintained at 1550 K for another
300 ps. This reduce-and-maintain stepwise process is repeated
until the NP is cooled to 300 K over an additional ~4000 ps,
ensuring the formation of a stable, low-energy amorphous
configuration. Figure S1 of the Supporting Information shows
the temperature evolution profile throughout the whole MD—
SA runs. Contrary to the relatively unaltered crystalline faceted
counterparts, the structural framework of the annealed NPs
changes as hydroxylation increases due to the thermal
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annealing process. After the MD-SA procedure, a selection of
low energy amorphous NP structures are then optimized using
DFT to refine the atomic positions and minimize residual
forces. All reported calculated properties pertain to the lowest
energy NPs resulting from this procedure.

DFT Calculations. All structural optimizations and
electronic property calculations were performed using DFT
based calculations as implemented in the FHI-aims code.”
The Perdew—Burke—Ernzerhof (PBE)* exchange—correlation
functional was used for geometry optimization, while a hybrid
functional (PBEx) with 12.5% Fock exchange was employed to
calculate electronic properties such as the HOMO-LUMO
gap.””** All calculations utilized a light tier-1 numerical atom-
centered orbital basis set, providing accuracy comparable to a
TZVP Gaussian-type orbital basis set for TiO,.'* The
convergence criteria for atomic forces and total energy during
the relaxation of the NP structures were set at 10> eV A™" and
107° €V, respectively.

B RESULTS AND DISCUSSION

Energetic Stability with Increasing Hydroxylation.
Throughout our results for the (TiO,)s4(H,0),, NPs, we
compare our findings with those of our previous work on the
smaller (TiO,);5(H,0),, NP system. We evaluate the energetic
stability of the amorphous and crystalline (TiO,)s,(H,0),,
NPs with respect to the degree of hydroxylation by first
analyzing AE,,, defined as the difference in the total energy
between the two types of NP for the same degree of
hydroxylation. Using this quantity, Figure 2 shows that the

DEor (V)
!
»

® (TiOz)3s
® (TiO2)sa

0.0 1.0

2 04 06 08
Degree of hydroxylation (m/mMmax)

Figure 2. Calculated total energy differences (AE,,) between anatase
crystalline faceted NPs and amorphous annealed NPs for the
(Ti0,)35(H,0),, system (purple) and the (TiO,)g(H,0),, system
(red) with respect to degree of hydroxylation (m/m,,,,). Linear fits to
the data are added as rough indications of tendencies to facilitate
comparison between both NP system sizes. Data for the (TiO,)ss
based NP system are from ref 22.

annealed (TiO,)g,(H,0),, NPs are energetically more stable
than their crystalline counterparts for most of the considered
degrees of hydroxylation. Comparing with the corresponding
data for the (TiO,);5(H,0),, system, we see that the AE,,
dependence on hydroxylation for both NP sizes displays
several similarities. For instance, in both NP systems, AE,,
tends to be negative and have the largest magnitude (i.e,
greatest excess stability of amorphous NPs) for the anhydrous
NPs. Also, in both systems, at a hydroxylation degree of ~25%
only a slight overall decrease in the magnitude of AE, is

https://doi.org/10.1021/acs jpcc.4c08070
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Figure 3. (a) Variation of Ej4(m) with respect to the degree of hydroxylation (m/my,,,) for increasingly hydroxylated crystalline and annealed
(Ti0,)4(H,0),, NPs. The hydration energy of the faceted NP with two water molecules is set to 0 eV as an offset, with the total energy of the bare
crystalline NP [E,,,(0)] used as the common reference for both sets of NPs. (b) Variation of AE;, 4(m) with the number of water molecules ().
Plots (c,d) Sorrespond to the m-dependent tendencies in Ejy(m) and AE,(m) for amorphous and crystalline (TiO,);5(H,0),, NPs,

respectively.””

observed. However, above this degree of hydroxylation, the
magnitude AE,, in both systems tends to decrease more
rapidly. For the (TiO,)g,(H,0),, system, we observe that the
energetic stability of the annealed amorphous NPs becomes
comparable to that of the faceted crystalline NPs for 50%
hydroxylation. This convergence is achieved for a lower degree
of hydroxylation than for the (TiO,);s-based NP system,
where such a situation is achieved at 75% hydroxylation.
These findings reinforce our prediction that upon increasing
the degree of hydroxylation titania NPs with different
morphologies become comparable in terms of their energetic
stability. A plausible explanation for the difference in the
degree of hydroxylation required to induce this convergence in
the two considered NP system sizes lies in the respective
difference in AE,,, for the anhydrous case. In the anhydrous
(TiO,)s4 NP case, AE,, is —7.49 eV, which is smaller in
magnitude than the corresponding value for the (TiO,);5s NP
system (—8.87 eV). Normalizing each value by the number of
respective TiO, units, we obtain ~—0.09 eV/TiO, for the
(Ti0,)s4 NP system, and ~—0.25 eV/TiO, for the (TiO,)ss
NP system. These values are in very good agreement with a
previous study analyzing the size-dependent emergence of
crystallinity in anhydrous titania NPs.'” This work predicts
that anhydrous amorphous titania NPs are energetically more
favorable than anhydrous crystalline NPs up to a diameter of
approximately 2—3 nm, whereupon a stability crossover occurs.
Following this finding, we predict that with increasing system
size, fewer and fewer water molecules will be required to
achieve a competitive energetic situation between crystalline
and amorphous NPs. Finally, we note that, compared to the
(Ti0,)35(H,0),, NP system, the larger number of atoms in the

(Ti0,)s4(H,0),, NPs leads to a significantly larger configura-
tional space for the MD-SA runs to explore. This makes it
much more challenging to identify low energy
(Ti0,)s4(H,0),, NP structures, particularly in the hydroxy-
lated cases. For this reason, the AE, data in Figure 2 is more
scattered for the (TiO,)g4(H,0),, NP system than for the
(Ti0,)35(H,0),, NP system. However, the clear similarity in
the overall tendencies in each case gives us confidence in the
reliability and consistency of our findings.

In Figure 3, we compare the hydroxylation-dependent total
hydration energies (E) for faceted crystalline and annealed
amorphous NPs for the (TiO,)g4(H,0),, and (TiO,)35(H,0),,
systems. Ej,q is defined as

Ejyq(m) = Eo(m) — (Ee(0) + m-Ey o) (1)

where E,,(m) corresponds to the total energy of a NP with a m
chemisorbed water molecules, E,,(0) corresponds to the total
energy of the reference anhydrous NP, and Ey ¢ is the total

energy of a water molecule.

Figure 3a shows the evolution of E, 4 with respect to the
degree of hydroxylation for annealed and crystalline
(TiO,)s4(H,0),, NPs. Here, the reference energy is taken to
be that of the anhydrous crystalline NP in both cases, leading
to an initial energetic downshift in the data corresponding to
the comparatively more stable amorphous NPs for lower
degrees of hydroxylation (see Figure 2). As hydroxylation
increases, higher degrees of hydroxylation entail a less effective
stabilizing effect for the amorphous NPs compared to the
faceted crystalline NPs.””** For (TiO,)g;(H,0), which
corresponds to ~45% hydroxylation, the total hydration
energies of the two types of NP converge to —21.14 eV

3302 https:/doi.org/10.1021/acs jpcc.4c08070
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Figure 4. (a) Average coordination number (ACN) of Ti centers for the annealed amorphous and crystalline anatase (TiO,)g4(H,0),, NPs with

respect to the degree of hyd

lation. (b—d) Cor
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environments of Ti centers (Ti,,, Tis,, and Tig.) with respect to the degree of hydroxylation of both crystalline and annealed (TiO,)g,(H,0),, NPs.

(annealed) and —20.51 eV (faceted), indicating that the
amorphous NPs have reached a comparable energetic stability
to the crystalline NPs. When further water molecules are
dissociatively adsorbed, a crossover in hydration energies
occurs, where crystalline NPs become energetically more stable
than amorphous NPs. For comparison, we also include the
analogous Ejy results for the (TiO,);5(H,0),, NP system,
which shows tendencies very similar to those of the
(Ti0,)4(H,0),, system.

To get further insight into the hydroxylation energetics of
the (TiO,)g(H,0),, NPs, we also compute the incremental
hydration energies defined as

AE;4(m) = Egi(m) = (Ee(m = 1) + Eyy o) (2)
This value quantifies the energy change associated with the
addition of each successive water molecule. For the faceted
crystalline (TiO,)g,(H,0),, NP, which retains a persistent
anatase core structure throughout hydroxylation, the incre-
mental hydration energies follow a pattern of progressive
energetic stabilization, with all H,O additions having negative
AE,;,4(m) values (see Figure 3b). In this system, the magnitude
of AEhyd(m) is highest for the lowest degrees of hydroxylation,
starting at ~—1.8 eV for the first two water molecules. This
strong initial stabilization reflects the dissociative adsorption of
water on highly under-coordinated surface sites, such as apical
or edge positions. As hydroxylation proceeds and these more
reactive sites become saturated, the magnitude of AEhYd(m)
decreases, reaching approximately —0.55 eV at 16 water
molecules and fluctuates around this value for higher
hydroxylation levels. This trend mirrors observations made

3303

for the smaller (TiO,)35(H,0),, NP system (Figure 3d), where
the dissociative reaction energy magnitude of each successive
H,0 molecule diminishes as surface coordination increases.
This predictable, stepwise hydration behavior reflects the
orderly fixed atomic arrangement of the faceted NPs.

In contrast, the amorphous NPs, which are generated
through thermal annealing and thus lack a fixed core structure,
display larger fluctuations in AEhyd(m). For instance, after an
initial stabilization of —0.31 eV with the first two water
molecules, the incremental hydration energies vary signifi-
cantly, reaching as high as +2.32 eV at 18 water molecules
(~30% degree of hydroxylation). These larger fluctuations
likely reflect significant structural reconfigurations within the
annealed NPs for different degrees of hydroxylation. Unlike the
crystalline NPs, each degree of hydroxylation in the annealed
NPs may result in substantial changes in both the overall
structure of the NP and the location of the hydroxyl groups,
making the process less predictable. The positive values of
AE;,4(m) observed at certain degrees of hydroxylation (e.g, 18
and 30 water molecules) indicates that suboptimal low-energy
NP structures were found by the MD—SA procedure in these
cases. This behavior indicates that some energetically costly
structural adjustments are required to accommodate additional
water molecules as the NP surface becomes more saturated. As
such, the overall hydroxylation-induced stabilization trend for
amorphous (TiO,)g(H,0),, NPs is less orderly than that of
crystalline NPs. This more stochastic convergence ofAEhyd(m)
values is also seen for the amorphous (TiO,);5(H,0),, NP
system (Figure 3d). Overall, the similarities in the general
trends of AEhyd(m) observed for the (TiO,)s4(H,0),, and

https://doi.org/10.1021/acs.jpcc.4c08070
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Figure 5. Pair distribution function (PDF) for Ti—O distances in a faceted crystalline anatase NP (blue) and thermally annealed NP (red), both
with a (TiO,)g(H,0);y composition. The bin size for the histogram is 0.0 A.

(Ti0,)35(H,0),, NP systems indicate that the fundamental
mechanisms of stabilization through hydroxylation are
consistent for both NP sizes.

Local Structural Analysis. We examine the local structure
of both the faceted and annealed amorphous (TiO,)s,(H,0),,
NPs throughout the range of considered hydroxylation by
analyzing the coordination environments of Ti atoms. By
counting the number of oxygen atoms around each Ti center
within a cutoff distance of 2.5 A (slightly larger than the
average Ti—O bond distance in the anatase bulk crystalline
structure), we obtain the number of 4-, 5-, and 6-coordinated
Ti centers. The average coordination number (ACN) for a NP
is calculated by summing the coordination values for each Ti
atom in the NP and dividing by the total number of Ti centers.

For the crystalline faceted (TiO,)g(H,0),, NPs, the ACN
steadily increases with hydroxylation (see Figure 4a), ranging
from 5.17 for the bare anhydrous NP to approximately 5.60 at
higher degrees of hydroxylation. This increase is primarily due
to the formation of new Ti—OH bonds on the surface. For this
reason, compared to the evolution of the ACN when
hydroxylating a smaller (TiO,)s; crystalline NP,”* we get a
proportionally smaller ACN increase. Minor fluctuations in the
ACN values are attributed to localized surface relaxation
processes upon hydroxylation. These fluctuations tend to
slightly reduce Ti coordination in certain areas while increasing
it in others, reflecting a subtle restructuring of the NP surface.

In contrast, the annealed amorphous (TiO,)s,(H,0),, NPs
exhibit a lower initial ACN value of 4.89, which, unlike the
crystalline NPs, decreases in the early stages of hydroxylation,
reaching a minimum of 4.62 for around a 20% degree of
hydroxylation. This initial decrease suggests a more substantial
restructuring of the annealed NPs, due to the surface hydroxyl
groups. However, as hydroxylation increases, the ACN
increases and approaches that of the faceted NPs at higher
hydroxylation levels. By the time 26 water molecule are added
(~42% degree of hydroxylation), the ACN for annealed NPs
reaches around 5.27, which is similar to that of the faceted NP
at this degree of hydroxylation (5.55).

This trend indicates that the local structural environments of
annealed amorphous NPs become similar to that of crystalline
faceted NPs as hydroxylation increases, as also observed in the
(Ti0,)35(H,0),, NP system.22 However, the hydroxylation-
induced convergence of the coordination numbers in the
(TiO,)s4(H,0),, NP system is somewhat slower than that
observed for the smaller (TiO,);5(H,0),, NP system. This
difference lies in contrast with the relatively more rapid
energetic stability convergence of crystalline and amorphous
NPs in the (TiO,)4(H,0),, NP system compared to that of
the (TiO,)g,(H,0),, NP system (see Figure 2). This mismatch
between structural and energetic convergence tendencies could
indicate that only a subset of NP atoms is mainly responsible
for energetic stability, whereas all are taken into account in the
ACN.

Further analyses were carried out by examining the separate
ACN values for 4-, 5-, and 6-coordinated Ti atoms (denoted as
Tiye Tis, and Tig), as shown in Figure 4b—d. For both NP
types, the evolution of Ti4, atoms follows a similar trend as for
the total ACN, with the proportion of Tig, centers increasing
with hydroxylation. Initially, both crystalline and amorphous
(TiO,)s4(H,0),, NPs contain approximately 25% Ti,, atoms.
As hydroxylation proceeds, the proportion of Tis atoms
increases steadily, reaching around 50% in the crystalline NPs
and 40% in the amorphous NPs by the time the highest degree
of hydroxylation is achieved.

The proportion of Tis. centers provides further insight into
the structural changes induced by hydroxylation. In the
crystalline NPs, the number of Tis. centers increase sharply
in the initial stages of hydroxylation as low-coordinated Ti,,
atoms become hydroxylated. This is followed by a more
gradual decrease in the proportion of Tis, centers, which tends
to around 40% for the highest hydroxylation. For annealed
NPs, the trend in the proportion of Tis, centers with
hydroxylation is more irregular. Here, the initial proportion
of Tis. atoms remains relatively low and constant before
increasing more significantly for higher hydroxylation levels.
However, the final proportion of Tis, centers in the annealed
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amorphous NPs becomes almost identical to that in the
crystalline NPs for high hydroxylation, reflecting again the
hydroxylation-induced convergence in local structural environ-
ments in the two NP systems.

The Tiy, centers, which correspond to undercoordinated
surface Ti sites, decrease with increasing hydroxylation in both
NP types. However, the annealed amorphous NPs exhibit a
consistently higher proportion of Ti, centers than the
crystalline NPs for all degrees of hydroxylation. This higher
proportion of Ti,, surface sites in amorphous NPs seems to be
correlated to their relatively higher stability at lower
hydroxylation levels (lower than 20%). As hydroxylation
progresses, the proportion of Ti, centers decreases in both
NP types, reflecting the saturation of these undercoordinated
sites with hydroxyl groups.

To provide an additional measure of the degree of
crystallinity, the Ti—O pair distribution function (PDF) for
both NP types was analyzed, as shown in Figure 5. The PDF,
gri—o(r), was calculated as the number of Ti—O pairs at a given
distance r, grouped into spherical shells of width Ar. This
analysis was performed on the (TiO,)g,(H,0);0 NPs, the most
strongly hydroxylated system analyzed in this study for which
both crystalline faceted and annealed NPs were available.
These NPs serve as a critical case study to test whether
hydroxylation of annealed NPs leads to a degree of crystallinity
comparable to that in the faceted NPs.

The sharper first peak in the Ti—O PDF for the annealed
system compared to the crystalline system is likely a
consequence of the MD—SA procedure, which tends to lead
to low energy disordered structures. The resulting NP
structures appear to achieve their stability via their well-
relaxed local Ti—O bonds. In contrast, the crystalline faceted
NPs display slightly more deviations in their Ti—O bond
lengths due to the constraints imposed by the anatase lattice
structure. However, for larger Ti—O distances, the PDF
distributions for the annealed NPs exhibit broader and less
pronounced peaks compared to those of the crystalline faceted
NPs. This broadening highlights the lower long-range order
(i.e., crystallinity) of the annealed NPs, which persists even at
the highest hydroxylation levels.

Electronic Properties. Here, we investigate the effect of
hydroxylation on the electronic HOMO—-LUMO energy gap
(Egp) and gap edges for both crystalline and annealed
amorphous  (Ti0,)g,(H,0),, NPs. Although E,, values
based on HOMO—LUMO energy differences do not directly
represent experimental observed electronic gap, they serve as
an accessible computational metric for analyzing trends in
electronic properties. As depicted in Figure 6, the HOMO—
LUMO energy gap for the anhydrous crystalline NP is
approximately 3.76 eV, which is larger than the electronic
energy gap of bulk anatase (around 3.2 eV) due to QC
effects.” This is in line with the of the anhydrous crystalline
(TiO,);5 NP (3.83 eV), where QC is even more pronounced
due to the smaller size. Conversely, we do not observe the
same trend in the respectively sized anhydrous amorphous NP,
where the (TiO,);; NP exhibits an Eg,, of 3.43 eV, which is
slightly lower than that of the anhydrous (TiO,)g, NP (3.75
eV). This implies that the effect of specific structural features
(e.g,, defects and reconstruction) dominates over the effect of
QC in these irregular anhydrous amorphous NPs.

As the degree of hydroxylation increases, the Eg,, of the
crystalline NPs slightly decreases, reaching a minimum of 3.69
eV when around 15 water molecules are adsorbed. However,
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Figure 6. Evolution of E,, with respect to the degree of hydroxylation
for crystalline and annealed (TiO,)g,(H,0),, NPs.

with further hydroxylation, the Eg,, begins to increase again,
eventually reaching 3.80 eV with 30 water molecules (~50%
hydroxylation). The increase in the energy gap with higher
degrees of hydroxylation can be attributed to the healing of
undercoordinated sites and the elimination of midgap states,
which contribute to stabilizing the electronic structure. The
LUMO and HOMO levels (Figure 7) shift upward from —4.56
to —4.0 eV and —827 to —7.73 eV, respectively, as
hydroxylation increases.

The annealed amorphous NPs exhibit a more complex and
fluctuating electronic response to hydroxylation. Such larger
fluctuations are due to the correspondingly larger changes to
the NP core structure, which is re-evaluated at each
hydroxylation step by means of the MD—SA procedure. For
the anhydrous amorphous NP, the E,, of 3.5 eV is lower than
that of the crystalline NP. As hydroxylation progresses, the Eg,,
decreases slightly but then increases more dramatically,
peaking at 4.00 eV with 20 (and 24) water molecules. Despite
the fluctuations, the Eg,, of the annealed NPs reaches a final
value of around 3.81 eV with 30 water molecules (ca. 50%
hydration degree), which is remarkably close to the final E,,,
value of the highly hydroxylated crystalline NPs (3.80 V). The
increase in E,,, with increasing hydroxylation in the annealed
system can also be linked to the healing of undercoordinated
surface atoms and the reduction of midgap states. Again, both
HOMO and LUMO levels exhibit a larger fluctuating character
for the annealed NPs compared with the faceted crystalline
NPs.

A key observation from this analysis is that although the
crystalline and annealed NPs evolve in distinctly different ways
with respect to hydroxylation, their Eg,, values at high
hydroxylation are strikingly similar (~3.80 eV). This Eg,,
convergence underscores the potential for amorphous
annealed NPs to exhibit electronic properties that closely
resemble those of their crystalline counterparts.

The energetic alignment of the HOMO and LUMO levels
with redox potentials is particularly relevant for photo-
excitation applications. For example, the position of the
LUMO relative to the hydrogen evolution reaction (HER)
redox potential is critical for determining the efficiency of this
reaction.”* Our results show that hydroxylation can tune the
position of the LUMO, allowing for better alignment with the

https://coi.org/10.1021/acs jpcc 408070
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HER redox potential, which is an essential process in
photocatalytic water splitting (see Figure 7, upper panel).
Here, we see that by increasing the degree of hydroxylation
above aproximately 0.1 would enhance the reducing power of
our hydroxylated titania NPs.

Finally, we employ the ligand dipole effect (LIDE) model to
rationalize the electronic shifts in the HOMO and LUMO
levels as a function of hydroxylation. Previous studies
introduced a linear LIDE model describing how the dipoles
from chemisorbed ligands at semiconductor surfaces affect the
electronic states.”>”>”**'~*> This model partitions the total
dipole moment into two components: the intrinsic dipole of
the ligand, which depends on its molecular structure and
orientation, and the induced dipole, which arises from
structural distortions and charge rearrangement at the
interface. The energy shift of the semiconductor’s electronic
states relative to the vacuum level is proportional to the surface
area per ligand and the dielectric constant of the ligand layer.
This relationship can be leveraged to tune band edge positions
(e.g. modifying ligand dipoles and/orr surface coverage)
offering a strategy to optimize the electronic properties of
semiconductors for applications such as photocatalysis and
optoelectronics.

In the present case, following our previous s'mdy,24 we
model the LIDE in our titania NPs by calculating the dipolar
contributions of the surface hydroxyl groups. The dipoles in
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each —OH group arise from the charge separation between the
hydrogen and oxygen atoms. For each considered hydroxylated
system, we calculate the total dipole pointing toward the NP
center by projecting the dipole vector of each —OH group on
the NP surface along the radial direction (estimated as the Ti—
OH bond direction). Here we use the bond distance (doy)
and angle (a) between the Ti—O—H atoms. The partial
charges of the various atoms are determined using the
Hirshfeld charge partitioning scheme,** and, as in our previous
study, are scaled by a constant factor of ~0.7 to match the
experimental dipole moment of a water molecule.” The —OH
dipole moments depend on the position and magnitude of the
positive H charge (Qq) relative to that of oxygen. The
variability of the Ti—O—H angles due to inter-OH hydrogen
bonding and the resulting changes in charge distribution, leads
to a modulation of the net —OH dipole effect with respct to
the degree of hydroxylation. The total dipole moment (poy) is
then computed as the sum of the contributions from all
hydroxyl groups, considering both their charge distribution and
geometry

N
Pou = Z QH,|-dOH,v'COS(ar)
=1 (3)

where i iterates over the total number (N) of OH groups.

Importantly, the increase in dipole moment with hydrox-
ylation is nonlinear due to the formation of hydrogen bonds
(OH:-OH) between neighboring hydroxyl groups. These
interactions cause a reduction in the Ti—O—H bond angles
(a;) and changes in the partitioned hydrogen atomic charges
(Qu;) due to partial delocalization, which both act to moderate
the overall dipole contribution as the hydroxyl coverage
increases. The induced TiO, surface polarization due to the
ligand—surface interactions is found to be negligible, in line
with previous studies on rutile surfaces.*®

Overall, the model defined in eq 3 accounts for both the
geometric and electrostatic H-bonding effects of hydroxylation,
offering a more accurate representation of the LIDE in NPs
than in typically employed linear models cited above. In Figure
8 we show how our refined LIDE model and the linear LIDE
model give rise to a different f, evolution with respect to the
degree of hydroxylation for both crystalline faceted and
annealed amorphous NPs. The addition of H-bonding effects
via our refined model clearly introduces a stabilizing effect to
the linear scaling evolution provided by the simpler linear
model. Comparing both types of (TiO,)g,(H,0),, NP, we find
slightly larger total dipole values for the annealed amorphous
case, regardless of the LIDE model employed. This can be
attributed to the effect of the less regular surfaces of the
amorpous NPs, which results in less efficient OH--OH
interactions. Consequently, we find that the respective Ti—
O—H angles tend to be less bent, leading to larger dipole
moments. The the evolution of i), as we increase the degree
of hydroxylation is very similar in both families of NPs, with a
slightly larger deviation from the linear trend in the amorphous
NP system. This is likely due to the structural disorder
inherent to the amorphous NPs, where surface defects and
irregularities allow for more variable interactions between
hydroxyl groups, resulting in localized changes in the dipole
moments. We note that for the highest degrees of
hydroxylation, the total cumulative —OH dipole maximum
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Figure 8. Total —OH dipole moment versus degree of hydroxylation
for the crystalline (upper) and amorphous (lower) (TiO,)g(H,0),,
NPs with both linear scaling and H-bonding effect LIDE models.

reaches around S5 and 40 debyes for the linear and refined
LIDE models, respectively.

‘Working with our refined LIDE model, one can correlate the
evolution of HOMO and LUMO electronic energy levels with

respect to hydroxylation-induced f,, values obtained with eq

3. In this way, Figure 9 provides insights into the morphology
and structural effects on the electronic properties of
(Ti0,)4(H,0),, NP systems. Both the amorphous and
crystalline NPs display strong correlations between the dipole
moments and their respective energy levels, although with
distinct differences that highlight the role of NP structure and
morphology on their electronic response to hydroxylation. In
the annealed amorphous (TiO,)s(H,0),, system, the
correlation between the total dipole moment and the
HOMO energy shows a linear regression coefficient R? value
of approximately 0.84. This reasonable correlation suggests
that the irregular and disordered structure of the amorphous
NPs introduces a relatively high variability in the energy levels
as the surface hydroxylation evolves (see Figure 7). This may
be related to specific surface sites being stabilized through
chemical bonding and thus not purely a dipolar effect. The
correlation with the LUMO energy is stronger, with an R*
value of 0.94, indicating that the LUMO is more stable and
consistently affected by LIDE in amorphous NPs.

In contrast, the faceted crystalline (TiO,)s,(H,0), NP
system exhibits near—perfect correlations between the dipole
moment and both the HOMO and LUMO energies. The R*
value for the HOMO energy is 0.99 and, for the LUMO
energy, 0.98. This indicates a remarkably linear and predictable
relationship between the dipole moment and the energy levels
in crystalline NPs. The highly ordered and regular atomic
structure of the crystalline faceted NP system likely contributes
to the strong correlation, as the dipole moments of hydroxyl
groups on well-defined facets and edges lead to consistent
electronic level shifts with minimal variability.

B CONCLUSIONS

This study further demonstrates the significant role of surface
hydroxylation in energetically stabilizing both crystalline and
amorphous (TiO,)g,(H,0),, NPs and its influence on their
electronic properties. Increased hydroxylation is found to lead
to a convergence of structural and electronic properties of
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Figure 9. Correlation between calculated HOMO (LUMO) energies and projected total —OH dipole moment for the crystalline anatase (left) and

annealed amorphous (right) (TiO,)g,(H,0),, NPs.
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crystalline anatase and annealed amorphous (TiO,)g,(H,0),,
NPs. Comparing with our previous findings on significantly
smaller (TiO,);5(H,0),, NPs, the present results suggest that
hydroxylation minimizes energetic stability differences between
crystalline and amorphous structures more efficiently in larger
NPs, making it a crucial factor in tuning NP stability. In all NP
systems, this energetic stabilization is associated with a
hydroxylation-induced convergence in the distribution of
local atomic coordination environments, regardless of the
degree of crystallinity.

Our study also highlights that surface hydroxylation allows
non-crystalline NPs to achieve electronic properties compara-
ble to those of crystalline NPs (i.e., for amorphous NPs to act
as crystalikes).”” As hydroxylation progresses, both types of
NPs show similar Eg,, values, suggesting that hydroxylated
amorphous NPs could be viable alternatives to crystalline
anatase NPs in applications, such as photocatalysis.

The strong LIDE-based correlations between the dipole
moment and HOMO and LUMO energy levels found for
(Ti0,)s4(H,0),, NPs confirm the potential of hydroxylation
for precise tuning of electronic levels. For photocatalytic
systems, the ability to predictably adjust HOMO and LUMO
levels through controlled hydroxylation enables selection of
energy level alignments for optimizing performance.

Overall, our results reinforce and generalize our previous
findings on titania nanosystems, confirming that (i) the local
structure and electronic properties of amorphous and
crystalline titania NPs converge with increasing hydroxyla-
tion” and (ii) both size-dependent QC and hydroxylation-
induced LIDE can play significant roles in determining the
electronic properties of hydroxylated titania NPs.**
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4.1 Introduction

The fundamental thermodynamic property governing material stability is the
Gibbs free energy of formation, AG¢(T, p), which quantifies the energy differ-
ence between the initial and final states of a synthesis process at temperature 7
and pressure p. A negative AG¢(T, p) indicates thermodynamic favourability,
serving as a guiding metric for material stability under realistic conditions.
AG#(T, p) is composed of the enthalpy of formation AH ¢(T, p) and an entropic
term —TASf¢(T, p), both of which depend on the heat capacity of the com-
pounds involved. Experimentally, calorimetry is used to determine these prop-
erties for bulk materials, but such measurements become increasingly complex
for nanomaterials.'* Theoretical predictions of AG (T, p) are thus highly valu-
able, especially when explicit vibrational and configurational contributions be-
come computationally prohibitive. While the internal energy at 0 K contributes
the largest portion to AG¢(T, p), the remaining terms—although smaller—can
be crucial in determining stability differences between competing phases.

The A4b Initio Atomistic Thermodynamics (AIAT) framework has proven to be
a powerful tool for predicting the stability of surfaces and interfaces under var-
ying environmental conditions.** However, its application to nanoscale mate-
rials, particularly hydrated titania nanoparticles, introduces new challenges that
require a more refined approach. The conventional AIAT method for solids
(hereafter called AIATs.l4) assumes that, for changes of coverage, the vibra-
tional contributions (all gathered in a F"” function as in Equation 2.34) to
AG#(T, p) for the surfaces cancel out and the configurational entropic changes
are negligible (more details were included in section 2.4.2 of the Methodology
chapter). While this approximation holds for bulk-like surfaces, it becomes in-
creasingly unreliable for small nanoparticles. For much smaller systems com-
posed of up to a few tens of atoms interacting with a gaseous environment, 0
K DFT calculations combined with standard statistical thermodynamics can be
used to directly calculate all relevant thermodynamic contributions.”’ An
AIAT description of such a system (AIATexpicit) avoids the simplifying as-
sumptions of solid surface treatments by explicitly computing all partition
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function contributions, including translational, rotational, vibrational, and
zero-point energy (ZPE) effects. At the nanoscale, size-dependent vibrational
and configurational factors play a crucial role in determining hydration stabil-
ity, necessitating explicit corrections for accurate thermodynamic predictions.

Between molecular-scale clusters and extended macroscopic solids lie na-
nosized systems, which include catalytic nanoparticles, biological colloids, and
nanoparticulate pollutants. These systems interact strongly with their environ-
ments and are often too large for direct AIATexplicit calculations yet not large
enough to justify the approximations inherent in AIATsoiq. To address these
limitations, we introduce AIATano, a refined computational framework that
systematically incorporates size-dependent vibrational free energy corrections
(within a /"* analytical function) into AG(T, p) expression of AIATsiq. In this
way, AlATnano provides a more accurate description of hydration thermody-
namics in nanoparticles by capturing the intricate interplay between vibrational
entropy and surface hydration energetics. By applying this approach to TiO»
NPs across various sizes, we demonstrate that AIAThano yields significantly im-
proved hydration phase diagrams compared to the standard bulk-based AIAT
approach. This refined framework facilitates a continuous thermodynamic de-
scription across size scales, bridging the gap between small clusters and ex-
tended surfaces. Therefore, the main nature of this chapter is computational, as
we have derived a simple yet effective function to address vibrational calcula-
tions in systems where computing all atomic vibrations is computationally pro-
hibitive. Figure 4.1 summarizes the three regimes in terms of system size, to-
gether with the various followed approaches to derive the AG¢(T, p) expression

4.1.1 AIAT to Surfaces and Extended Systems

The AIAT approach has been instrumental in understanding surface stability,
catalytic activity, and oxidation mechanisms across a variety of material sys-
tems. By incorporating DFT-calculated total energies into thermodynamic
models, AIATsl¢ provides a predictive framework for determining the Gibbs
free energy of bulk models and surfaces under varying 7 and p conditions. As
already indicated, with such an AIAT approach, one typically assumes that (i)
the vibrational entropy contribution from surface atoms is the same for the
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clean and covered surface, and (ii) each system is dominated by very few low
energy configurations. Then, for changes of coverage, the vibrational contribu-
tions to AG¢(T, p) for the surfaces cancel out and the configurational entropic
changes are negligible. The vibrational contribution of the adsorbates (typically
the zero point energy— ZPE) can also be included in such calculations for a
moderate extra computational cost. Here, the AG¢(T, p) values become
changes in enthalpies of the solid phase plus relevant changes due to gas phase
(and sometimes adsorbed) species. Thus, AG¢(T, p) values become accessible
based on standard 0 K DFT calculations including normal modes of molecular
species. This approach has been applied successfully to a broad range of mate-
rials, from transition metal oxides® to nanostructured catalysts,® demonstrating
its versatility in materials science, catalysis, and surface chemistry.

AlAT .o

Small clusters, Nanoscale Extended surfaces,

System size molecules (< 2nm) structures solids (>100 nm)

Treatment of  Bottom-up statistical n + size dependent e E I IEETETE
AG¢(T,p) mechanics interpolation fixed approximations

Contribution of  Explicit calculation of “Approximated None or
frequencies FY2(T, 0, ) by fP*®(N) adsorbate related

Figure 4.1: Scheme indicating three different system size regimes with respect
to the respective AIAT-based computation of AG¢(T, p). Blue and red, respec-
tively, relate to the small and large regimes for which AIA Texplicic and AIA Tiolia
have been extensively applied. Our bridging interpolation approach for na-
nosized systems (AIATnano) replaces the explicit computation of vibrational fre-
quencies with the use of a temperature-dependent and N-dependent para-
metrized function, f?(T,N), where N represents a generic system size variable.
Figure adapted from reference 9.

One of the most foundational applications of AIATsi¢ was in RuO2(110) sur-
faces,® a system widely studied for its catalytic oxidation properties. In their
seminal work, Reuter and Scheffler used AIATsla to construct a thermody-
namic phase diagram for RuO»(110) under oxygen-rich conditions, identifying



174 Revising size-dependent AIAT

stable and metastable surface terminations that depend on the oxygen chemical
potential. This study challenged conventional ultrahigh vacuum (UHV) surface
science models, which typically assumed a stoichiometric RuO>(110) surface,
and instead demonstrated that under realistic oxygen pressures, the surface
adopts nonstoichiometric, oxygen-rich terminations. This was a major break-
through, as it provided quantitative predictions about the dominant surface
structures in catalytically relevant environments, rather than relying on ideal-
ized, UHV-based assumptions.

Building on this foundation, AIATs.liq has been extensively applied to catalytic
systems, particularly in the context of oxidation reactions. In Reuter and
Scheffler's 2003 study,!® AIAT was used to construct surface phase diagrams
for CO oxidation over RuO»(110), revealing how the competition between CO
and oxygen adsorption dictates catalytic performance. By mapping out the sta-
bility regions of different surface structures, they demonstrated that the most
active catalytic phase lies at the phase boundary between oxygen-covered and
CO-covered surfaces, where reactive intermediates dynamically exchange.
This insight has had profound implications for the design of oxidation catalysts,
as it suggests that catalytic activity is maximized at regions of dynamic phase
coexistence, rather than at any single static surface configuration.

Another important application of AIA Tl Was in the study of In,Os surfaces,?
which play a crucial role in CO; hydrogenation to methanol. Here, AIAT was
employed to investigate the relative stabilities of different In,O3 facets under
varying oxygen chemical potentials, revealing that the (100) facet is more sta-
ble under oxygen-poor conditions, whereas the (111) facet dominates in oxy-
gen-rich environments. These findings were crucial for optimizing catalytic se-
lectivity, as they demonstrated that controlling the surrounding chemical po-
tential can effectively tune the exposed surface facets, thereby enhancing the
efficiency of methanol synthesis.

4.1.2 AIAT Applied to Small NPs

While AIAT has been extensively and successfully applied to extended sur-
faces, its extension to NPs and small clusters introduces additional complexi-
ties. At the nanoscale, finite-size effects, surface relaxations, and vibrational
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contributions play a much more significant role than in bulk materials. This is
particularly relevant for hydration processes, where the free energy of water
adsorption and incorporation into the NP environment is strongly dependent on
vibrational contributions.

In recent years, AIAT has been extended to study small metal and metal-oxide
NPs, aiming to capture size-dependent trends in stability and reactivity. A key
challenge that emerges in this regime is the accurate treatment of vibrational
free energy contributions, which become non-negligible as particle size de-
creases. Unlike extended surfaces, where vibrational modes are often approxi-
mated using bulk phonon DOS, small clusters exhibit quantized vibrational
spectra and low-frequency phonon softening, which significantly modify their
thermodynamic stability.

Several studies have applied AIAT to supported metal NPs to predict their sta-
bility, morphology, and adsorption behaviour. For instance, the equilibrium
shape of Ag NPs supported on a-Al203(0001) was determined using a first-
principles thermodynamics approach, incorporating surface energy, oxygen ad-
sorption, and support interactions.!! This study combined DFT calculations
with the Wulff-Kaichew construction, showing that truncated octahedral
shapes are energetically preferred, but with notable contact angle variations
depending on the support termination. While this study successfully extended
AIAT to supported NPs, it did not explicitly account for vibrational entropy
contributions, which become crucial for hydration thermodynamics.

A more comprehensive treatment of vibrational effects in AIAT-based NP stud-
ies is provided in investigations on Pt NPs of varying sizes.'? Using a combi-
nation of EXAFS (Extended X-ray Absorption Fine Structure) experiments,
transmission electron microscopy (TEM), and DFT modelling, this study re-
vealed that vibrational properties vary significantly with NP size, affecting free
energy corrections. Notably, the work demonstrated that the Debye temperature
(®p) increases non-monotonically with decreasing NP size, leading to en-
hanced vibrational entropy contributions in small clusters. This highlights the
necessity of incorporating explicit vibrational corrections when applying AIAT
to hydration processes in sub-nanometer titania clusters.
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A successful example of AIAT with explicit vibrational frequency treatment in
hydration thermodynamics is the study of hydrated TiO; and SiO; nanoclus-
ters.” This study has been already cited when discussing electronic/energetics
in the previous chapter and is closely linked to this thesis—as it examines n =
4, 8, 12, 16 titania nanoclusters. In the context of thermodynamics, this work
used AIATexpiicic framework to investigate how hydration affects the structure
and stability of nanoclusters, incorporating vibrational contributions explicitly
within a statistical thermodynamics’ framework. By computing Gibbs free en-
ergies as a function of temperature and water vapor pressure, the study captured
size-dependent hydration trends, showing that vibrational entropy significantly
influences hydration thermodynamics at elevated temperatures.

The Gibbs free energy for hydration was computed using:

AGhyd(T, p) = G(TlOZ)n(HZO)m(T) - G(TlOZ)n(T) - Tl,quo(T, P) (41)

where G(Ti03),,(H20),,(T) and G(Ti03),(T) are the free energies of the hy-
drated and anhydrous nanoclusters, respectively, and py,o(T, p) is the chemi-
cal potential of water vapor, which depends on both temperature and pressure.

The free energy contributions were explicitly obtained from the molecular par-
tition function, considering translational, rotational, vibrational, and symmetry

components, where the vibrational contribution, explicitly included, was de-
rived from the harmonic frequencies (v;):

hv;
F (T)=Y "+Xk TIn(1— e-mi/ksT)
vib 2 B (4.2)
L l

A key result of this study was the construction of hydration pressure-tempera-
ture phase diagrams, which map the most thermodynamically stable hydration
states as a function of temperature and water vapor pressure. These diagrams
revealed that at ambient conditions (e.g., 300 K, 1 kPa H>O vapor pressure),
hydrated nanoclusters are favoured, but at higher temperatures, dehydration
becomes more probable. Interestingly, the hydration stability decreases with
increasing cluster size, indicating that smaller nanoclusters tend to be more
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hydrophilic. Additionally, SiO2 nanoclusters remain hydrated at higher temper-
atures than Ti10,, suggesting a stronger water affinity.

The phase diagrams also confirmed that hydration occurs exclusively via dis-
sociative adsorption of water, with no molecular adsorption observed under
equilibrium conditions. Furthermore, they highlighted the importance of in-
cluding vibrational entropy, as hydration free energies calculated without vi-
brational contributions overestimate hydration stability, especially at elevated
temperatures.

4.1.3 Limitations and Challenges of AIAT

Despite its broad applicability, AIAT has certain fundamental limitations, par-
ticularly when applied to complex, nanoscale systems. One of the most notable
drawbacks is its assumption of thermodynamic equilibrium, which means it
does not account for kinetic barriers, reaction pathways, or metastable states.'?
In real catalytic or electrochemical environments, surface transformations of-
ten occur under non-equilibrium conditions, where kinetic effects dominate
over purely thermodynamic predictions. To address this, AIAT is often coupled

4,14

with microkinetic models®'* or kinetic Monte Carlo simulations to provide a

more comprehensive picture.

As already discussed, another significant challenge arises from vibrational con-
tributions to Gibbs free energy. In bulk and extended surfaces, vibrational ef-
fects are often minor and cancel out in energy differences, making AIAT pre-
dictions reliable. However, for small clusters and NPs, the phonon DOS can
deviate significantly from bulk-like behaviour, necessitating explicit vibra-
tional free energy corrections. For example, studies on Li>O NPs have shown
that neglecting phonon contributions can lead to significant errors in phase
transition temperatures, highlighting the importance of size-dependent vibra-
tional corrections.'

Configurational entropy presents another challenge in AIAT. The method is
typically applied to ordered surfaces with well-defined configurations, but in
NPs, amorphous materials, or highly defective surfaces, multiple metastable
structures contribute to the overall free energy.'®!” This means that entropy
arising from structural disorder is often neglected, which can lead to
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discrepancies between AIAT predictions and experimental observations. To
overcome this, techniques such as Monte Carlo sampling and cluster expansion

18,19

models have been employed, *'” though they require extensive computational

résources.

Finally, AIAT was originally formulated for gas-phase environments, making
its direct extension to solvent-mediated and electrochemical systems non-triv-
ial. Recent advancements have incorporated continuum solvation models
(PCM),?® explicit water adsorption calculations, and computational hydrogen
electrode (CHE) models,?' but these techniques add complexity and computa-
tional cost. For oxides and catalysts, where surface charge and pH-dependent
stability play crucial roles, additional corrections such as Poisson-Boltzmann
solvation models or explicit molecular dynamics simulations may be required.

4.2 Results

The AIATnamo approach was developed to overcome the limitations of tradi-
tional AIAT methods in nanoscale systems. By integrating DFT-derived ener-
gies with a size-dependent interpolation of vibrational contributions, AIATxano
provides a computationally efficient framework for estimating Gibbs free en-
ergy changes in nanosystems interacting with gas-phase species. As a case
study, we applied this method to photoactive titania and its interaction with
water molecules.

For the small system size limit, we primarily considered a (TiO2)16(H20), na-
noparticle,” constructed using a (TiO,)i6 core derived from bulk anatase and
progressively hydrated while minimizing structural perturbations. This ap-
proach maintains the bulk-like stability of larger anatase NPs, providing a nat-
ural reference point while allowing for explicit calculation of all contributions
to AGhya(T, p). This method leads to slight deviations from results obtained
using globally optimized (Ti02)16(H20). structures. For the large system size
limit, we model an extended anatase TiO» (101) surface with varying hydration
levels. The surface is represented by a periodically repeated slab (six atomic
layers of a (3 x 1) supercell),?> exposing the (101) facets on both sides, as
shown in the previous chapter.
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To benchmark our approach against the standard solid-surface AIATsolid
method, we analysed bipyramidal titania NPs containing up to 500 atoms, spe-
cifically (TiO2)35(H20)m, (Ti02)8a(H20),, and (T102)165(H20)m. As previously
described, these NP systems were derived from top-down cuts of bulk anatase
to expose the most stable (101) facets.?*** To standardize NP sizes, we define
diameters based on a sphere enclosing n TiO, units, with unit volume taken
from bulk anatase. This results in diameters ranging from ~2 nm for (TiOy)ss
to ~4.3 nm for fully hydrated (T102)165. These systems fall within a size range
where direct DFT-based frequency calculations become computationally pro-
hibitive. Across all titania systems, we assume hydration follows a mechanism
in which H>O dissociates upon adsorption, with H and OH species interacting
with surface O and Ti atoms, respectively.

4.2.1 fvib(T,N) analytical function

The vibrational contributions to the Gibbs free energy of hydration were ap-
proximated using an analytical function, fv(T, N), which was derived to re-
produce the vibrational free energy (Fvi®) for a reference (Ti02)16(H20), NP
system. The vibrational contribution to Gibbs free energy, Fvb, can be ex-
pressed as the sum of three terms:

Fvib(T, ©r) = EZPE(@1) + Uvib(T, ©r) — TSvib(T, Or) (4.3)

where Uviband Svib are the vibrational contributions to the internal energy and
entropy and EZPE corresponds to the zero-point energy contribution. O is the
vibrational temperature, which depends on the frequencies (vi). Using our
(TiO2)16(H20)s NP as an example, we explicitly compute the harmonic vibra-
tional frequencies of the system and evaluate the Fvi¢(T, Ok). In Figure 4.2 we

show Fvib(T, ©k) with respect to vibration frequency and temperature (7).

Two distinct contributions to Fvit(T, O) are clearly seen. The first one at lower
frequencies is almost totally defined by the temperature dependent terms and
relates to the modes of the bonded Ti-O titania framework. The second contri-
bution for higher frequencies, mainly corresponding to the temperature-inde-
pendent ZPE term, is dominated by the vibrational modes of the pendant -OH
groups.
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The fvi> function was parameterized using second-order polynomial expres-
sions, allowing for the estimation of vibrational contributions without the need
for explicit calculation of all vibrational frequencies. This approach signifi-
cantly reduces computational costs while maintaining accuracy, as demon-
strated by the close agreement between AIAT.no and explicitly calculated
phase diagrams for the (T102)16(H2O)x system (see Figure 4.3).
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Figure 4.2: Fvib variation respect to vibrational frequency (vy) at different tem-
peratures calculated for the (Ti02)16(H20)s NP. The dominant influence of the
temperature-dependent terms (lower frequencies) and the ZPE term (higher fre-
quencies) are clearly differentiated.

4.2.2 Size-Dependent Hydration Energetics

The AIAThano approach was then applied to the series of titania NPs with in-
creasing sizes ((Ti02)35(H20)m, (TiOz)g4(H20)m, (Ti02)165(H20)m). We con-
struct thermodynamics phase diagrams for the hydroxylation of such titania
NPs under varying temperature and pressure conditions. Given the presumed
applicability of Boltzmann statistics and the harmonic nature of molecular vi-
brations, we limited our temperature range to 100—1000 K, as in previous
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studies.>’ We considered water partial pressures not exceeding 1 x 10° Pa (ap-
proximately 1 atm). This allows us to consider water as an ideal gas from
around 450-500 K and above. Treating water as an ideal gas at lower temper-
atures and higher pressures is a more severe approximation but its impact is
confined to a small region of these phase diagrams, thus minimally impacting
most of the considered p versus 7 range. Such phase diagrams show an in-
creasing preference for hydration as the temperature decreases, consistent with
the exothermic nature of water adsorption on titania surfaces. However, the
specific temperatures and pressures at which hydration becomes thermody-
namically favourable vary significantly with NP size, highlighting the im-
portance of size-dependent effects in nanoscale thermodynamics. In this way,
the 35-size titania NP exhibited the largest deviations from the predictions of
the traditional AIATs.ii¢ approach, with differences in both the qualitative pro-
gression of hydration and the temperatures and pressures at which hydration is
favoured (see Figure 4.4).
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Figure 4.3: Thermodynamic p—T phase diagrams for the DFT-optimized
(Ti02)16(H20)» NPs using different approaches to calculate differences in
AGf(T, p): (a) AIATexp]icit, (b) AIATnano.

As the NP size increases, the differences between AIAThano and AIATsola pre-
dictions diminish, converging toward the bulk limit. However, even for larger
NPs ((TiO2)165(H20)n), the inclusion of size-dependent vibrational
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contributions in nano AIAT approach leads to quantitatively distinct phase di-
agrams, particularly at higher pressures and lower temperatures.

104

102
& 100
@ 102
2 104
a
L 106
o

200 400 600 800 1000 200 400 600 800 1000 200 400 600 800 1000
Temperature (K) Temperature (K) Temperature (K)

0.0 10.0 20.0 30.0 40.0 50.0 60.0 70.0 80.0 90.0 100.0
Hydration degree, m/m._,. (%)

Figure 4.4: From left to right: predicted AGnyq(T, p) phase diagrams for the
hydration of (TiO2)35(H20)n  (left), (TiO2)s4(H20), (middle), and
(TiO2)165(H20) (right) obtained by using AIATsiid (top) and AIAThano (bot-
tom). Blue and black dashed lines indicate the equilibrium vapor pressure with
ice and liquid water, respectively. Within each phase diagram, each shaded re-
gion represents the most thermodynamically stable titania NP for a certain de-
gree of hydration.

4.2.3 Phase Diagrams and Hydration Stability

To emphasize the practical utility of the AIATnano approach, we constructed a
size-temperature-pressure diagram (Figure 4.5) to predict the thermodynamic
conditions under which anhydrous anatase NPs initially become hydroxylated.
This diagram provides a comprehensive depiction of the crossover conditions,
specifically identifying the temperature and pressure thresholds at which hy-
dration begins. The analysis focuses on the first AGyyq(T, p) crossover contour,
which demarcates the transition between the anhydrous state and the onset of
hydroxylation, where a single water molecule becomes adsorbed onto the NP
surface. Notably, this contour is a fundamental thermodynamic feature
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common to all titania systems and is consistently associated with the lowest
pressure and highest temperature crossover point in AGyq(T, p).

By employing AIAThano-predicted crossover contours for model our three set
of NPs, as well as the bulk AIATs.i¢-derived limiting contour for the anatase
Ti02(101) surface model, we establish a systematic framework for understand-
ing hydration behaviour across different NP sizes. Specifically, the analysis
highlights selected nanostructure diameters: (i) 1 nm, where global optimiza-
tion studies indicate that non-crystalline, quasi-spherical NPs are energetically
favoured;* (ii) 5 nm, representing the upper size limit for TiO, NPs to maintain
spherical-like morphologies;** and (iii) 20 nm, which approaches the stability
threshold where anatase remains thermodynamically favourable over rutile.?®

102
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Figure 4.5: Size-dependency of the AGpyq(T, p) crossover contour for the ini-
tial hydration of an anhydrous anatase titania system by one water molecule.
The coloured regions correspond to different titania NP sizes. White dashed
contours highlight selected NP sizes.

The results reveal a strong size dependence in the crossover temperatures for
hydration onset. Smaller NPs, such as those with a I nm diameter, exhibit
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significantly larger crossover temperatures compared to their larger counter-
parts, such as 20 nm NPs. Furthermore, our analysis confirms that even for
crystalline anatase NPs with diameters approaching 20 nm, the crossover tem-
perature remains noticeably distinct from the bulk case, with differences rang-
ing from 20 to 90 K.

Importantly, these findings have significant implications for the rational design
and synthesis of titania NPs for targeted applications. By leveraging the
AlATano approach, we establish a predictive model that enables control over
hydration behaviour under realistic environmental conditions. The AIATnano
framework serves as a bridge between the computationally demanding
ATATexplicic approach, which is suitable for small clusters (diameters < 2 nm),
and the AIAT,oiiq approximation, which is most effective for extended surfaces
and bulk materials. By incorporating vibrational contributions through the an-
alytical function fv, we provide a computationally efficient method for esti-
mating AGyyq(T, p) without the need for explicit frequency calculations,
thereby facilitating accurate thermodynamic predictions across a wide range of
NP sizes.
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4.3 Conclusions

This chapter has introduced AIAThano, @ computational framework designed to
bridge the gap between AIATexpiicit, which 1s limited to small molecular-scale
clusters, and AIAT,oiq, which relies on bulk-like approximations. The key ad-
vancement of AIAThano 1S the incorporation of a size-dependent vibrational free
energy correction, allowing for a more accurate and computationally feasible
estimation of Gibbs free energy in nanoscale systems. By parameterizing vi-
brational contributions through an analytical function, fv(T, N), this ap-
proach enables the study of hydration thermodynamics in systems where ex-
plicit phonon calculations are impractical due to their prohibitive computa-
tional cost.

The results demonstrate that hydration stability in TiO; nanoparticles is
strongly influenced by size-dependent vibrational effects, which are often ne-
glected in traditional AIATsoiiq treatments. AIAThano provides an improved ther-
modynamic description, particularly for nanosized titania clusters (2-5 nm
range), where explicit vibrational calculations are computationally infeasible,
yet bulk approximations fail to capture key finite-size effects. The application
of AIAThano to hydrated TiO2 nanoparticles reveals that smaller systems exhibit
enhanced hydration stability due to vibrational entropy contributions, an effect
that is progressively diminished as system size increases.

From a methodological perspective, this work underscores the power of com-
putational modelling in materials chemistry, particularly in developing thermo-
dynamic models that remain accurate across different length scales. The
AIATnano framework significantly reduces computational costs while maintain-
ing predictive accuracy, making it a valuable tool for exploring the thermody-
namics of nanoscale hydration. By systematically refining the AIAT approach
to include parametric vibrational corrections, this work demonstrates how effi-
cient computational methodologies can overcome the limitations of direct
DFT-based phonon calculations in complex nanoscale systems.

Beyond its fundamental thermodynamic implications, the AIATnao model has
broad applications in computational materials chemistry, particularly in catal-
ysis, electrochemistry, and environmental nanoscience, where hydration
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processes are critical. The insights gained from this study contribute to the
broader effort of developing computationally efficient first-principles based
thermodynamic models applicable to nanoscale materials, reinforcing the role
of theoretical and computational chemistry in advancing our understanding of
material stability and reactivity under realistic conditions.
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ABSTRACT: Ab initio atomistic thermodynamics (AIAT) has become an indispensable

tool to estimate Gibbs free energy changes for solid surfaces interacting with gaseous
species relative to pressure (p) and temperature (T). For such systems, AIAT assumes that
solid vibrational contributions to Gibbs free energy differences cancel out. However, the
validity of this assumption is unclear for nanoscale systems. Using hydrated titania %
nanoparticles (NPs) as an example, we estimate the vibrational contributions to the Gibbs

free energy of hydration (AG,,yd(T,p)) for arbitrary NP size and degree of hydration.

Comparing AGy,y(T,p) phase diagrams for NPs when considering these contributions &
(AIAT,,,,) relative to a standard AIAT approach reveals significant qualitative and <
quantitative differences, which only become negligible for large systems. By constructing a E % g

size-dependent AGy,4(T,p) phase diagram, we illustrate how our approach can provide
deeper insights into how nanosytems interact with their environments, with many potential

- o

applications (e.g., catalytic nanoparticles, biological colloids, nanoparticulate pollutants). S
C omputational modeling is increasingly playing a central Viable materials, irrespective of their size, should not only
role in the discovery and development of new materials possess desirable characteristics but should also be synthesis-
that underly many technological advances. Here, approaches able and sufficiently stable once made.” These latter conditions
based on density functional theory (DFT) are widely are determined by both kinetics and thermodynamics. Kinetics
employed due their capacity to calculate properties of materials can be studied to compare the rates of different synthetic
accurately and rapidly. Formation of data sets of DFT-based routes followed to obtain a material from a given starting point.
calculations of thousands of compounds, and subsequent Thermodynamics is more fundamental as it pertains to
exploration using machine learning methods, can be employed whether such a synthesis is plausible under given conditions,
to propose candidate materiaﬁls with desirable characteristics regardless of the rate or route taken. The Gibbs free energy of
for a class of applications.l'“ Still, however, the deliberate formation, AG](T,p), (i.e, the difference in Gibbs free energy
theoretical design of materials with structures and properties between start and end points of a material’s synthesis at
that are tailored for specific real life technological uses remains temperature T and pressure p) determines the favorability of
a significant challenge. To better address this problem, DFT- the process. Phase diagrams derived from AG/(TIP) can thus

based models should account for the interaction of a material
with its environment. This more realistic situation can be

aPproximately captured for extf:n.d.ed sclii:l s_ystems interacti-ng From an experimental point of view, AG, !(T'P) is typically
with a gaseous phase }J}’ the ab initio atomistic thermodynamics viewed as being composed from the enthalpy of formation
(AIAT) approach. . For such systems, AIAT rnakes AH(T,p) and an entropic term AS(T,p), which are both
mmghf)fmg assumptions (see belf)w) that permit the functions of the heat capacity of the compounds involved in a
aPpllcatlon of standard DFT.calcula(mns. Dec.reasmg system formation reaction. The calorimetry experiments needed to
sizes to the nanoscale magnifies the complexity due to t.he accurately measure heat capacities of bulk materials are
emergence of a strong dependence of structures and properties intricate and time-consuming® and become even more
)

on size and surface area. For nanosystems, the AIAT hallenging f 17 o .
terials.” Th bility to theoreticall
approximations used when modeling extended solids become chaflenging for nanomateria’s ¢ possibility to theoretically

more questionable. Accurately modeling the huge variety of
important nanomaterials in realistic scenarios has thus been
hindered by the theoretical challenges involved. Herein, to help
address this issue, we propose a straightforward approach to
estimate the thermodynamic stability of nanoscale structures in
the presence of an interacting environment of gas-phase
species.

serve as useful guides for predicting the stability of materials
under realistic conditions.
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predict 8.Gf_T)p) values for materials of arbitrary size with
reasonable accuracy is thus very attractive. Prom. a computa-
tional view, a standard DFT calculation of the interna! energy
of a chemical system at O K typically pro\lides by far the most
significant contribution to .6..G;{Tp). In contrast, explicitly
calculating contributions to f:i. G€T,p) which depend on all
relevant degrees of freedom (* e.g., vibrations and atomic
configurations) before and after a formation process, is
relatively highly cornputationally demanding. For systems
composed of hundreds ar thousands of atoms explicit
calculations of these contributions quickly become practically
intractable. Although these contributions are typically rnuch
srnaller than the O K interna! energy, irnportantly, they can
often be the deciding factor when assessing differences in
.0.Gj(Tp) for two competing processes.

For citended surfaces;, DFT cakulations have thus mainly
been used to predict properties at O K in vacuum due to the
high computational cost of explicitly evaluating all terms in
.6.G/T,p) for more rcalistic scenarios. Howcver, under certain
simplifying circumstances, ¢.G/T,p) values for extended solid
surfaces interacting with a gaseous environment can be
reasunably estimateJ by O K r.::akulate]J tlnergy Jifferenr.::es uf
the solids plus therrnodynamical properties of the gas phase
molecules assurned to behave asan ideal gas.RHere, 6.G;(T,p)
values relate to the forrnation energies of systems where
different proportions of gaseous molecules have adsorbed on
the salid surface. VVith such an AIAT approach, one typically
assurnes that (i) the vibrational entropy contribution from
surface atoms is the same for the dean and covered surface,
and (ii) each systern is dorninated by very few low energy
configurations. Then, for changes of coverage, the vibrational
contributions to .D..G/T,;p) for the surfaces cancel out and the
configurational entropic changes are negligible. The vibrational
contribution of the adsorbates (typically the zero point energy
- ZPE) can ako he included in snch calenlations far a
moderate extra computational cost. Here, the .6.G/Tp) values
become changes in enthalpies of the solid phase plus relevant
changes due to gas phase (and sometimes adsorbed) species.
Thus, .D..G/(T,p) values become accessible based on standard O
K DFT calculations induding normal modes of molecular
species.

This general AIAT approach to extended solids {hereafter
referred to as AIATsolid) has been widely used to predict the
state of single-crystal metal surfaces in contact with a gaseous
phase far a range of values of 7 and ]:L“‘q'10 Generally, the
AIAT approach relates to the use of O K calculated results to
estimate .D..G_/T,p) values for solid systems in the presence of a
reservoir of interacting chemical species.

For much smaller systems composed of up to a few tens of
atoms interacting with a gaseous environment, one can use O K
DFT calculations and standard statistical thermodynamics to
directly calculate ali relevant terrns that contribute to
.6.Gi(T,p). An AIAT description of such a system does not
rely on the simplifying asswnptions used in the treatment of
solid surface.:; hnt is derived from explicit calculation of all
relevant contributions to the partition function far ali parts of
the system (e.g., translational, rotational, vibrational, ZPE).
This AIATexphct methodology has been applied to calculate
.6.G_/Tp) for numerous clusters reacting wnh gaseous
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Between small molecular scale clusters and extended
macroscopic solids lie nanosized systems. 1-Iere, we find severa!
imporlant dasses of objects which can strongly interact with
their envirunmenb: (e.g., 1.:atalytir.:: nanopartides, biulugiul
colloids, nanoparticulate pollutants) for which a .6.G/T,p)-
based characterization could be highly instructive. These
systems are generally too large to be computationally tractable
using an AIATcxplicit approach. It is also often unclear if such
systerns are sufficiently large such that one can use the
approximations inherent in an AlATmlid. approach. Herein, we
propose a simple method to estimate t.GfT,p) values for
nanosysterns interacting with gas phase species. We thus
provide a general AIAT approach (hereafter referred to as
AIATu,,, that is tailored for the bridging system size regi.me
between the molecular scale and extended solids. In this way,
we demonstrate how to exploit the powerful AIAT method for
a significantly extended range of system sizes. Our work also
highlights the size-dependent limitations of the approxirnations
used in the standard AIATe sia approach to solid surfaces. As
our approach does not rely on any system specific properties, it
should be straightforward to apply it generally to many
nanosystems. By doing so, we hope that our ATAToano
sipproach wil.l yield new insights into how n;inoparticulrtte
systems interact v.::ith their environments with potentially wide-
ranging implications.

As a specific example of our approach, we consider
photoactive tifania (TiO2 and its interaction with water
molecules. Such a system is relevant to severa! technological
applications ( e.g., water purification, photoreduction of CO,,
water splitting).""'® Key to the AIATnmo approach is the
choice of reference system.s. Ideally, for the lower size lim.it,
these systems should be small enough to permit a AIAT explicit
trealm!!nl ami large enough tu exhibit typir.::al nano€r.::alt!
characteristics. Here, as an example, we mainly consider a
NP system based on a 48 atom (TiO2) 16 core structure cut
from the bulk anatase crystal structure which we progressively
hydrate while minimizing perturbations to its core structure.
This systern possesses the bulk-like stability and structure of
larger anatase NPs (thus providing a natural limiting case for
such systems) while allowing far an explicit calculation of ali
contributions to #.Gh,iTp) (i.e., the Gibbs free energy of
hydration). We note that constraining the core structure ofthe
NP to maintain a characteristic anatase-like structure leads to
slightly different results in the final AIAT nano approximation
compared to the use of globally optimized (TiO2)16(H20),.
structures'® (see Sl in the Supporting Information (SI)). Asan
example of a molecular scale system, we also consider a
(TiO,)a(H;2,0L, system for which globally optimized structures
were used. ;)

For the large size limit, we use an extended anatase TiO»
(101) surface with different degrees of hydration. The surface
model was represented hy a periodically repeated slah
consisting of six atomic layers of a (3 x 1) snpercell, exposing
the (101) surface on either side of the slab. Reciproca! space
sampling at I point only was found to be sufficiently
accurate.'” A 20 A vacuum spl.ce between repeated sbbs in
the direction perpendicular to the surface was uscd avoid the
artificial interslab interactions.

To compare our i\[ATamo approach with the standard
AlATsolid method, we considera set of bipyramidal titania NP
“qtgms .‘i—?ﬂ@jmﬂ%ﬂj’ kqf@O atoms, namely (TiO2) ;(H20)mi

2165(H,0)ni- The titania r.::ore€p uf
these NPS were obtained from top-down cuts of the bulk

ht)$://doi.org/10.1 021/acs.jp:lettAcOI 531
J. Phys. Chrm. Lett. 1024, 15, 8240-3247
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anatase crystal structure to expose facets of the most stable
(101) surface®?" To standardize our reported (TiOyN NP
sizesi we use the diameter of a sphere containing N TiO; unitsi
wht:=re the volume uf a single unit is taken frum that in bulk
anatase. This leads to diameters ranging from ~2 nm (for the
(TiO2)s NP) to ~4.3 nm (for the fully hydrated (TiO2)165
NP). These NPs are in the size regime for which direct DFT-
based calculation of their vibrational frequencies would be
extremely computationally expensive.

We assume that the hydration of all considered titania
systems follows a mechanism where H>O dissociates upon
adsorption and H and OH species interact with surface O and
Ti atoms, respectively. This picture is supported by experi-
ments on anatase NPs’' where progressive hydration proceeds
from more reactive to less reactive regions (i.e.i apicali
equatoriali edge, and facet sites) until ali coordinatively
unsaturated atoms are covered. For extended (101) facets
(e.g., on large crystalline anatase NPs) sorne molecular water
adsorption will likely also occur along with dissociation.””
We note that molecular water adsorption is not likely to be
prevalent on the relatively small NPs in our test set. Such a
regime is also not relevant to the reported size-dependent
example of our method where we focus only on the initial
hydration step. The maximum degree of dissociative hydration
in our (TiO,)35(H,O)m, (TiO,)54(H,O)w (TiO,),.,(H,O)m
NPs corresponds to m = 34, 62, and 98i respectively (i.e.i
(TiO2)35(H,0)5.- (TiO2g4(H,0)sb and (TiO,)165(H,0)og).
For the (TiO,)I,(H,olm and (TiO,),(H,Olm systems, full
dissociative hydration is reached with eight and four water
moleculesi respectively. Lastlyi we considered a range of
different degrees of hydration of our (101) anatase surface
model. Figure 1 shows examples of titania systems consideredi
fur: Z1!fo, minimal (i.e., une water moler.::ule) an<l maximal
degrees of hydration.

The structures of ali as-cut anatase-based (TiO>\(H2O )i
nanostructures and the (101) surface model were optimized
using DFT-based calculations with the Perdew-Burke-
Ernzerhof (PBE) exchange-correlation functional/' as imple-
mented in the FHI-aims code.” A light-tier-1 numerical atom-
centered orbital basis set was utilized in all casesj which
provide results of triple-( plus polarization quality.'” The
energy and force thresholds far the energy minimization and
geometry optimization were fix.ed at 10-* eV and 10-* eV/Ai
respectively.

The most computationally expensive part of explicitly
evaluating .6..G1,,,/T,p) involves the calculation of the vibra-
tional degrees of freedom of the system. As this rapidly
becomes intractable with increasing system size, we take
(Ti02)11H,0).,, as a reference system for which it is practical
to explicitly calculate data to parametrize a temperature- and
size-dependentfib(T,N) function that consider™ contributions
frnm all atoms of the sy.,;tem. A,:; noted ahove, the Si7.e and
properties ofthis reference system (e.g., anatase-like strncture)
are also chosen so that jwh(7,N) should provide a reasonable
estimate of the vibrational contributions to 8 .Ghya(Tip) for
brger anatase-structured NPs. Although we expect that our
(TiOy) 1iH>0 jm NP system is a reasonablc choice of an
example to illustrate the expected type and magnitudes of
eiected contributions to .6.G/i>iT,p), how the specific form of
]I(T,N) depends on the chosen reference system will be
studied in more detail in future work. We note thati ideally, the
dmsen rdl!rl:!111.:e system(s) for Jerivingf"b(T,N) shuull have
structural/vibrational properties that are representative of NPs

Size
s R ——

n.,16 n=35 n=84 n=165 (101)surrace

e
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Figupe | Exawmples of (Ti0:)"(H.0);, NP models and the an 3@se
(101) surfact' supercell molJel used. Whik, gray, and red splm-es

denote H, Ti,. and O atoms, respectively.

in the scalable regime (i.e., where NP properties scale in a
regular manner with size).”

Figure 2 schematically compares our AIAT nano approach
with AlATexplicit and ATATsolid approaches used for smaller and
larger systems, respectively.

AIAT,,,
Generally applied

ficchani<d Mfixed approximations
[ContnbLtrono e

I Extended surfa
solids (>100

adsorbate related

Figure 2. Scheme indicating three ditferent system size regimes with
respect to the respective AIAT-based computation of 8.Gf, 7,p). Bine
and red, respectively, relate to the small and large regimes far which
AlATexplicit and AlIATsolid have been extensivdy applied. Our bridging
interpolation approach for nanosized systems (a1aTnmo) replaces the
cxplicit computation of vibrational frequencics with the use of a
tempcrature-dependent and N-dependent parametrized function,
rb(T.N), where N rcpresents a generic system size variable.

To estimate D..G1i JCTip) for a given hydrated tita.nia
nanostructure at a temperature (7) and partial pressure of
water vapor (p) at equilibrium we use:

iiG/y(T, p) = G(Tii,),(HO)(T)-  G(Tii,)(T)
- mjlg0(T, p) 1)
where pH 2‘D(T, p) i@ the chemical potential of the gas-phase

water molecule as a function of 7" and p. In this way,

8242 https:/do;.0,g/10.1021/acs jp:lettdc01531
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6.GliyiTp) estimates the free energy of hydration relative to
the respective nonhydrated system. Once we have obtained the
most stable degree of hydroxylation of a system under a range
of conditionsi the thermodynamic p versus 7 phase diagram
can be derived. The vibrational contribution to Gibbs free
energy, p,h, can be expressed as the sum of three terrns:

F'l'(r,e,) - EZPE(e,) + U"(T, e,) - TS"'(T, e,)

(@)
where U"ib and S";t are the vibrational contributions to the
interna! energy and entropy and £zre corresponds to the zero-
point energy (ZPE) contribution. s is the vibrational
temperature, which depends on the normal mode frequencies
(v1;). The standard analytical expressions for each term for a
molecular system can be found in ref 27. ueb and 5vib are
dependent on 7 and ;ue mainly iniluenced by lower
frequencies, whereas £zre is mainly governed by higher
frequencies and is independent of 7. In Figure S2 in the SI,
we show how the explicitly calculated pib(T,0k) at different
tﬁﬂ%ezr)a’t(\);{ﬁ‘df)a:se}slstg%h respect to frequency, wes for the

To circumvent the nced for calculating ali vibrational
frequencies, we define an analytical expression, pib(N,T), to
approximate pib_ J"ib(N T) is derived to reproduce both
contributions to pb for the hydrated (TiOy);60-1,0)m NP
system for different temperatures. We partitionrb(N,T) into
two terms: 'ih*ZPE (combining temperature-dependent terrns
and ZPE) IProximately accounting for energetic contribu-
tions and S” , which estimares the entropic contributions:

f viO=  Uvib-ZPE _ TSvib (3)

We approximate these contributions using the fol\owing
second order polynomial expression_.:;:

Uib-ZPE= (ap+ a, T+ asT)N,, + (bo+ b, T+ byT )m,
)

$" = (¢ + T + ¢, TN, ®)

where Nv = 3(3n +m) - 6, which is total number of vibrations
from ali Ti and O atoms in a (TiO2t(H20 )m NP. Similarly1 mv

= Im gives the total number of vibrations from the -0-H

groups. The values of al\ coefficients are provided in the SI.
The first term of U"ib-ZPE mainly captures the contribution from
the low-frequency Ti-O vibrational rnodes connected to the

temperature-dependent part, while the second term is mainly
associated with the higher frequency vibrations (-OH) from
the ZPE contribution. Although formally the ZPE contribution
is ternperature independent there is also a small contribution
from the intemal energy term from high -OH frequencies at
high temperatures, which leads to a weak. temperature
dependence of the second term in eq 4. The svib(7) term is
only determined by lower frequency Ti-O vibrational modes.
Fiaure S3 in the SI shows the evolution of both r_jvib-ZPE/and T-
svi contributions to the Gibbs free energy for our

{Ti0,,t,(H,O); NP with respect to 7. As our simple
derivation of fib is quite general with respect the types of
vibrations expected in any (TiO,)n(H,0)": NP/we assume that
it provides a reasonable account of the vibrational contribu-
tions to the Gi:ya(T1p) for NPs of this type for any i1 and m. We
also note that the thennodynamical terrns involved in fitting
S""h(N,T) are general to ali nanoparticulate-adsorbate systems.
‘We thus anticipate that fits like that used in eqs 4 and 5, with

parameters adjusted to reflect the respective number/types of
atoms and number/frequendes of vibrational modes, could be
used for m.any nanosystems. We also note that although a
simple polynomial fit was found to be adequate for this
example system, other types of fit may be more appropriate for
other nanosystems.

Using £, toestimare ali the vibrational contributions to
.6.GnriTIp), along -with all other nonvibrational contributions
calculated explicitly (e.g., O K interna! energy, rotational
translational entropic terms) we construct a ATATnano phase
diagram showing the most stable (TiO,)1H,0)"" composi-
tions with for a range of temperatures and partial pressures of
water vapor (see Figure 3b). Given the presumed applicability
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Figure 3. Thermodynamic p-T phase diagrams for the DFT-
optimized (TiO),iH,O)m NPs using different approaches to
calculate differences in 7/Gn;iT,p): (a) AIATexrlicitl (b) AIATnanoe
(c) AlATsolil, (d) AIAT1,J + i1Gzr& and (e) antoia + {1G,,;be Blue
and black dashed lines indicate the equilibrium vapor pressure with
ice and liquid water, respectively. Within each phase diagram, each
shaded region represents the most thermodynamically stable titania
NP for a cerlain degree of hydlalion.

of Boltzmann statistics and the harmonic nature of molecular
vibrations, we limit our temperature range to 100-1000 K, as
in previous studies.”’.’sWe consider water partial pressures
less than 1 X 10° Pa allowing us to consider water as an ideal
gas from around 450-500 K and above. For lower temper-

atures and higher pressures this is a more severe
approximation, but its impact is confined to a small region of
the phase diagrams only. Comparing the AlATnano phase
diagram with one derived using AIATcxplict (see Figure 3a) we
can see a reasonably good qualitative and quantitative match.
In contrast, for the corresponding phase diagram derived by
employing AIATs<Jlid (see Figure 3c), the agreement with the
explicitly calculated phase diagram significantly worsens.
Including explicitly calculated ZPE contributions (mainly
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Figure 4. From left to right: predicted j. Ghyd(T,p) phase diagrams for the hydration of('['iOzh;(HzO)‘..(leﬁ), (Ti02iH20),,,(middle), and
(TiO2)168 {H20).,, (right) obtained by using AiaTsobs (top) and AL T:iano (bottom). Blue and black dashed lines indicate the equilibrium vapor
pressure with ice and liquid water, respectively. Within each phase diagram, each shaded region represents the most thermodynamically stable

titania NP for a certain degree of hydration.

from adsorbate vibrations) within an A1ATsolid approach (i.e.q
AlATtolid + ZPEadsi see Figure 3d) only moderately improves
the phase diagram with respect to the AlaTexplicit description.
Conversely, including explicitly calculated non-ZPE temper-
ature-dependent vibrational contributions to an AIATsolid
approach (see Figure 3e) significantly irnproves the phase
diagram compared to the AIATexrlicit reference phase diagram.
This comparison indicates that the temperature-dependent
vihrational terms are the main reason for the differences
between an AIATsolid approach and a reference ATATexplidt
description.

Usingfibi we can now estimatc the vibrational contributions
to 6.G;va(T,p) for larger NPs in the scalable regime. We note
that lhe size-dependency of 6.G11va(T,p) values are largely
dominated by O K energy differences which are considered in
both AIAT nano and AIAT solid approaches. Generally, these
energy differences are more pronounced for smaller systems
than for larger systems, as hydration tends to Pcrturb the
former more than latter. From the definition of /" (see eqs 4
and 5), @b values far a specific change in hydration degree
do not explicitly depend on the size of the underlying titania
system (N). This also implies that the differences in
predictions of @GhyiTip) between AlATnano and AIAT,olid
approaches, for any fixed conditions and for a specific
hydration change, wil.l not be size-dependent. However, such
fixed shifts can still have a larger or smaller impact on
thermodynamic crossovers for differcnt NP sizes. To illustrate
this; in Figure S4 in the SI, we show the tempceraturc evolution
of 6.Ghja(T,p) as predicted by AIATnano and AlATsolid for
system sizes of (TiO,)iH20)mand (TiO,)u;s(H,O)i111 far the
hydration of the anhydrous systems by a single water molecule

(far a water partial pressure of 1000 Pa). As expected; the
temperature-dependent  difference between the predicted
variation in L)..GhyiT,p) by AlATsolid and AIATnano is the
same for both systern sizes. However, for each fixed systern
size, the predicted ternperature at which aG,,YiT'p) changes
sign (i.e., crosses the x-axis) is different for a AIATsohl and
ATATneno approaches. This change in sign signifies a change in
the relative stability of the system with respect to hydration
and is a key factor in defining the .0.G/iyiT,p) phase diagrams.
Importantly, the size-dependency of the 7 and p conditions at
which the predicted values of .0.G,yiT,p) change sign will
gencrally be different for a AIATnano approach with respect to a
ATATsolid approach. Consequently, the corresponding pre-
Jir.::te] 6.G1i,JCT,p) phape <liagrams fur butli approadit:s will bt:
distinct and size-dependent.

In Figure 4, we show the predictions frorn an Al.ATnano
approach as compared to AIATsolid for .6.Gh,iT p) phase
diagrams  for increasingly sized (TitzLs(H.i)m,
(Ti02)s4(H2O)mand (Ti02);dH20)mmodel NPs. We note
that for these systerns explicit DFT-based calculation of ali
vibrational modes would be computationally very expensive, as
compared to our (Ti02)16(H20),., reference system. For both
considered AIAT approaches and ali three NP sizes, ali phase
diagrams show an increasing preference for hydration as the
temperature decreases far the full pressure range. Of the three
considered NPs, as expected, the phase diagram far the
smallest (Ti0i}.35(Hz0),,,NP shows the largest difference ,vith
respect to the two ATAT approaches. Por this sizc, differences
in both the qualitative progression of the preferred degrees of
hydration and the tem.peratures and pressures at which they
are favored are seen. Slightly less dramatic differences between

https://do.org/10.1021/acs jpdett-1c01531
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the two approaches are also observed for the larger two NPs.
Here the qualitative description of the predicted .o'.GIi,a(T/p)
phase diagrams is similar, but the quantitative agreement is
often quite poor. This is particularly clear for higher pressures
where, in line with Figure S$4, we see that .0.Glii T)p)
predicted to occur at significantly higher
temperatures in an AIAT nano approach as compared to
AIAT!olid- Considering the similar comparison in Figure 3,
these differences are likely mainly due to the inclusion of
estimates of temperature-dependent vibrational contributions
to @GhyJ(T.,p) in the AIATnno approach, rather than the effect
of ZPE contributions.

As our aiatnano description is based on estimating total
©G..yiT p) values from first-principles, it is independent of the
approximations made in AlATsolid. and thus, does not
necessarily converge to a AIATsuliJ description with increasing
size. However, we see in Figure 4 that the differences behveen
the predicted i/GhyiTp) phase diagrams from AIATnano and
AIATtolid appcar to converge with incrcasing sizc. In Figure SS
we track the size-dependent ALI\.Tnano versus AIATsolid
differences in the predicted crossover temperature for the
initial hydration onset. Here we can see that the highest
sensitivity occurs for smaller system sizes ( of a few hundred
atoms) where the ternperature difference can vary over more
than 200 K for relatively srnall changes in system size. With
increasing system size, we indeed see that this difference starts
to converge to a constant value for which the large system size
AlATiano predictions can range above and below the
corresponding AIATsolid predictions. We may expect that
such differences should approach zero if the assumptions of
ATAT,o;d are taken to hold for the infinite sized limiting
system. In such a case, we can use an AIAT,olid description of
€©G..yiTp) for an anatase bulk surface modelas a size-limiting
description for ATATnarn,- U..:;ing this limit and an ATATnano-
based ilG,y.i(T,p) description for aset of finite systems, such as
shown in Figure 4, we can interpolate between these two
regimes (i.e., ALATtlano€ AIATsohd) to estimate the arbitraty
size dependcncy any particular crossover.

Pinally, to highlight a practica! example of an AIATnano--;.
AlATiolid approach, in Figure 5 we show a size-temperature-
pressure-<lepen<Il:nt <liagram pre<liding thr.= thermo<lynamir.::
conditions at which anatase NPs initially becornes hydroxy-
lated (see section S6 of the S1). Again, we focus on the

crossovers — are

Pressure (Pa)
3
IS

100 200 300 400

500
Temperature (K)

600 700 800 900 1000

Figure 5. Size-dependency of the 8G/yiT p) crossover contour for

the initial hydration of an anhydrous anatase titania system by one
water molecule. The colored regions correspond to different titania
NP sizes. White dashed contours highlight selected NP sizes.
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8Ghya(T,p) crossover contour dividing the anhydrous system
and the systern with a single water rnolecule adsorbed on it.
Following a similar strategy to that described above (see also
SI}i we use the AIATnan -predicted crossover contours from
our (TiO,);5(H20)., (TiO1)y4(H,0)., and (TiO51dH-0).
model NPs and the corresponding bulk AIATsolid-derived
limiting contour derived for our anatase TiOi{l101) surface
model. In Figure 5 we highlight the contours corresponding to
sorne selected NP diameters: (i) 1 nrni a size at which global
optimization searches have established that noncrystalline
anhydrous TiO» NPs with quasi-spherical morphologies are
the most energetically stable,'® (ii) S nm, which corresponds to
the upper limit for TiO, NPs to exhibit spherical-like NP
morphologies/® and (iii) 20 nm ,which is close to the upper
limiting NP size for rclative thermodynamic stability of anatasc
with respect to rutile.” Far the 1 nm diameter crossover
l.ountuur wr= arr.= duse in @izr= lo the bulk-mimil.::kin€
(Ti02)j6(H,0). NP that we employed to derive our f”
function. Generally, below 5 nm in diarneter, fully crystalline
NPs tend to be less stable than amorphous quasi-spherical
NPs, and thus we expect our predictions to tend to be more
reliable for larger system sizes. We note that even for the
crossover contour corresponding to crystalline anatase NPs
with 20 nm diameters, the differences in 7 with respect to the
bulk limiting case are still significant (20-90 K).

Overall, using the hydration of titania nanostructures as an
example we derive an analytical fiinction fib to ;ipproximate
the SGl‘le,p} values with respect to NP size and degree of
hydration. f" accounts far the vibrational contributions to
I.GnyiTip) which avoids the explicit and computationally
prohibitive calculation of system frequencies. As such, fib can
be used to correct predicted differences in /.G, yiTp) based
on DFT-calculated O K total energies. The etfect of /"b on
differences in .0.G1,yiT,p) diminishes with increasing system
size but is still significant for nanostructures up to IUs of nm in
diameter. In this way, the AIAT nano approach can be used to
calculate /I.G/T,p) phase diagrams for nanosystems that are
too large to use AlATexplicit and too small to reliably employ
AIAT@nli<l. Our AIATMnn approach thus bridges the gap
between the small cluster regime (diameters <2 run)
and extended surfaces and solids. As the AIATnano approach is
not dependent on any system specific properties it is quite
general and opens the door to a computationally efficient
DFT-based treatment of nanoscale structures when interacting
with their environment.
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5.1 Introduction

Understanding excited-state dynamics in TiO> is fundamental for advancing
applications in photocatalysis,'" photovoltaics,* and energy storage technolo-
gies. The efficiency of these processes is largely determined by how photoex-
cited charge carriers behave, specifically how electrons and holes are gener-
ated, transported, and recombined. While TiO; is widely employed as a photo-
active material, its performance is limited by ultrafast recombination events
that reduce charge carrier lifetimes and lower overall efficiency. Therefore,
characterizing and controlling these excited-state processes is critical for de-
signing more efficient energy-harvesting devices and photocatalytic systems.

Excited-state phenomena in TiO; include a complex interplay of light absorp-
tion, exciton formation, charge trapping, electron-hole recombination, and en-
ergy dissipation.’” These processes occur over multiple time and energy scales,
ranging from femtoseconds to microseconds, making their theoretical and ex-
perimental study particularly challenging. Nonradiative recombination, which
leads to the loss of absorbed photon energy as heat, is a major limiting factor
in TiOz-based solar energy applications. By contrast, extending charge carrier
lifetimes through surface modification, defect engineering, or hydration can
enhance performance in photocatalysis and optoelectronic applications.

A comprehensive understanding of excited-state relaxation mechanisms is par-
ticularly necessary for nanoscale TiO; clusters, where quantum confinement
effects further alter carrier lifetimes and recombination pathways. Unlike bulk
Ti10,, where extended delocalized electronic states enable efficient charge sep-
aration, small nanoclusters exhibit strong carrier localization, which often leads
to rapid recombination. Hydration, defect formation, and surface functionali-
zation further modulate these dynamics, introducing new pathways for electron
and hole relaxation. Recent developments in ultrafast spectroscopy,®® time-re-
solved photoluminescence,'’ and nonadiabatic molecular dynamics (NA-
MD)!!12 have provided powerful means to investigate and model these ultrafast
processes.

This chapter focuses on excited-state dynamics in TiO2 nanostructures, empha-
sizing the impact of hydration degrees on charge recombination times. We first
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review key experimental and theoretical studies that have shaped our under-
standing of photoexcited charge carrier behaviour, before presenting our own
findings using NA-MD simulations. Our results provide insight into how hy-
dration modifies electron-hole recombination rates, with implications for the
design of functionalized TiO.-based materials for solar energy conversion and
catalysis.

5.1.1.1 Exciton Formation and Charge Carrier Trapping in TiO2-Based
Systems

The ability of a photocatalyst to drive chemical transformations under light il-
lumination depends fundamentally on its capacity to generate, separate, and
transport photoexcited charge carriers.!*'* In titania systems, these processes
are strongly influenced by intrinsic properties such as particle size, crystal
structure, and surface termination. Among the key challenges limiting photo-
catalytic efficiency is the tendency of charge carriers to become trapped or re-
combine before they can reach reactive surface sites.

A substantial body of theoretical and computational work has addressed the
formation of excitons and the localization of charge carriers in TiO»-based na-
nomaterials. Size- and structure-dependent effects on ground- and excited-state
electronic structure have been investigating, showing that smaller TiO2 nano-
particles exhibit larger energy gaps and stronger electron-hole Coulomb inter-
actions, which lead to reduced free carrier formation.!> Such findings suggest
that as TiO> NPs become smaller, the charge carriers tend to localize more
strongly, preventing long-range transport —an important consideration for ap-
plications requiring efficient charge separation, such as in photocatalytic and
photovoltaic devices.

Exciton binding energies in TiO; nanoparticles up to 20 units in size have been
studied, revealing that Frenkel excitons dominate at the nanoscale and signifi-
cantly impact charge separation efficiency.'® The results indicate that exciton
binding energy follows an inverse power law with size, posing a fundamental
limitation for ultrasmall titania NPs used as photocatalysts. This observation
aligns with previous studies showing that quantum confinement effects
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increase exciton binding energy in small systems, hindering free carrier for-

mation.'”!8

TD-DFT calculations using hybrid functionals have been employed to analyse
static charge separation properties in anatase-derived bipyramidal TiO, nano-
particles.!” This computational study emphasizes that structural anisotropy can
lead to significant variations in charge recombination rates, as different crystal
facets exhibit distinct electron-hole overlap characteristics. Surface states have
also been shown to play a major role in defining excited-state lifetimes,?*!
highlighting the importance of considering surface modifications when design-
ing functional TiO; nanomaterials. However, theoretical insights into excited-
state electronic properties in photocatalytic materials have highlighted the lim-
itations of static calculations (as in the reference 19) for describing ultrafast
carrier relaxation processes.?? This body of work underscores the necessity of
employing dynamic simulation methods, such as non-adiabatic molecular dy-
namics, to accurately capture charge carrier dynamics in TiO> nanostructures

Besides theoretical and computational efforts, experimental confirmation of
size- and structure-dependent excited-state dynamics has also emerged. Ultra-
fast pump-probe spectroscopy measurements on (Ti0O;), clusters with sub-na-
nometer dimensions revealed that even-numbered clusters exhibit longer re-
combination lifetimes, a behaviour attributed to enhanced structural rigidity
and stronger polaron formation tendencies.?® In related work, femtosecond
transient absorption studies on 1 nm molecular polyoxotitanate clusters showed
pronounced exciton binding energies and complex recombination kinetics
ranging from sub-picosecond to hundreds of picoseconds. These dynamics
were found to be influenced by coordination geometry, surface states, and
quantum confinement effects.?*

Further insight into charge carrier localization was provided by femtosecond
time-resolved X-ray absorption spectroscopy on anatase TiO, nanoparticles.
These measurements captured an ultrafast red-shift in the Ti K-edge within
~100 fs, signalling the rapid formation of self-trapped polarons and structural
distortion near the surface.>® Additionally, experiments on catechol-functional-
ized Tii17 clusters demonstrated that photoinduced hole migration across ligand
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sites occurs on sub-100 fs timescales, underscoring the critical role of interfa-
cial electronic coupling in modulating carrier mobility.*

5.1.2 Nonadiabatic Dynamics and Charge Recombination Pathways
While TD-DFT and wavefunction-based methods have provided valuable in-
sights into T10; excited-state properties, their ability to predict real-time charge
carrier evolution remains inherently limited by the Born-Oppenheimer approx-
imation. To address this limitation, NA-MD approaches, which explicitly in-
clude electron-nuclear coupling and decoherence effects, have emerged as a
powerful tool for modelling photoexcited carrier dynamics in TiO2 nanostruc-
tures. Several studies have used real-time TD-DFT combined with nonadi-
abatic surface hopping approaches to investigate excited state dynamics titania-
related systems.

For instance, Nam et al. demonstrated that both NP size and shape affect non-
radiative recombination rates, with larger TiO; clusters exhibiting slower re-
laxation due to reduced nonadiabatic coupling (NAC) strengths.!! Their work
illustrated how excitonic localization within differently shaped TiO, NPs af-
fects carrier lifetimes, confirming that morphology-driven variations in elec-
tronic structure influence recombination behaviour. Their computational re-
sults were further corroborated by time-resolved photoluminescence experi-
ments, which directly measured the impact of shape anisotropy on recombina-
tion times.

A particularly important factor influencing charge recombination is the pres-
ence of oxygen vacancies (O) in TiO2 NPs. Another research conducted by the
same group explored how oxygen vacancy location alters electron-hole recom-
bination pathways, revealing that subsurface O sites can actually slow down
recombination by stabilizing charge-separated states, while surface O sites pro-
mote rapid carrier relaxation.!? Their study emphasized the importance of de-
fect engineering, showing that precise control over vacancy distributions could
lead to improved photocatalytic performance.

Another notable example of NA-MD applied to a TiO»-based system involves
a study that combined ab initio and nonadiabatic molecular dynamics to inves-
tigate charge carrier dynamics on reduced rutile TiO2(110) surfaces in the
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presence of a CO adsorbate.?” Their simulations revealed that the CO molecule
not only enhances surface polaron stability by attracting subsurface polarons to
the surface, but also suppresses polaron hopping and alters the orbital character
of the electron trap state. This interaction led to a reduction in nonadiabatic
coupling and shortened decoherence times, which in turn slowed down elec-
tron—hole recombination, as confirmed by their NA-MD results.

Importantly, the study highlights that surface adsorbates can serve as dynamic
modulators of charge carrier lifetimes, not simply by introducing new reaction
pathways, but by altering the fundamental nonadiabatic recombination mecha-
nisms through electronic structure changes and vibrational coupling. These in-
sights underline the necessity of incorporating surface chemistry effects into
time-resolved simulations for an accurate description of photocatalytic activity
in TiO;-based systems.

In this context, this thesis applies NA-MD methodologies to hydrated TiO:
nanoclusters, addressing how (surface) hydration accelerates radiative and non-
radiative recombination pathways. Apart from the previous work of Muuronen
et al. who examined the mechanism of water oxidation on the surface of a
(TiO»)s cluster,?® we are not aware of other studies of the influence of chemi-
sorbed water on excited-state dynamics in hydrated TiO2 nanostructures. Con-
sidering that in realistic photocatalytic systems, the surfaces of photocatalytic
Ti0,-based materials are most often covered with water, understanding the im-
pact of water on the photoinduced dynamics of excited states of hydrated titania
nanostructures is essential for providing a better understanding of the photo-
catalytic systems.

5.1.3 Many-Body Effects in Nonadiabatic Dynamics

The accurate simulation of excited-state dynamics in TiO, nanoclusters re-
quires a framework that properly accounts for electron-electron interactions,
excitonic effects, and strong nonadiabatic couplings. Conventional studies
based on single-particle (SP) approximations within density functional theory
have provided significant insights into the electronic and optical properties of
nanostructures.'>?’ However, SP-based descriptions fail to capture the full
complexity of electronic excitations, often neglecting important many-body
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(MB) effects that arise from electron-hole interactions and multiconfigura-
tional character. Recent research has demonstrated that accounting for MB ef-
fects via a more rigorous linear-response (LR) TD-DFT framework leads to

significantly stronger NACs and, consequently, faster excited-state dynam-
g 30-32
ics.

SP-based DFT methods treat excited states as independent particle-hole exci-
tations, ignoring the correlated electron-hole interactions that govern real-
world exciton dynamics. This simplification is reasonable in weakly interacting
systems but breaks down in quantum-confined systems such as TiO» nanoclus-
ters, where the Coulomb interaction significantly influences the character of
the excited states. SP methods also lead to underestimation or even incorrect
description of nonradiative decay rates, as they fail to include configuration
mixing, which is critical for enabling electronic state transitions,

One fundamental issue with SP-based TD-DFT is that the choice of exchange-
correlation functional strongly affects the computed excited-state properties.™
Generalized gradient approximation (GGA) functionals, such as PBE, suffer
from self-interaction errors and cannot properly capture charge-transfer excita-
tions, leading to spurious energy levels and artificial stabilization of excited
states. Moreover, GGA-based functionals often underestimate exciton binding
energies and provide incorrect energy ordering of excited states, limiting their
predictive power for ultrafast charge dynamics.>*

To address these deficiencies, many-body corrections within a linear-response
TD-DFT formalism enable a proper treatment of electronic correlations and
nonadiabatic interactions. The MB approach allows for state mixing, which en-
hances nonadiabatic coupling strengths and accelerates excited-state relaxation
processes. This has been demonstrated in various nanomaterial systems, in-
cluding CdSe and Si nanoclusters, where MB-based simulations showed a 2-
4x acceleration in excited-state lifetimes compared to SP approximations.’!

One of the key advantages of MB-based approaches is the incorporation of
range-separated hybrid functionals (RSF), which provide a balanced treatment
of short- and long-range exchange interactions. Unlike pure hybrid functionals,
RSF functionals dynamically tune the fraction of Hartree-Fock exchange,
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significantly improving the description of excitonic effects. Studies using opti-
mally tuned RSF functionals have shown that they yield more accurate nonadi-
abatic couplings, leading to an improved prediction of carrier relaxation times.

This strong coupling between states also explains why MB methodologies re-
sult in faster excited-state decay in TiO2 nanoclusters compared to SP methods.
When NACs are weak, charge carriers remain trapped in long-lived excited
states, reducing photocatalytic efficiency. By enhancing state mixing, MB
frameworks allow for faster and more realistic excited-state relaxation dynam-
ics, making them a superior tool for studying ultrafast photophysical processes
in T10; systems.

Despite their advantages, many-body approaches remain computationally more
expensive than SP-based methodologies. Hybrid functionals, particularly
range-separated hybrids, increase the cost of TD-DFT calculations, making
large-scale simulations challenging. However, the trade-off in computational
expense is justified by the significant improvement in accuracy, as evidenced
by recent studies comparing RSF-TD-DFT against wavefunction-based meth-
ods. Furthermore, efficient numerical integration techniques and reduced dy-
namical basis sets have been implemented to ensure feasibility for realistic
nanocluster sizes.

By accounting for many-body effects, state mixing, and enhanced NACs, MB-
based methodologies bridge the gap between single-particle-based simulations
and experimental ultrafast spectroscopy measurements. This methodological
advancement not only improves the reliability of charge carrier dynamics pre-
dictions but also provides deeper insights into the fundamental mechanisms
governing nonradiative recombination in nanoscale systems. The growing
body of research applying these methods to semiconductors, quantum dots, and
metal oxides has demonstrated their superior accuracy and predictive power in
describing ultrafast relaxation processes.

5.2 Results

Our study investigates how surface hydration influences the excited-state prop-
erties of small TiO, nanoclusters using nonadiabatic molecular dynamics.
Based on the titania/water (m/n) ratio, our selection covers 0% as for the
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anhydrous (Ti07)4 and (TiO,)s clusters, ~25% for (Ti02)s(H20)2, ~50% for
(Ti02)4(H20)2, ~60% for (TiO2)s(H20)s, and ~100% for (Ti02)4(H20)4 hydra-
tion degrees. While prior research has explored size-dependent trends in charge
carrier relaxation,!"!>2* a detailed understanding of how water adsorption mod-
ifies radiative and nonradiative recombination remains an open question. By
explicitly including many-body interactions within our TD-DFT-based NA-
MD framework, we assess how hydration alters electronic structures, vibra-
tional properties, excitonic effects, and nonadiabatic couplings to ultimately
influence charge carrier lifetimes. We focus on determining the electron-hole
recombination dynamics to compute the ground state (So) population recovery
kinetics starting from the first excited singlet state (Si). The S; state represents
an important stage in the relaxation process, as it is typically well separated
from So by an energy gap. The Si— So transition becomes the bottleneck of the
excited state relaxation process and largely determines the overall efficiencies
of photovoltaic materials.*

We also conduct a systematic assessment of various components of our com-
putational methodology. In particular, we investigate the applicability of the
classical force fields to NA-MD calculations as a computationally feasible al-
ternative to AIMD. We explore the role of hybrid density functional in such
simulations. Finally, we conduct a comparative analysis of several trajectory
surface hopping and decoherence correction methodologies as applied to mod-
elling nonradiative recombination in this class of systems.

5.2.1 Power and influence spectra

To comprehensively capture these effects, we employed a multistep computa-
tional workflow (see Figure 2.2), beginning with the generation of nuclear tra-
jectories using both force-field molecular dynamics (FFMD) and AIMD ap-
proaches. FFMD was used to efficiently explore larger configurational space,
while AIMD provided more accurate descriptions of anharmonic vibrational
motion. The vibrational properties of the clusters were analysed by computing
the power spectra of atomic motions, as in Figure 5.1, allowing us to track hy-
dration-induced shifts in vibrational modes. Hydrated clusters displayed sof-
tened vibrational frequencies compared to their anhydrous counterparts, with
prominent shifts in low-frequency Ti-O stretching modes and bending
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vibrations of surface hydroxyl groups, indicating stronger electron-phonon
coupling in the presence of water molecules.

The systematically lower frequencies in the AIMD spectra with respect to the
FF-based one may be attributed to a better description of anharmonic effects in
the former approach. The anharmonicities also realize the cross-coupling of
vibrational modes and vibrational energy redistribution between them. Thus,
vibrational energy is more likely to diffuse between different modes and acti-
vate them, in addition to resonances of vibrational modes. As a result of these
two effects, the AIMD approach generates denser vibrational densities of states
compared to the FFMD dynamics. Despite the noted differences, the high de-
gree of resemblance between spectra computed with FFMD or DFT-based
AIMD points out that the tested FFs are sufficiently accurate to act as compu-
tationally-efficient counterparts to DFT calculations in potential studies of
larger titania-derived systems, where the AIMD based approaches become sig-
nificantly almost unattainable.

Figure 5.1 also shows the influence spectra and the energy evolution of the first
excited state (insets) computed for (TiO,)s-based clusters using TD-DFT cal-
culations with three density functionals: PBE (blue), PBEO (red) and B3LYP
(green). All spectra indicate that the S;—S, transition is driven by the Ti-O-Ti
angle bending modes that are in the 500-1000 cm™! range.*%® In particular, the
mode at around 1000 cm™ is present for all methods and in all systems. Nota-
bly, the mode appears to be split when DFT is used for computing the guiding
trajectory (e.g., the peaks in the 500 to 1400 cm™! range), while it consists of
only one strong peak at around 1000 cm™ when the FF is used for producing
the guiding trajectory. The splitting observed in AIMD DFT-based spectra is
likely due to the activation of different modes due to the anharmonic effects
enabling the vibrational energy transfer between the modes and hence their ap-
pearance in the spectrum. This effect is rather general since the AIMD influ-
ence spectra show a larger number of modes coupled to the electronic transition
of interest than the FF-based influence spectra. The Ti-O stretching modes in
the 100 to 200 cm™! range®® do not show strong coupling to the electronic tran-
sition of interest in neither bare nor weakly hydrated clusters (Figures 5.1 a-d).
However, these modes are present in the strongly hydrated system and only
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when DFT is used for producing the guiding trajectory (Figure 5.1 e). Im-
portantly, despite all methods show the hydroxyl vibrational modes around
3000 cm™ in the power spectra, this mode is not coupled to the S1—>Sy transition
as it is not present in the influence spectrum.
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Figure 5.1: Normalized (squared) power and influence spectra for (TiO)s (a,
b), (TiO2)s(H20): (c, d) and (TiO2)s(H20)s (e, f) systems. The power spectra
are computed using nuclear trajectories obtained with AIMD (a, ¢, e) or classi-
cal FFMD (b, d, f) methods. The influence spectra characterize the vibrational
modes that drive the transition between the ground state and first excited state.
The insets show the evolution of the ground-to-first-excited-state energy gap
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in corresponding calculations. Color codes: grey — power spectra, blue, red and
green —influence spectra. For the influence spectra, TD-DFT-calculated excita-
tion energies are computed with B3LYP (green lines), PBEO (red lines) and
PBE (blue lines) functionals.

5.2.2 TD-DFT excited state energies and NACs

To rationalize the contributions from different vibrational modes as shown in
the influence spectra, we analyse the electronic densities corresponding to the
highest occupied molecular orbital and the lowest unoccupied molecular orbital
of the (Ti02)4(H20),, (m = 0, 2, and 4), and (Ti0,)s(H20),, (m = 0, 2, and 5
nanoclusters). For all considered functionals, we find that the composition of
the lowest excited TD-DFT state, S, is dominated by the HOMO—LUMO ex-
citation, as can be quantified by the squares of the CI coefficients with which
they mix in the TD-DFT “wavefunctions”

We thus only focus on the frontier orbitals to rationalize the observed features
of the influence spectra. Regardless of the hydration degree, the larger elec-
tronic densities are located around the Ti-O bonds. Thus, the Ti-O bond stretch-
ing as well as O-Ti-O or Ti-O-Ti angle bending modes can affect the corre-
sponding MOs and excited states the most and hence reveal themselves in the
influence spectrum.

The analysis of the trajectory-averaged first excited state energy computed with
different methods reveals that the hydration of titania nanoclusters induces a
systematic increase of the trajectory-averaged vertical excited state energies,

Esz (see Figure 5.2 a-b and insets of Figure 5.1We rationalize this effect by
two factors, (i) energy gap opening due to the removal of defect states (i.e.,
uncoordinated O and Ti sites), and (i1) weaker stabilization of charge transfer
excitations in hydrated systems. First, the hydration of titania nanoclusters pro-

motes the electronic energy gap opening, as estimated by the HOMO—-LUMO
difference by passivating defect midgap states originated due to under-coordi-
nated (Oi. and Tis) surface atoms in the bare or weakly hydrated (Ti02)s sys-
tems. By increasing the hydration of titania nanoclusters, the “defect” states are
removed more completely thus opening the energy gap. This mechanism was

already reported in previous works***? and detailed in chapter 3 of this thesis.
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Second, excited states exhibit more isotropic charge distributions in strongly
hydrated systems, leading to smaller excited-state dipole moments and, conse-
quently, reduced Coulombic stabilization of these states. This effect contributes
to an increase in the excitation energy of the strongly hydrated clusters

The latter effect can be explained by means of the analysis of the orbitals in-
volved in the excitations. The analysis of the CI amplitudes suggests that the
S: states of nearly all considered clusters are dominated by the
HOMO—LUMO excitation. For the bare (T102)s nanocluster, such a transition
is a longer-distance charge transfer that creates a strong dipole moment. The
resulting charge-separated state has a notable Coulombic interaction between
electron and hole which lowers the energy of the corresponding excited state
to a larger extent than in smaller (TiO;)4 nanocluster. With the increased degree
of hydration, both HOMO and LUMO involved in the excitation exhibit higher
symmetry and are more delocalized. The corresponding HOMO—LUMO tran-
sition thus results in a shorter-distance charge transfer, smaller S; dipole mo-
ment, smaller Coulombic stabilization and hence in higher excitation energy of
the S; excited state

5.2.3 NAGCs

The next step in our analysis involved computing nonadiabatic couplings
(NACs), which dictate the efficiency of nonradiative recombination, as in
Equation 2.40. We focused on the analysis of the trajectory-averaged nonadi-
abatic coupling (NAC) between Sy and S; states as computed with each TD-
DFT methodology (Figure 5.2 c-d). With a few exceptions, the average NAC
values obtained for FF-based trajectories are somewhat higher than those for
the AIMD-based trajectories, although the values lie within each other’s error
margin, for each selected combination of system and density functional. Thus,
the use of the FF-based trajectories appears to be a reasonable approach for
computing NACs when computational demands do not allow using DFT-based
AIMD trajectories.

The NAC values gradually increase with the increase of the degree of hydrox-
ylation. This effect is, in principle, counterintuitive because the NAC between
a pair of states should be inversely proportional to the energy gap between such
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states. However, the NACs can be regarded as a quantification of the wave-
function change upon a nuclear perturbation. Thus, for NACs to be large, it is
important that: 1) the vibrations that couple to the pair of states of interest are
activated, and i1) the wavefunction changes with the symmetries different to
the symmetries of the corresponding vibrational modes. As we alluded to
above, the addition of water molecules to the (TiOz), clusters triggers some
nuclear disorder. Thus, additional vibrations efficiently coupling the So—S;
electronic transition can be activated leading to large average NACs.
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Figure 5.2: (a-b) Trajectory-averaged values of the first excited state energies
(obtained with three DFT functionals) for each of the six clusters. Color codes:
blue, red and green — PBE, PBEOQ, and B3LYP functionals. Empty and solid
circles correspond respectively to DFT-based and FF-based nuclear trajecto-
ries. (c-d) Trajectory-averaged values of the trajectory-averaged nonadiabatic
couplings between ground (So) and first excited state (Si) obtained with three
DFT functionals for each of the six clusters. Color codes: blue, red and green
— PBE, PBEO, and B3LYP functionals. Empty and solid squares correspond
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respectively to DFT-based and FF-based nuclear trajectories. Error bars repre-
sent the standard deviation for each of the calculations.

This explanation is also consistent with the presence of an apparent threshold
of switching between NACs being sensitive or not sensitive to the amount of
water chemisorbed on titania nanoclusters. Indeed, in the small (Ti02)4(H20),,
nanoclusters, the surface/volume ratio is larger than in the larger (TiO2)3(H20)
ones. Thus, the surface water molecules cause more significant disorder in the
former systems leading to immediate nearly linear dependence of NAC on the
number of water molecules (Figure 5.2 ¢). In the (Ti02)s(H20), systems, we
first observe a plateau suggesting no dependence of NAC on the number of
surface water molecules. As this number increases, the disorder caused by the
surface hydroxylation becomes sufficient to affect the wavefunctions and in-
crease the NAC values (Figure 5.2 d).

5.2.4 Recombination

We conducted nonadiabatic molecular dynamics (NA-MD) simulations to in-
vestigate the nonradiative recombination rates in titania (Ti0O;) nanoclusters.
Our primary focus was on understanding how recombination times varied
based on several factors: the molecular dynamics approach used to generate
nuclear trajectories (AIMD vs. FF), the DFT employed to compute nonadi-
abatic couplings, the trajectory surface hopping scheme used to model nonadi-
abatic dynamics (FSSH, DISH, mSDM, IDA), and the size and hydration level
of the titania nanoclusters.

We first examined the role of the MD approach and the choice of DFT func-
tional. When we used the PBE functional to compute NACs, the recombination
occurred faster in FF trajectories than in AIMD trajectories, except in the case
of (TiO»)4 clusters. However, this trend reversed when we employed the hybrid
B3LYP functional, which generally increased NAC values. These differences
were most pronounced in fast recombination scenarios modelled with FSSH,
where the dynamics were strongly influenced by NAC values and nuclear mo-
tion details. In contrast, when we applied methods incorporating decoherence,
such as mSDM, we observed that recombination was primarily controlled by
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fluctuations in the energy gap, making the results less sensitive to nuclear tra-
jectories.

We also investigated the impact of the density functional on recombination
rates. Our results showed that hybrid functionals (PBEO, B3LYP) generally
yielded faster recombination than the semilocal PBE functional. This effect
stemmed from the distribution of NAC values, where smaller NAC values were
more frequently sampled in PBE-based simulations, while hybrid functionals
favoured larger NAC magnitudes. Consequently, the computed recombination
times followed the order tee > treE0 = TB3LYP across all TSH methodologies.

Next, we analysed the effect of different TSH approaches on recombination
times in Figure 5.3. In nearly all systems, we observed the order tmspm > Tipa
> TpisH(rev2023) > TFssH, consistent with the previous assessments.?!*%4344 The
mSDM method, which incorporated strong decoherence corrections, produced
the longest recombination times, with values reaching 900-1100 ps for (TiO2)a.
The IDA method generally resulted in slightly shorter recombination times than
mSDM, as it introduced decoherence corrections via wavefunction collapse on
the active state. Meanwhile, the 2023 revision of the DISH algorithm partially
accounted for decoherence, yielding results closer to FSSH but with slightly
longer timescales.

We further explored how hydration influenced recombination dynamics (see
Figure 5.3). Our results demonstrated that increasing hydration accelerated re-
combination across nearly all nanoclusters, density functionals, and TSH meth-
ods. This acceleration correlated with trends in NAC values, which increased
as more water molecules adsorbed onto the cluster surface. Consequently, car-
rier lifetimes decreased as the degree of hydration increased. However, we
noted an exception in the (TiO2)3(H20)2 system with FF trajectories, which ex-
hibited unexpectedly slow recombination dynamics. This anomaly could be at-
tributed to the low water coverage (~25%), which made the system behave
similarly to the anhydrous (TiO)s cluster. These findings suggested that
weakly hydroxylated titania nanoclusters could be more suitable for water-
splitting applications, as they promoted longer electron-hole separation times,
enhancing photocatalytic efficiency.
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Figure 5.3: Evolution of the ground state So population for classical FFMD
and AIMD nuclear trajectories and fixed PBE functional as the underlying
functional for computing the TD-DFT excitations. (a-c) and (d-f) panels
illustrate (TiO2)s and (TiO;)s cluster in their anhydrous and hydrated
counterparts. Red, blue, green, and black colored lines represent FSSH,
mSDM, DISH and IDA TSH schemes, respectively. The average population
for each case is shown in bold lines, whereas dashed lines account for the error
bars at each NA-MD timestep.

When comparing our computational results with experimental data, we found
discrepancies in reported recombination times. Prior time-resolved photoelec-
tron spectroscopy (TRPES) experiments estimated recombination times on the
order of nanoseconds,* which aligned with our results for anhydrous clusters
when using IDA or mSDM schemes. However, recent pump-probe spectros-
copy studies reported sub-picosecond recombination times,” which differed by
orders of magnitude from our computed values. We proposed an alternative
interpretation of these measurements, suggesting that the experimentally ob-
served ultrafast decay times could reflect relaxation to optically dark states ra-
ther than direct charge carrier recombination between the first excited and
ground states.
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5.3 Conclusions

In this last chapter of the thesis’ results, we investigated the impact of hydration
on the excited-state properties of small titania nanoclusters using nonadiabatic
molecular dynamics. Our results demonstrate that hydration plays a crucial role
in modulating charge recombination rates and electronic structure. Specifically,
we found that increasing hydration accelerates nonradiative recombination due
to greater isotropy and delocalization of the charge distribution in hydrated
nanoclusters. As hydration levels rise, the spatial symmetry of the system in-
creases, promoting orbital degeneracies that facilitate stronger nonadiabatic
couplings. This effect is particularly pronounced in smaller clusters, where
NAC:s increase approximately linearly with hydration, while in larger clusters,
an initial plateau is followed by a slower linear rise—suggesting a diminishing
influence of hydration as system size increases. These hydration-induced
changes lead to shorter charge carrier lifetimes, which can either enhance or
hinder the efficiency of TiO,-based photocatalytic and optoelectronic applica-
tions, depending on the specific requirements.

We also observed that hydration systematically increases the vertical excitation
energies of T1O; clusters. This energy gap widening results from three primary
factors: the removal of under-coordinated defect states, the introduction of
electric field effects by hydroxyl (—OH) groups, and a weaker stabilization of
charge-transfer excitations in hydrated systems. These findings suggest that the
electronic properties of TiO, nanoclusters can be fine-tuned through controlled
hydration, offering a strategy to optimize their performance in energy conver-
sion applications.

Our analysis of nonadiabatic couplings revealed that NAC values generally in-
crease with hydration, leading to faster nonradiative recombination. While this
might seem counterintuitive given the expected inverse relationship between
NACs and energy gap size, we interpret this behaviour as arising from hydra-
tion-induced increases in spatial isotropy and orbital degeneracy, which over-
ride the influence of the energy gap. The threshold behaviour observed in larger
clusters highlights the nuanced interplay between structural and electronic fac-
tors in defining recombination behaviour.



218 Exploring the excited state of TiO, nanoclusters

To ensure the robustness of our findings, we systematically assessed different
computational methodologies. Our results confirm that classical force-field
molecular dynamics can serve as a reasonable alternative to AIMD for model-
ling excited-state dynamics, although AIMD provides a more accurate repre-
sentation of anharmonic vibrational effects. Additionally, our comparison of
density functionals revealed that hybrid functionals, such as PBEO and B3LYP,
predict faster recombination than the semilocal PBE functional. This suggests
that a more accurate treatment of electronic structure is essential for reliable
charge relaxation simulations. Furthermore, our evaluation of trajectory sur-
face hopping methods indicated that different approaches yield varying recom-
bination times, with mSDM and IDA producing longer lifetimes due to their
inclusion of decoherence corrections, whereas FSSH predicted the fastest re-
combination.

From an application perspective, our findings indicate that weakly hydrated
Ti0, nanoclusters exhibit longer charge carrier lifetimes, making them more
suitable for photocatalytic processes such as water splitting. In contrast,
strongly hydrated clusters experience rapid recombination, which may limit
their effectiveness in photovoltaic and photocatalytic applications. These in-
sights highlight the potential of tailoring hydration levels and surface modifi-
cations to optimize the performance of TiO,-based materials in energy conver-
sion technologies.

Finally, our results provide new perspectives on the discrepancies between
computational and experimental charge recombination times. While some ex-
perimental studies report recombination times on the nanosecond scale, others
suggest ultrafast sub-picosecond dynamics. We propose that these ultrafast de-
cay times may correspond to relaxation into optically dark states rather than
direct charge carrier recombination. Ongoing research aims to develop predic-
tive capabilities for the ultrafast relaxation and recombination photodynamics
of small anhydrous titania clusters by integrating theoretical and experimental
approaches.

Although the primary focus of this study was on nonradiative recombination,
our calculations also provide insight into radiative pathways, which are



Exploring the excited state of TiO, nanoclusters 219

discussed in the publication attached at the end of the chapter. Notably, we ob-
serve that radiative recombination is faster in more highly hydrated systems,
due to the increased excitation energies and corresponding transition dipole
moments. Interestingly, among the bare clusters, the larger (Ti0)s system ex-
hibits faster radiative decay than (TiO;)s4, a result we attribute to the greater
electron—hole separation and enhanced dipole strength in the former.

In conclusion, our study advances the understanding of charge carrier relaxa-
tion mechanisms in TiO, nanoclusters, demonstrating that hydration signifi-
cantly influences excited-state lifetimes and nonradiative recombination. By
leveraging these insights—particularly the roles of electronic isotropy, charge
delocalization, and surface chemistry—we can guide the design of more effi-
cient TiO»-based materials for applications in solar energy conversion, photo-
catalysis, and optoelectronics.
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ABSTRACT: We report a nonadiabatic molecular dynamics (NA-MD) Hydration Degree
study on radiative and nonradiative recombination dynamics in small bare TD-DFT (IO

and hydrated titania nanoclusters, (TiO,),(H,0),, (m = 0, 2, 4) and BE v & &
¢

(Ti0,)(H,0),, (m = 0, 2, 5). Our findings indicate that increased
(T, (TOH0);

hydration raises excitation energies and nonadiabatic couplings,

(Ti0),(1,0), (Ti0,) (1,01,

B3LY (Ti0),(1,0);
accelerating both radiative and nonradiative recombination. We test the NA-MD

robustness of this predicted trend with respect to several important

choices in our NA-MD methodology. We find that nuclear trajectories

from classical force fields closely match those from density functional - msbm
theory (DFT) calculations, with recombination time scales weakly L
dependent on the choice of pure or hybrid functionals. Additionally,
decoherence corrections yield longer nonradiative recombination times
than the overcoherent fewest switches algorithm. Overall, our predicted

Excitation Energies
Nonadiabatic Couplings

— Radiative Recombination Rates
) Nonradiative Recombination Rates

hydration-induced recombination acceleration in titania nanoclusters is found to be independent of the main choices in our NA-MD

approach, thus giving us confidence in our results.

1. INTRODUCTION

As the global demand for energy continues to grow, the need
for more efficient, environmentally friendly, and sustainable
energy sources has become increasingly urgent. The ongoing
development of heterogeneously photocatalyzed processes for
solar energy conversion and sustainable energy production
promises significant advancements in the quest for renewable
energy solutions."”” Heterogeneous photocatalysis involves the
absorption of electromagnetic radiation by a solid catalyst to
drive chemical reactions. This can be described as a physical
phenomenon where an electron—hole pair is generated upon
exposing a semiconducting material to light.”™® Light-harvest-
ing constitutes the first step in heterogeneous photocatalysis
and determines the capacity of a photocatalytic system to
absorb incident photons and generate sufficient electron—hole
pairs for the subsequent catalytic reactions.””

Among the wide variety of photoactive semiconductor
materials, titanium dioxide (TiO,), usually referred to as
titania, stands out for its versatility in various photovoltaic and
photocatalytic applications.””"® Many photoactive composite
materials and heterostructures contain TiO, as a common
ingredient, often functionalized with a metalorganic dye or
quantum dots."*"> The onset for light absorption ranges from
~3.0 eV for the rutile polymorph to 3.2 eV for the anatase one.
Hence, the minimum energy required to generate electron—

© XXXX American Chemical Society
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hole pairs lies in the ultraviolet (UV) region. This large energy
coupled with the high recombination rate of electron—hole
pairs are the two important drawbacks causing low photo-
efficiency. To successfully overcome these limitations, several
strategies have been explored. These involve dye- and
quantum-dot-sensitization approaches,'f'_lx nonmetal dop-
ing,w_ZI formation of nanostructured metal/semiconductor
heterostructures,” or crystal facet engineering.”>™>° The
ground state electronic structure derived properties of
photoactive titania nanostructures can be tuned by tailorin
the size, shape, composition, and degree of hydration,mf5
making heterogeneous photocatalysis more efficient.
Understanding the dynamics of photoinduced processes is of
fundamental interest for engineering titania-derived materials
for practical photovoltaic or photocatalytic applications.™
Indeed, several experimental and computational studies have
been carried out to date to explore the nature and dynamics of
excitons™ and charge-carriers™ in systems such as poly-
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oxotitanates and anatase TiO, nanostructures using X-ray free
electron lasers and pump—probe spectroscopy techniques.”™*”
Studies based on density functional theory (DFT) have been
extensively employed to estimate the properties of excited
electronic states in TiO, nanoparticles™ > and related
systems.”*~*> Many of these studies rely on the single-particle
(SP) description of electronic excited states and therefore may
overlook multiconfigurational effects present in realistic excited
states of such systems. Accounting for excitonic or multi-
configurational many-body (MB) effects via a more rigorous
linear-response (LR) time-dependent DFT (TD-DFT) frame-
work was shown to lead to stronger nonadiabatic couplings
(NACs) between electronic states and thus to faster excited
states dynamics in many other systems compared to single-
particle-based simulations.**™* However, simply employing
the conceptually solid framework of LR-TD-DFT does not
guarantee a quantitative description of the excitonic effects,*”*"
as the choice of the underlying density functional strongly
affects the outcomes of such calculations. As such, the choice
of a suitable exchange—correlation functional remains an open
question.”’ For instance, widely used generalized gradient
approximation (GGA) density functionals such as Perdew—
Burke—Ernzerhoff (PBE)*” are not capable of capturing the
excitonic effects and may yield negative energies of the charge-
transfer excitation within the TD-DFT framework.” On the
other hand, the use of hybrid density functionals, especially
range-separated, or even better—optimally tuned range-
separated— is a common solution to overcome the limitations
of GGA functionals.”* However, the computational time
scaling of DFT-based calculations is more expensive with
hybrid functionals than with GGA functionals, especially at the
TD-DFT level, making such calculations practically prohibitive
for large systems. To the best of our knowledge, no excited
state dynamics simulations based on TD-DFT description of
electronic excitations, especially using hybrid density func-
tionals, have been carried out for titania clusters so far.

Relying on the computed TD-DFT excitation energies and
NACs connecting the states involved in the excitation, Non-
Adiabatic Molecular Dynamics (NA-MD) is de facto trusted as
the most comprehensive computational technique to inves-
tigate the excited state dynamics.”>~>” Recently, the electron
injection,”” photoexcited polaron dynamics,”" and the effect of
size/shape in bare TiO, nanostructures have been investigated
through the NA-MD simulations.*"""> However, as already
mentioned, those approaches describe the excitations within a
SP framework. In this way, while static TD-DFT calculations in
TiO,-related systems have been reported, they have not been
utilized in the NA-MD calculations yet. As a result, a more
reliable description of electronic dynamics in such systems is
yet to be obtained.

Apart from the previous work of Muuronen et al.®> who
examined the mechanism of water oxidation on the surface of a
(TiO,), cluster, we are not aware of other studies of the
influence of chemisorbed water on excited-state dynamics in
hydrated TiO, nanostructures. Considering that in realistic
photocatalytic systems, the surfaces of photocatalytic TiO,-
based materials are most often covered with water, under-
standing the impact of water on the photoinduced dynamics of
excited states of hydrated titania nanostructures is essential for
providing a better understanding of the photocatalytic
performance of these systems.

Here, we present a computational benchmark study of
radiative and nonradiative dynamics in small bare and hydrated

titania nanoclusters (TiO,), and (TiO,); conducted within a
TD-DFT framework with hybrid density functional kernels.
These system sizes have been previously studied and have been
shown to be good models for capturing essential excited state
dynamics in titania and similar systems,””*** providing a
well-established framework for comparison and analysis. By
computing the excited states dynamics in a systematically
controlled series of systems, we explore the role of nanocluster
size and the degree of hydration on the kinetics of the lowest
excited state relaxation. Contrary to previously reported works,
we utilize a MB description of the electronic excited states in
these systems by using LR-TD-DFT with hybrid density
functionals. We also conduct a systematic assessment of
various components of our computational methodology. In
particular, we investigate the applicability of the classical force
fields to NA-MD calculations as a computationally feasible
alternative to ab initio molecular dynamics (AIMD). We
explore the role of hybrid density functional in such
simulations. Finally, we conduct a comparative analysis of
several trajectory surface hopping (TSH) and decoherence
correction methodologies as applied to modeling nonradiative
recombination in this class of systems. Overall, this work
provides new detailed insights into the role of water in TiO,
recombination dynamics while offering a detailed methodo-
logical evaluation for simulating nonadiabatic molecular
dynamics.

2. MODELS AND METHODS

The investigation of the dynamic excited state properties is
performed in photoactive titania nanoclusters including
anhydrous and hydrated systems with the general chemical
formula: (TiO,),(H,0),, for n = 4 (with m = 0, 2, and 4) and
n =8 (withm =0,2,and S) (see Figure 1). The corresponding

Degree of hydration

@ (rio), ® (10,10, © (Ti0,),11,0),

v 4

(Ti0,)

oA L

Figure 1. Anhydrous (TiO,), and (TiO,)s (a, d) and hydrated
(Ti0,)4(H,0),, (Ti0,)4(H,0),, (TiO,)5(H,0),, and
(Ti0,)s(H,0); nanoclusters (b, ¢, e, f). Atom key: O—red, Ti—
gray, H—white.

Size

(d . (f) .
(Ti0,)y(H,0), (Ti0,)y(H,0)s

nanocluster structures used in all cases correspond to stable
low energy minima found from global optimization searches.*
These globally optimized nanoclusters are known to
correspond well to the experimentally prepared hydrated
TiO, species in cluster beams.”” Based on the titania/water
(m/n) ratio, our selection covers 0% as for the anhydrous
(Ti0,); and (TiO,)s clusters, ~25% for (TiO,)s(H,0),,
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~50% for (TiO,),(H,0), ~60% for (TiO,)s(H,0)s, and
~100% for (TiO,),(H,0), hydration degrees. The larger
(TiO,)s-based nanoclusters are most favorably hydrated by
dissociated chemisorbed water molecules. In this way, terminal
hydrogen (—H) and hydroxyl (—OH) groups bind with
uncoordinated O and Ti atoms on the surface of the titania
nanoclusters, respectively.”’ This dissociative hydroxylation
mechanism is also favorable at initial hydration levels for the
(TiO,), system. However, at ~100% hydration
(Ti0,),(H,0),, molecular adsorption occurs instead (as
depicted in Figure 1c). The excited state photoreactivity of
small titania nanoclusters with water has been studied
experimentally® and computationally® but larger titania
nanoparticles are typically considered in experimental photo-
catalysis studies. Here, our study of smaller nanoclusters aims
to establish a reasonable benchmark for applying TD-DFT and
NA-MD methodologies to larger photoactive nanostructures
using hybrid functionals combined with the LR-TD-DFT
calculations. More broadly, it provides an analysis of the role of
nanocluster size and hydration degree in determining the
resulting dynamic of lowest excited electronic states.

We focus on determining the electron—hole recombination
dynamics using TD-DFT calculations to compute the ground
state (S,) population recovery kinetics starting from the first
excited singlet state (S,). The S, state represents an important
stage in the relaxation process, as it is typically well separated
from S, by a significant energy gap. The S; — S, transition
becomes the bottleneck of the excited state relaxation process
and largely determines the overall efficiencies of photovoltaic
materials.”®

Our NA-MD simulation workflow involves four sequential
steps. At each one of these steps, several methodological
choices are possible which are systematically investigated as
detailed below. The computational workflow is lm})lemented
as part of the open-source Libra package (v5.7.1),” =" whlch
is used interfaced with the CP2K code (2023.1 version)’* for
computing all the quantities of interest.

Starting with the first step, two procedures are considered to
generate the nuclear trajectories for all considered titania
systems (see Figure 1). Such trajectories are next used to
conduct the NA-MD calculations in the last step, as explained
later. In the Born—Oppenheimer approximation, nuclear
motion parametrically perturbs the electronic states and drives
the evolution of the corresponding state amplitudes, so the
nuclear trajectories obtained in this step for the electronic
ground state are referred to as the guiding trajectories.
Trajectories are generated via (i) classical MD simulations
-using the NanoTiO,”* and FFTiOH® interatomic potentials
or force fields (FF) for respectively anhydrous and hydrated
systems-, using the GULP4.4 package;’®”” and (i) AIMD
using the CP2K package. In the latter case, the interatomic
interactions are described at the DFT le\_re[ using the semilocal
PBE exchange—correlation functional.” > The Kohn—Sham
(KS) orbitals of valence electrons are expanded in an atom-
centered double-{-valence-polarized (DZVP) basis set. S An
auxiliary plane-wave basis is used to fit the electron density
with an energy cutoff of 300 Ry. The core electrons for Ti and
O are described using Goedecker-Teter-Hutter pseudopoten-
tials.”” Grimme’s D3 method with zero damping is used to
account for dispersion.”’

As the choice of density functional may significantly impact
the quality of molecular dynamics trajectories, its selection
requires further justification. In this work, the PBE+D3

functional is chosen for its demonstrated accuracy in
describing lattice parameters, energetics, and structural stability
of various oxide systems.”’ The inclusion of dispersion
corrections improves the quality of the standard PBE
functional by effectively capturing van der Waals interactions,
hence providing more reliable prediction for bulk and
interfacial systems. Prior studies demonstrated that PBE and
its variants perform well in modelmg reaction pathways,
diffusion, and interfacial dynamics.*>** Additionally, Ohto et
al®* highlighted the suitability of dispersion-corrected GGA
functionals like revPBE-D3(0) for water-based interfacial
systems, balancing accuracy and computational cost.

Both FF-based MD and DFT-based AIMD simulations are
conducted in the NVT ensemble with the target temperature
of 300 K, generating a 4 ps trajectory. The temperature is
maintained using the Nosé-Hoover thermostat® with the
collision frequency parameter set to 100 fs™'. A nuclear
integration time step of 1 fs is used, giving rise to a trajectory
composed of 4000 structures. The first 1000 fs are considered
as an equilibration period, and our NA-MD calculations only
use the data for the remaining 3000 nuclear configurations.
The comparison of the NA-MD outcomes obtained using FF-
and DFT-generated AIMD guiding trajectories allows us to
better understand the influence of the level of theory on the
resulting excited state dynamics. The atomic vibrational
frequencies of our titania clusters along the 3000 fs runs
provides a means to compare the two approaches. These
vibrational frequencies can be obtained from the atomic
velocity-velocity autocorrelation function (VV-ACF).*® The
Fourier transform of the VV-ACF yields the power spectrum
which reveals the characteristic frequencies of the active
nuclear modes in the MD calculations.

Once the trajectory is generated, the second step comprises
TD-DFT calculations for each of the 3000 geometries sampled
during the guiding trajectories. The TD-DFT calculations yield
the energies of excited states, configuration interaction (CI)
amplitudes of the key excited Slater determinants involved in
all excited states of interest, as well as the time-overlaps of the
selected KS orbitals. Despite that we are only interested in the
dynamics involving S, and S, states only, it is important to
compute other excited states, so the dynamical basis, including
the vector made of all electronic states involved in the
dynamics, is large enough to properly describe possible
crossings between S, and other higher energy states. To this
end, our basis includes up to ten excited states obtained from
the TD-DFT calculations. The resulting excited states {¥; =
> ccvinicore €@}, are composed by superposition of excited
Slater determinants (SDs) {®{ = 3,a;®,}, which in turn are
composed of the KS molecular orbitals (MO), {}. Here, a,a;
are the Fermionic annihilation and creation operators, and @,

indicates the ground state SD: @, = detly; ;.. |. The TD-

DFT calculations also provide the excitation energy, E, the
corresponding transition dipole between excited and the
ground states, ;o = (W|il¥,), as well as the corresponding
oscillator strength, f[,u = %(E, - Eﬂ)luhnlz.

Similar to the VV-ACF described above, the autocorrelation
function of the energy gap fluctuations characterizes the
coupling of the nuclear modes to a particular electronic
transition of interest.”” In this approach, the fluctuation of the
energy gap between states ¥; and ¥ is first computed, JE;;

E () - (E”),whereE =E —E; The Fourier transform ofthe
gap ACF, C(7) = ((SE (1)5EU(0)) yields the influence
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spectrum, I(w), which shows the vibrational modes that
strongly couple to the transition between states 'V; and ¥;. In
our case, only states Sy and S, are considered. The variance of
the energy gap, (SE?)'? yields the pure dephasing times
between such states,”’ a parameter used in some of our
decoherence-corrected TSH calculations (e.g, mSDM):

L |
T s(eEp) W

Besides nonradiative recombination which releases energy as
heat through phonons, electrons and holes can recombine
radiatively, emitting light. The probability of spontaneous
photon emission is quantified by the Einstein A, — 0
coefficient, while its inverse gives the radiative lifetime of the
excited state, 7,, computed as™®

3mehc’

— Al =
T 10 = Ajno = 3 2
@y Ky o (2)

where @,g = (E; — Eo)/h is the transition angular frequency
that determines the position of the spectral line in the
absorption spectra. Again, j; o represents the transition dipole
moment between S, and S,.

KS orbital time-overlaps described as s,](t,t + Af) =
((Dly(t + At)), are also computed analytically as detailed
elsewhere.” Since not all of the KS orbitals are involved in the
excitations for the set of excited states of our interest, we only
compute the time-overlap matrices for a subset of KS orbitals,
which defines the orbital active space. The selection of such an
active space is done globally, based on the analysis of the
excitations for all nuclear geometries. The KS time-overlap
matrices are used to compute the time-overlap matrices of
Slater determinants using Lowdin approach,” (‘D,(t)l(l),(t +
At)) = detls, (¢ + At)l,e;pe; Where a € i represents that the
KS spin—orbital a is present in the SD i and s, (1, + At)lua,bel
represents a matrix of time-overlaps in the KS spin—orbital
space.

The third step of the workflow computes the time-overlaps
of the excited states included in the dynamical basis as a linear
transformation of the SD time-overlap matrices by the CI
coefficient matrices, (W,()I¥,(t + At)) = ¥,,Coi()C,(t +
At)(D,(t)IDy(t + At)). The resulting TD-DFT time-overlaps
can be used to compute NACs, using the Hammes-Schiffer-
Taully formula:”®

At (EOM(E + A1) — (B(t + ADIY(1))
dlt+ —|~
"’( 2 ) 2At

(3)
As mentioned earlier, one of the aims of this work is to assess
the role of the density functional choice in modeling radiative
and nonradiative dynamics in titania systems. We consider
PBE,*” a semilocal GGA functional, as well as PBE0’" and
B3LYP,” which are hybrid functionals incorporating 25% and
20% of the exact Fock exchange, respectively. The use of
hybrid functionals mitigates the underestimation of the charge-
transfer energy typically present for calculations with the PBE
functional. In addition, prior studies reported that NACs may
be overestimated when pure functionals such as PBE are used,
especially at the single-particle level.”’
Finally, NA-MD calculations are performed in the last step
of the workflow to predict the coupled evolution of the nuclei
and electrons. The starting point of this calculation represents

the time-evolved overall wave function of the system in a basis
of the adiabatic excited states (dynamical basis), {¥(R(t))},
implicitly dependent on time via nuclear geometries:

¥() = ¥ COURED)
i (4)

The amplitudes, C(t), evolve according to the time-
dependent Schrodinger equation (TD-SE):

ihC(t) = Y H'(R(£) (1)

j (s)
where the matrix elements of the vibronic Hamiltonian, H]’/‘b,
are given by

HM(R()) = ER(9)5, - ihd,(R()) ©

Here, E, are the state energies, J; is the Kronecker delta, and d;
are the NACs introduced in eq 3. The TD-SE in eg{_é is solved
using the local diabatization (LD) approach,”” which is
known to be more robust compared to the NAC-based
integration method. The neglect-of-back-reaction approxima-
tion (NBRA)™™* is used according to which the electronic
dynamics is affected by the nuclear dynamics, but the latter is
not responsive to change of the electronic state.

The time-evolved TD-SE amplitudes are used in the TSH
algorithms to stochastically sample electronic transitions. Here,
four TSH algorithms are used (i) the Tully’s fewest switches
surface hopping (FSSH),” (ii) revised decoherence-induced
surface hopping (DISH_revZO?.?;),mo‘wl (iii) instantaneous
decoherence at attempted hops (IDA),'” and (iv) the
modified simplified decay of mixing (mSDM).'” While the
FSSH algorithm is known for its overcoherent nature, the
other three approaches introduce electronic decoherence in
different ways and thus are assumed to be more reliable.

The NA-MD calculations are carried out for 3 ps with both
electronic and nuclear integration time steps taken as 1 fs. In
fact, the nuclear time steps are already predetermined by the
MD trajectories obtained in the first step of the overall
workflow. The use of the LD integration allows the electronic
timesteps to be as large as the nuclear ones. The NA-MD
calculations are averaged over 30 initial nuclear conditions that
are taken as points of the guiding trajectories and separated by
100 fs. All NA-MD calculations are initiated in the first excited
state. For each initial condition (starting geometry and
electronic state), 500 stochastic realizations of the TSH
process are computed. The averaging over the stochastic
realizations yields the results for each batch. The averaging
over all batching is used for obtaining a more statistically
accurate description of the dynamics as well as to obtain the
estimates of the margins of errors for the computed relaxation
time scales.

To compute the nonradiative recombination times, we track
the population of the ground state, which is fitted by the
stretched-exponential function:

fO=1- ex"[_é)ﬂ @

where, 7 and /3 are fitting parameters, with the former having
the interpretation of the lifetime. The /# parameter is allowed to
vary between 1 and 2 to account for two limiting cases — the
Gaussian kinetic (ff = 2) typical for overcoherent methods, and
the exponential kinetics (f = 1) characteristic for the
decoherence-corrected calculations. The computed error bar

https://doi.org/10.1021/acs jpcc 407180
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Figure 2. Normalized power (gray) and influence (red) spectra for (TiO,)s (a, b), (TiO,)s(H,0), (¢, d) and (TiO,)s(H,0); (e, f) systems. The
power spectra are computed using nuclear trajectories obtained with AIMD (a, ¢, e) or classical FEMD (b, d, f) methods. The influence spectra
characterize the vibrational modes that drive the transition between the ground state and first excited state. The insets show the evolution of the
ground-to-first-excited-state energy gap in corresponding calculations. Color codes: gray—power spectra, blue, red and green—influence spectra. For
the influence spectra, TD-DFT-calculated excitation energies are computed with B3LYP (green lines), PBEO (red lines) and PBE (blue lines)

functionals.

for each trajectory with respect to the average population
evolution branch is computed as

s
N ®)

where s is the standard deviation of the 7 parameters sampled
from N = 30 batches. Following the prior practice,'” we select
the samples having a R? value of more than 0.1. Lastly, the Z
value is the confidence interval coefficient. For a confidence
interval of 95%, it is equal to 1.96.

e=2Z

3. RESULTS AND DISCUSSION

In this section, we present the results in a manner congruent
with the above-discussed steps of our NA-MD protocol, i.e.,
the generation of nuclear trajectories, excited states computa-
tion, NACs calculation and excited state dynamics analyses.
We perform a comparative analysis of the computational
approaches at different steps of the workflow. We discuss the
effect of the choice of the method used to obtain the vibrations
activated during the generated guiding trajectories, the role of
the density functional choice in determining the excited state
energies and NAC derived from the TD-DFT calculations. We

show a qualitative comparison of the dynamics generated by
different TSH schemes within the NA-MD calculations.
Further, we analyze chemical aspects of the systems, such as
the role of the hydration degree and cluster size on the excited
state relaxation times in the selected titania nanoclusters (see
Figure 1).

3.1. Power and Influence Spectra. We start comparing
the ground state MD trajectories obtained using either FFMD
or AIMD by computing the power and influence spectra of the
(TiO,)g (Ti0,)3(H,0),, and (TiO,)s(H,0); systems (Figure
2). Analogous calculations for the (TiO,),-derived clusters are
reported in Figure S1 of the Supporting Information (SI). The
power spectrum (gray lines) represents the vibrational modes
that are activated/appeared in the MD trajectory. In the limit
of sufficiently long ergodic evolution, this spectrum should also
relate to the vibrational density of states with the difference
that it also accounts for anharmonic effects, unlike the
conventional normal modes analysis. The influence spectrum
(colored lines in Figure 2 and Figure S1 of the SI) represents
the modes that are coupled to the electronic transition
between the states of interest (ie, Sy and S,). To facilitate
comparison and lization, both the infl spectrum and

https://doi.org/10.1021/acs jpcc 407180
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power spectrum are normalized by dividing all values by their
respective maximum values, such that the highest value is one.
In addition to the choice of method used to generate nuclear
trajectories (i.e., FFMD or AIMD), the influence spectra also
depend on the electronic structure method used to compute
the electronic states. The evolution of the first excited state
energy derived from the TD-DFT calculations is shown in the
insets of Figure 2. As outlined in the methodology section, the
ACF of the excitation energy fluctuation is what determines
the frequencies of the modes coupled to the S, — S, transition.

Power spectra of the bare (TiO,); cluster (Figure 2a,b)
show the vibrational modes at frequencies similar to those
observed in titania bulk phase. The vibrational modes ranging
between 100 to 200 cm™' correspond to Ti—O stretching
modes,'” while those ones associated with Ti—O-Ti angle
bending are in the 500—1000 cm™" range.'”™'"” The power
spectra of all hydrated (TiO,)g clusters (Figure 2c—f) show a
characteristic hydroxyl stretching mode around 3700—3900
cm™.* For a fixed nuclear trajectory method, the position and
the broadening of the OH-stretching modes are nearly
insensitive to the degree of hydration. Qualitatively, the
vibrational modes obtained from FFMD are similar to those
originating from AIMD (PBE-MD). Although the exact
positions of the peaks differ from each other in the two
approaches, the power spectra are qualitatively the same.
Compared to the AIMD results, the FFMD ones tend to yield
slightly blue-shifted overall spectra with a smaller number of
well-pronounced peaks. The reduced number of peaks in the
FEMD calculations is likely due to the more simplified
description of interatomic interactions described by NanoTiO
and FFTiOH FFs with respect to the more accurate electronic
description of bonding in DFT-based AIMD calculations. The
systematically lower frequencies in the AIMD spectra with
respect to the FF-based one may be attributed to a better
description of anharmonic effects in the former approach. The
anharmonicities also realize the cross-coupling of vibrational
modes and vibrational energy redistribution between them.
Thus, vibrational energy is more likely to diffuse between
different modes and activate them, in addition to resonances of
vibrational modes. As a result of these two effects, the AIMD
approach generates denser vibrational densities of states
compared to the FFMD dynamics. Despite the noted
differences, the high degree of resemblance between spectra
computed with FEMD or DFT-based AIMD points out that
the tested FFs are sufficiently accurate to act as computation-
ally efficient counterparts to DFT calculations in potential
studies of larger titania-derived systems,'”® where the AIMD
based approaches become unattainable.

Figure 2 also shows the influence spectra and the energy
evolution of the first excited state (insets) computed for
(TiO,)s-based clusters using TD-DFT calculations with three
density functionals: PBE (blue), PBEO (red) and B3LYP
(green). Figure S1 of the SI shows analogous information for
(TiO,),-based clusters. All spectra indicate that the S, — S,
transition is driven by the Ti—O—Ti angle bending modes that
are in the 500—1000 cm™" range. This ﬁndinig is in agreement
with the previous studies of Alvertis et al.'”” """ who discussed
the dominance of low-frequency vibrations in shaping exciton
dynamics and influencing nonradiative processes.

In particular, the mode at around 1000 cm™" is present for
all methods and in all systems (see Figure 2). Notably, the
mode appears to be split when DFT is used for computing the
guiding trajectory (e.g., the peaks in the $00 to 1400 cm™

range), while it consists of only one strong peak at around
1000 cm™' when the FF is used for producing the guiding
trajectory. The splitting observed in AIMD DFT-based spectra
is likely due to the activation of different modes due to the
anharmonic effects enabling the vibrational energy transfer
between the modes and hence their appearance in the
spectrum. This effect is rather general since the AIMD
influence spectra show a larger number of modes coupled to
the electronic transition of interest than the FF-based influence
spectra. The Ti—O stretching modes in the 100 to 200 cm™"
range do not show strong coupling to the electronic transition
of interest in neither bare nor weakly hydrated clusters (Figure
2a—d). However, these modes are present in the strongly
hydrated system and only when DFT is used for producing the
guiding trajectory (Figure 2e).

Although all methods show the hydroxyl vibrational modes
around 3000 cm™' in the power spectra, this mode is not
coupled to the S; — S, transition as it is not present in the
influence spectrum. Similar results and trends are obtained for
the smaller (TiO,),-based nanoclusters, as reported in Figure
S1 of the SI, suggesting that both power and influence spectra
features are size-independent. The strongly hydrated cluster
(ie., (TiO,),(H,0),) may need further analysis though, given
the different cluster structures rendered by the use of either
AIMD- or FF-based trajectories. While the initial shape of the
globally optimized structure with an adsorbed water molecule
(Figure 1c) is maintained throughout the whole AIMD runs,
the use of FFs gives rise to a more symmetric structure which,
is slightly higher in energy than the AIMD one. This is due to
the intrinsically more simplified nature of the FF parametrized
interatomic interactions. Figure S2 shows a comparison
between both hydrated NPs at the end of each MD nuclear
trajectory. The discrepancies in the morphologies between
both NPs thus lead to different power and influence spectra
features, especially at around 1500 cm™ (Figure Sle) likely
due to the isolated water molecule vibrational modes shifting
back to their original frequencies.

3.2. TD-DFT Excited State Energies and NACs. To
rationalize the contributions from different vibrational modes
as shown in the influence spectra, we analyze the electronic
densities corresponding to the highest occupied molecular
orbital (HOMO) and the lowest unoccupied molecular orbital
(LUMO) of the (TiO,),(H,0),, (m = 0, 2, and 4), and
(TiO,)§(H,0),, (m = 0, 2, and S) nanoclusters. For each
system, we select a representative geometry sampled from the
precomputed MD trajectory and visualize the orbital iso-value
surfaces computed with the PBE density functional (see Figure
3). For all considered functionals, we find that the composition
of the lowest excited TD-DFT state, S;, is dominated by the
HOMO — LUMO excitation, as can be quantified by the
squares of the CI coefficients with which they mix in the TD-
DFT “wavefunctions” (Table SI in the SI). The PBE
functional shows a large dominance of the HOMO —
LUMO excitation (larger single-particle character), hence its
use as a representative case in Figure 3. We thus only focus on
the frontier orbitals to rationalize the observed features of the
influence spectra. Regardless of the hydration degree, the larger
electronic densities are located around the Ti—O bonds. Thus,
the Ti—O bond stretching as well as O—Ti—O or Ti—O-Ti
angle bending modes can affect the corresponding MOs and
excited states the most and hence reveal themselves in the
influence spectrum.

https://doi.org/10.1021/acs jpec 407180
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The above argument does not always hold for TD-DFT
calculations based on either PBEO or B3LYP hybrid func-
tionals. The TD-DFT pseudowave functions computed with
such hybrid functionals exhibit larger mixing of other single-
particle configurations (see Table SI of the SI). Nevertheless,
the orbitals involved in other mixed configurations are in
almost all cases localized on the Ti—O fragments (Figure S3 of
the SI), and not on the hydroxyl groups. This confirms that the
influence spectra are systematically insensitive to the hydroxyl
vibrational modes regardless of the exchange—correlation
functional used.

The analysis of the trajectory-averaged first excited state
energy computed with different methods reveals that the
hydration of titania lusters induces a ic increase
of the trajectory-averaged vertical excited state energies, E.
(see Figure 4a,b in and insets in Figure 2). We rationalize this
effect by two factors, (i) energy gap opening due to the
removal of defect states (i.e., uncoordinated O and Ti sites),
and (i) weaker stabilization of charge transfer excitations in
hydrated systems. First, the hydration of titania nanoclusters
promotes the electronic energy gap opening, as estimated by

the HOMO—-LUMO difference by passivating defect midgap
states originated due to under-coordinated (O, and Ti,.)
surface atoms in the bare or weakly hydrated (TiO,), systems.
By increasing the hydration of titania nanoclusters, the “defect”
states are removed more completely thus opening the energy
gap. This mechanism was already reported by some of us in
previous works.”¥*® Second, excited states exhibit more
isotropic charge distributions in strongly hydrated systems,
leading to smaller excited-state dipole moments and,
consequently, reduced Coulombic stabilization of these states.
This effect contributes to an increase in the excitation energy
of the strongly hydrated clusters. Besides the two main factors
detailed above, the cumulative effect of the dipolar —OH
ligands introduces an additional electric fieldon the hydrated
nanocluster core, which has been shown to influence the
energy of frontier orbitals/band e:clgesAl”_115 However, this
effect is expected to be similar in both frontier levels and not
be correlated with gap opening.

The charge distribution (ii) point raised can be explained by
means of the analysis of the orbitals involved in the excitations.
The analysis of the CI amplitudes suggests that the S, states of
nearly all considered clusters are dominated by the HOMO —
LUMO excitation. For the bare (TiO,)s nanocluster, such a
transition is a longer-distance charge transfer that creates a
strong dipole moment (Figure 3gh). The resulting charge-
separated state has a notable Coulombic interaction between
electron and hole which lowers the energy of the
corresponding excited state to a larger extent than in the
smaller (TiO,), nanocluster. With the increased degree of
hydration, both HOMO and LUMO involved in the excitation
tend to become more spatially isotropic and more delocalized.
The corresponding HOMO — LUMO transition thus results
in a shorter-distance charge transfer, leading to a smaller S;
dipole moment and a smaller Coulombic stabilization and
hence in higher excitation energy of the S, excited state. This
rationalization is consistent with the magnitudes of the
trajectory-averaged dipole moment of S state for all systems
compiled in Table S2 of the SL It should be noted that
although the magnitudes of the excited state dipole moment
can be indicative of the amount of charge separation in the
excited states, other factors such as exchange and correlation
effects may come into play nontrivially.

In nanocluster systems, such as those considered in this
work, the confinement of electronic states limits the extent of
dipole coupling, which reduces the influence of the long-range
Frohlich mechanism that plays a dominant role in nonradiative
recombination processes in extended systems (such as bulk
TiO,).""® This mechanism arises from dipole interactions
facilitated by the delocalized nature of electronic states in the
bulk, leading to significant long-range effects. However, for
small TiO, nanoclusters, the electronic and vibrational
dynamics differ significantly due to spatial confinement. In
this way, short-range coupling mechanisms, realized by
localized vibrations and interactions within the cluster become
more prominent. Furthermore, surface effects, particularly in
hydrated nanoclusters, strongly impact the vibrational modes
and charge dynamics, further amplifying the role of short-range
coupling.

We observe that the (TiO,), nanocluster exhibits larger E,
values than the (TiO,)s counterpart for all considered
methodologies. This effect can be initially attributed to
quantum confinement becoming more prominent when
decreasing the nanocluster size. However, the influence of

https://coi.org/10.1021/acs jpec 407180
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each of the calculations.

quantum confinement at these small sizes can be over-
shadowed by the effects from specific atomic bonding or the
presence of defects in the material. This effect is maintained for
the hydrated nanoclusters, e.g., the saturated (TiO,),(H,0),
also displays larger E__ values than the than the highly
hydrated (TiO,)s(H,0); nanocluster (see Figure 4ab and
Table S3 of the SI).

There are two methodological issues to explore here: (i) the
dependence of E,_ on the choice of density functional, and
(ii) its dependence on the choice of method to produce the
trajectories (FFMD vs AIMD). First, expectedly, PBE yields
systematically the lowest E_ . values among all the functionals
tested. This observation holds for all nanoclusters regardless of
the methodology to obtain the trajectories. The shortcomings
of pure density functionals such as PBE when used in TD-DFT
calculations of excited states, especially those having charge
transfer character, are well-known."'”""® They originate from
the incorrect (short-range) behavior of the exchange functional
leading to overdelocalization of excited states and significant
underestimation of energies of charge transfer states, some-
times including ne§at1ve excitation energles,“ and over-
estimation of NACs.™ Since the problems are more apparent
in extended systems, for the smallest bare (TiO,), nanocluster
we observe surprisingly accurate excitation energy using the
TD-DFT (PBE) method. Using the DFT-based AIMD nuclear
trajectory, the TD-DFT calculation with the PBE functional
estimates the "E,. value for S, state to be 2.57 eV, which is
perhaps fortuitously closer to the one reported in experiments
(2.60 eV)"'"” than the ones provided by TD-DFT with PBEO
(3.73 eV) or B3LYP (3.45 eV) functionals. Repeating a similar
analysis for the FF-based nuclear trajectory, the under-
estimation of the S, excited state energy by TD-DFT
calculations with the PBE functional is more noticeable (1.73

eV). In this case, computing the excitations with the PBEO
(3.01 €V) and specially B3LYP (2.66 eV) functionals lead to
values more in line with experiments.

Second, we observe that using FF-derived trajectories
instead of the AIMD-based ones generally yields a reasonable
agreement of computed E,. values. This agreement is
improved as the degree of hydration (i.e., m/n) ratio increases.
For bare (TiO,), clusters, the largest discrepancies in E,,_ are
observed the FF-based nuclear trajectories, which are under-
estimated by more than 1 eV compared to the DFT-based one.
For instance, the case of (TiO,)s nanocluster with excitation
energies of 1.31 eV (FFMD/PBE), 2.66 ¢V (FFMD/PBEO),
and 2.05 eV (EEMD/B3LYP) vs 2.40 eV (AIMD/PBE), 3.73
eV (AIMD/PBEO), and 3.42 eV (AIMD/B3LYP), respectively.
This decrease of the excitation energies can be tentatively
attributed to the more symmetrical structures favored by the
FF employed to obtain the trajectory. As the degree of
hydration increases, the differences in “E tend to become
smaller (e.g, 3.17 eV (FEMD/PBE), 4.36 eV (FFMD/PBEO),
and 4.05 (FEMD/B3LYP) eV vs 3.32 eV (AIMD/PBE), 4.51
eV (AIMD/PBEO), and 4.22 eV (AIMD/B3LYP) in the case
of (TiO,)s(H,0)s case). The differences in E. values
computed with AIMD- or FF-based trajectories become
smaller with increased hydration. We note that the tendency
of the currently employed FFs to yield more symmetric
structures may be problematic in larger titania NPs, where the
surface/volume fraction is small and where hydration does not
induce a large degree of structural symmetry breaking. Such
simulations would likely underestimate the excitation energies
and hence overestimate the nonradiative recombination rates.
This issue could be alleviated by employing more accurate FFs
with more sophisticated parametrizations (e.g., reactive FFs) or
machine learned FFs.

https://doi.org/10.1021/acs jpec 407180
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most cases.

We now focus on the analysis of the trajectory-averaged
nonadiabatic coupling (NAC) between S, and S, states as
computed with the TD-DFT methodology (Figure 4c,d and
Table $4 of the SI). With a few exceptions, the average NAC
values obtained for FF-based trajectories are somewhat higher
than those for the AIMD-based trajectories, although the
values lie within each other’s error margin, for each selected
combination of system and density functional. Thus, the use of
the FF-based trajectories appears to be a reasonable approach
for computing NACs when computational demands do not
allow using DFT-based AIMD trajectories.

The NAC values gradually increase with the increase of the
degree of hydration. This effect is, in principle, counterintuitive
because the NAC between a pair of states should be inversely
proportional to the energy gap between such states. However,
the NACs can be regarded as a quantification of the wave
function change upon a nuclear perturbation. Thus, for NACs
to be large, it is important that (i) the vibrations that couple to
the pair of states of interest are activated, and (ii) the wave
function changes with symmetries that are distinct to the
symmetries of the corresponding vibrational modes. As the
degree of hydration increases, the electronic wave functions
(specifically the HOMO and LUMO) involved in the S, — S,
transition tend to become more delocalized. This delocaliza-
tion arises from the interaction between the nanocluster and
surrounding water molecules, which induce polarizing effects
and stabilize specific electronic states. The broader spatial
extent of delocalized wave functions enhances their sensitivity
to nuclear motions. Consequently, additional vibrational
modes capable of efficiently coupling to the S, — S, electronic
transition can be activated, leading to larger average NACs.
This is also apparent from the influence spectra in Figure 2 and
Figure S1 of the SI This explanation is also consistent with the
presence of an apparent threshold of switching between NACs
being sensitive or not sensitive to the degree of hydration of
the titania nanoclusters. Indeed, in the small (TiO,),(H,0),,
nanoclusters, the surface/volume ratio is larger than in the
larger (TiO,)3(H,0),, nanoclusters. Thus, the surface water
molecules cause more significant disorder in the former
systems leading to immediate nearly linear dependence of

NAC on the number of water molecules (Figure 4c). In the
(TiO,)s(H,0),, systems, we first observe a plateau suggesting
no dependence of NAC on the degree of hydration. As this
number increases, the disorder caused by the surface hydration
becomes sufficient to affect the wave functions and increase the
NAC values (Figure 4d). The current explanation of the
influence of orbital localization on the electron—phonon (or,
equivalently, NA) coupling is also in line with the analogous
arguments discussed in multiple prior works, although focused
on other systems.”>*! 120

Although the above analysis focuses on comparing the
averaged NAC values, it is important to note that it is the
instantaneous NACs and their distribution what ultimately
determines the dynamics of excited state relaxation. Following
prior works,””'%* we compute the distributions of NACs for all
systems and using all considered density functionals (Figure
5). Despite the discussed differences in the average NACs
between the first excited and the ground states, we observe
relatively similar distributions for all systems. These plots are
especially convenient for discussing the dependence of NACs
on the chosen density functional. As seen from the peaks of the
distributions (which gravitate to smaller NAC values), there is
a smaller probability to sample smaller NACs when using
hybrid functionals (PBEO or B3LYP) compared to those
computed with the PBE functional. These results are
consistent with the previous work showing that the use of
hybrid functionals leads to decreased NAC values in the KS
basis compared to the pure-functional counterparts, especially
in rather large systems.”’ Additionally, we observe that the
large couplings are more probable when hybrid functionals are
used instead of PBE. This effect can be rationalized by the fact
that the present couplings are computed at the TD-DFT level
rather than at the single-particle one. Indeed, the configura-
tional mixing in TD-DFT wave functions facilitates larger
couplings.””*™ As we mentioned above, hybrid functionals also
increase the configuration mixing in the TD-DFT states of
(TiO,),(H,0),, systems, thus their use leads to higher
likelihood of generating larger NACs.

3.3. Nonradiative Recombination. The main outcomes
of our NA-MD simulations are the nonradiative recombination

https://coi.org/10.1021/acs jpcc 407180
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Figure 6. Ground state (S,) population evolution with FSSH (a, ¢, ¢, and g panels) and mSDM (b, d, f, and h panels) TSH approaches. First and
second rows (a—d) correspond, respectively, to (TiO,), and (TiO,),(H,0), systems: third and four rows (e—h) to (TiO,)s and (TiO,)s(H,0);
nanostructures. Concerning the underlying DFT functional for computing the excitations, red and blue lines are associated in each plot to PBE,
while green and black correspond to the hybrid B3LYP functional. On the other hand, red and green refer to PBE-based AIMD nuclear trajectories,
while blue and black to trajectories obtained with FFs. The average population for each case is shown in bold lines, whereas dashed lines account

for the error bars at each time.

rates from the first excited state S; to the ground state S,
reported in Figures 6, 7, and Table 1. The S, — S, transition
corresponds to the charge carrier recombination process, so we
often refer to the corresponding time scale as the
recombination time. In particular, we focus our analysis on
how these times vary with, (i) the choice of the MD approach
(i.e, AIMD or FF-based) to generate the guiding nuclear
trajectory; (ii) the choice of the employed DFT functional
(i.e, PBE, PBEO, B3LYP) to compute NACs or, equivalently,
the wave function time-overlaps; (iii) the choice of the TSH
scheme to model the NA dynamics (i.e,, FSSH, DISH, mSDM,
or IDA); and (iv) the size and the hydration degree (none to
full coverage) of titania nanoclusters.

First, we analyze the role of the MD approach as well as the
effect of the density functional choice for computing excitation
energies and NACs (Figure 6). When the PBE functional is
used to compute NACs, the FFMD trajectory yields faster
recombination compared to using the AIMD trajectory (see
blue vs red lines in Figure Ge,g), except for (TiO,), (blue vs
red lines, Figure 6a). This trend is reversed when the hybrid
B3LYP functional is used to compute NACs (green vs black

lines, Figure Ga,e,g). These differences are more pronounced
when computed population relaxation is fast such as in when
the FSSH method is used (Figure 6a,c,e,g). The differences
diminish when decoherence corrections are included and the
dynamics is slower, such when the mSDM method is used
(Figure 6 panels b, d, f, h). The fast FSSH-based dynamics is
controlled by the coherent evolution of electronic states and is
strongly affected by the NAC values, which are very sensitive
to the details of nuclear motion. Hence, different methods of
MD trajectory generation may yield noticeable differences,
although the direction of these differences depends on the
particularities of the functional used to compute NACs. On the
contrary, when methods that account for decoherence, such
the mSDM, are used the dynamics is controlled strongly by the
fluctuations of the energy gap. Such fluctuations are less
sensitive to details of nuclear dynamics, resulting in the
observed smaller sensitivity of the population dynamics to the
nuclear trajectories. Finally, the difference in population
dynamics computed along differently generated guiding
trajectories diminishes in more hydrated clusters, which can

https://doi.org/10.1021/acs jpec 407180
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Figure 7. Evolution of the ground state S, population for classical FFMD and AIMD nuclear trajectories and fixed PBE functional as the underlying
functional for computing the TD-DFT excitations. (a—c) and (d—f) panels illustrate (TiO,), and (TiO,)s cluster in their anhydrous and hydrated
counterparts. Red, blue, green, and black colored lines represent FSSH, mSDM, DISH and IDA TSH schemes, respectively. The average population
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Table 1. Ground State (S,) Recovery Times, ps, for the Six Cluster Systems Computed with Various Combinations of Guiding
Trajectory Generation Method (FFMD—Top of Each Cell or AIMD—Bottom of Each Cell), NAC-Calcuations Method
(TDDFT with PBE, PBEO, or B3LYP Functionals), and TSH Algorithms (FSSH, mSDM, IDA, or DISH)

method\system (Ti0,), (Ti0),(H,0),  (Ti0,)4(H,0), (Ti0,)s (Ti0,)4(H,0), (Ti0,)s(H,0)5
PBE/FSSH 17.7 £ 1.0 S§1+0.1 4.0 £ 0.0 8.6 2.0 221+ 13 2.5 £ 0.0
153 £ 07 49+ 0.1 42 £0.1 141+ 05 83 +02 4.6 + 0.1
PBE/mSDM 1013.2 + 31.7 2389 + 367 204.1 £ 19.5 859.5 + 85.0 1058.3 + 16.8 2942 + 526
981.6 + 42.8 532.8 + 96.0 327.0 £ 70.0 1018.0 + 37.0 9744 + 60.7 469.26 + 63.6
PBE/IDA 987.2 + 57.6 205.5 + 54.0 149.5 + 18.6 657.0 + 95.6 1024.1 + 35.5 145.7 + 18.6
8716 + 93.1 3384 + 733 202.3 + 53.0 923.5 + 823 314 + 824 203.7 £ 313
PBE/DISH 2619 + 68.6 41.8 £33 316+ 1.3 146.0 + 16.5 769.4 + 94.7 218 + 1.1
67.7 £ 5.0 37.0 £ 1.5 27.6 + 1.2 5889 + 104.0 194.0 & 51.0 40.5 + 18.0
PBEO/FSSH 118 £ 03 32+00 3.4 +00 75 +02 182 + 1.1 26 £ 0.1
68 + 0.1 49 + 0.1 34 £00 8.0+02 75 +02 44 £ 0.1
PBE0/mSDM 1014.6 + 44.9 241.8 £ 472 166.7 + 21.7 947.0 + 64.1 1013.7 + 49.9 1283 + 142
S11.8 + 100.7 3059 + 58.6 2203 +25.2 969.0 + 52.4 718.3 + 109.3 165.3 + 36.7
PBEO/IDA 959.5 + 47.7 140.7 £ 17.9 122.1 £ 23.7 907.0 + 83.7 974.5 £ 55.0 82.5 + 10.4
283.6 + 54.3 1624 + 216 107.1 + 84 495.6 + 76.6 440.6 + 98.5 97.5 + 11.0
PBEO/DISH 205.1 + 27.1 572 + 34 654 + 5.6 1792 £ 31.0 871.6 + 79.6 45.6 + 3.1
104.00 + 10.69 86.12 + 8.67 54.6 + 4.1 1654 + 192 1122 + 115 639 + 6.4
B3LYP/FSSH 187 + 1.2 4.6 £ 0.1 42 +0.1 25.1 + 1.7 155 + 1.0 29 + 0.0
82+ 02 4.7 £0.1 2.5 £00 119 + 0.4 93 +03 1.7 £ 0.0
B3LYP/mSDM 1039.04 + 14.4 175.5 + 280 179.0 +22.7 1024.9 + 31.1 1033.5 + 314 103.1 £ 11.1
717.8 £ 94.0 3133 £ 770 2424 + 354 929.3 £ 732 801.5 + 99.9 135.0 £ 20.7
B3LYP/IDA 1004.7 + 48.7 1294 + 159 1128 £ 79 1032.7 + 31.0 986.5 + 43.7 672+ 5.5
416.5 + 81.9 1742 + 28.0 129.0 + 11.8 278 £ 732 587.7 £ 95.1 85.5 93
B3LYP/DISH 246.6 + 52.8 459 + 42 583 +32 700.4 + 83.3 686.5 + 93.3 230+ 1.3
98.0 + 7.6 1233 £ 12.3 50.0 + 3.2 212.0 + 39.9 157.1 + 183 287 + 1.2

be attributed to the smaller differences in NACs and excitation
energy values, as shown in Figure 4.

Second, the recombination rates computed using hybrid
density functionals are generally increased compared to those
computed using the semilocal PBE functional (see Figure 6
and Table 1). A plausible reason for this effect resides in the
distribution of NAC values (Figure S). The smaller NAC
values are more frequently sampled when computed using the
PBE functional. On the contrary, it is more probable to

encounter larger NACs in the dynamics when NACs are
computed using hybrid functionals. Thus, the time scales
computed with hybrid functionals are generally smaller than
the PBE-based counterparts, which are overestimated, 7pp; >
Tppgo A Tpapyp- This order of the time scales is observed, with a
few exceptions, for all TSH methodologies (Table 1). We
stress once again that this effect stems from the multi-
configurational nature of TD-DFT states, where hybrid
functionals favor higher configurational mixing and increased

https://doi.org/10.1021/acs jpcc 407180
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Table 2. Transition Dipole Moment (X10?) between S, and S, for All Titania Systems as Computed with Different
Approaches. Units are Expressed in 0.01 a.u

pubs.acs.org/JPCC

method\system (Ti0,), (Ti0,),(H,0), (Ti0,),(H,0), (TiO,)s (Ti0,)s(H,0), (Ti0,)4(H,0)5
AIMD/TD-PBE 5.28 +£2.97 832 + 292 12.61 £ 5.71 9.44 + 3.58 12.32 £ 0.20 8.81 + 3.97
AIMD/TD-PBEO 2.82 + 129 6.68 + 2.24 7.75 £ 3.73 932 + 242 6.59 + 1.87 7.64 + 272
AIMD/TD-B3LYP 421 + 1.84 9.07 + 3.03 9.35 + 3.87 11.20 + 3.67 8.51 +2.32 822 + 296
FFMD/TD-PBE 6.63 + 3.60 5.52 +2.70 8.00 + 3.75 1321 + 6.67 9.10 + 3.28 9.66 + 3.65
FFMD/TD-PBE0O 291 + 1.24 4.68 + 2.10 5.67 +2.76 6.66 + 2.60 5.35 + 1.83 6.70 + 272
FFMD/TD-B3LYP 4.10 + 1.30 745 +2.92 6.11 + 2.97 7.67 + 2.85 5.37 + 1.97 7.81 + 291

Table 3. C d Radiative Recombi Lifeti for All S ; Units are expreesed in ps”

method\system (TiO,), (Ti0,);(H;0), (Ti0,);(H,0)4 (Ti0,)s (Ti0,)s(H,0), (Ti0,)s(H,0)5
AIMD/TD-PBE 19.85 296 1.32 7.63 298 3.31
AIMD/TD-PBEQ 22.77 2.05 1.50 2.08 3.31 175
AIMD/TD-B3LYP 1291 131 125 1.87 2.50 1.85
FFMD/TD-PBE 4128 7.01 281 23.95 18.82 3.16
FFMD/TD-PBEO 40.69 4.84 2.68 1128 10.40 2.53
FFMD/TD-B3LYP 29.70 222 271 18.54 14.22 232

“The calculations are d

PBE, PBEO, or B3LYP functionals).

d for trajectories obtained via FFMD or AIMD and with different excited state calculation methods (TD-DFT with

NAC magnitudes. This effect is contrary to the NAC decrease
between molecular orbitals in the single-particle picture
reported ealier.”

Third, we discuss the dependence of the recombination time
scales on the TSH approaches. In general, the following order
of the time scales is observed for nearly all titania systems,
density functionals, and MD trajectories: Tynspy = Tipa >
ToisH(rev 2023) > Trssu (see Table 1). This order is consistent
with the previous assessments.””*¥!*%21122 Among  these
approaches, the mSDM is perhaps the most conceptually
sound and is sensitive to the details of energy gap evolution.”
The decoherence correction generally inhibits the recombina-
tion comparing to the overcoherent FSSH description. For
instance, for the (TiO,), system, the FSSH values vary in the
5-20 ps interval depending on the electronic structure and
trajectory generation methodologies used, while the mSDM
values vary in the 900—1100 ps interval. The IDA time scales
are often comparable to, but usually smaller than, the mSDM
values. Note that, for the same (TiO,), system, the IDA values
vary in the 200—1000 ps interval. The former method
introduces strong decoherence correction via the wave
function collapse on the currently active state. Since the
collapse is controlled by the hop feasibility criterion, the IDA
decoherence correction is weak when the process is fast and,
thus, the decoherence is consistent with the state transitions. In
such situations, the IDA time scales may be comparable to the
FSSH counterparts. The 2023 revision of the DISH algorithm
introduces decoherence in a gradual way resembling that of the
mSDM. In this approach, the superposition is either projected
onto the decohered (pointer) state or such state is projected
out of the coherent superposition. The surface hops are
determined as in the regular FSSH. Since the stochastic wave
function “diffusion” only partially affects the quantum
populations of all states, the DISH_rev2023 results are often
close to the FSSH, although such time scales may also be
notably slower than in FSSH.

Finally, we observe a relatively faster recombination
dynamics when increasing the hydration degree on the surface
of titania nanoclusters (see Table 1 and Figure 7). This
observation holds for nearly all nanoclusters, density func-

tionals and TSH methodologies. Such an acceleration
correlates with the trends in average NAC values (see Figure
4¢,d). Indeed, Figure 4 shows that the average NAC values
increase with the hydration degree as discussed earlier.
Analogously, the carrier lifetimes gradually decrease as the
amount of incorporated water increases (Figure 7 and Table
1). The most notable deviation from this monotonic
dependence is observed for the (TiO,)s(H,0), system with
the FF-based trajectory (Figure 7e and Table 1), which shows
a notably slower recovery dynamics compared to the systems
with lower and higher water saturation. This could be
associated with the low water coverage (~25%), which is
closer to the anhydrous (TiO,); cluster. Indeed, both systems
show similar lifetimes (see Table 1). Importantly, this analysis
suggests that weakly hydrated systems could be preferred for
water splitting purposes, as they promote longer electron—hole
recombination times which tends to enhance thephotocatalytic
efficiency.

The nonradiative recombination rates computed using
DISH are consistent with the previously reported values for
larger (TiO,); clusters using the same TSH algm’ithm.'“’42
Previous time-resolved photoelectron spectroscopy (TRPES)
measurements on single-crystal surfaces of anatase and rutile
TiO, estimate the recombination times to be on the order of
nanosecond,'>* which is in line with the slower recombination
rates we obtain for anhydrous clusters (when accounting for
electronic decoherence with the IDA or mSDM schemes).
Recently the pump—probe spectroscopy experiments on bare
and stoichiometric (TiO,), (n = 4, and 8) nanoclusters have
been reported by Sayres and coauthors. The proposed
rationalization of the reported measurements suggested than
S, decay times to be on the sub-picosecond order.”” Such
interpretation disagrees with our current estimates of the
nonradiative recombination time scales being off by orders of
magnitude. While acknowledging the value of the experimental
data, our current calculations suggest an alternative inter-
pretation of these measurements. It is possible that these
remarkably fast decay times may be indicative of an ultrafast
relaxation from higher excited states to optically forbidden
(dark) levels, rather than representing the carrier recombina-

https://coi.org/10.1021/acs jpcc 407180
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tion process between the first excited and the ground state.
This could be in agreement with the different order of
magnitude in the lifetimes: excited state relaxation in the
experimental work (with sub-ps time scales) versus lowest
excited state decay studied in this work (with sub-ns time
scales).

3.4. Radiative Recombination. While the previous
section has extensively analyzed nonradiative recombination
processes, which, due to their influence on charge carrier
dynamics and efficiency, are often dominant in titania
nanoparticles, it is instructional to consider the contribution
of radiative recombination, which is crucial for applications
where photoluminescence, light emission, or optical properties
are the key performance indicators. Our calculations of the
transition dipole moments (TDM) and corresponding
radiative lifetimes are summarized in Tables 2 and 3,
respectively. Expectedly, the computed radiative lifetimes are
orders of magnitude larger compared to the nonradiative
recombination ones and reach microsecond (us) scales. Thus,
the deactivation of excited states in bare and hydrated titania
nanoclusters is dominated by the nonradiative recombination
mechanisms.

Although we consider only a limited number of systems, we
do observe several notable trends. First, for the bare
nanoclusters, the radiative recombination is faster in the larger
(TiO,); nanocluster than in the smaller one, (TiO,), (Table
3). This effect can be attributed to a sizable difference of the
TDMs, which are larger in (TiO,) than in (TiO,), by a factor
of 2—3 (Table 2), leading to the expected 4—9-fold
acceleration due to the quadratic dependence of radiative
recombination time scales on the TDM magnitude. The larger
TDMs in the larger nanoclusters can be attributed to a greater
capability for holes and electrons to separate spatially in the
larger nanoclusters and hence create a larger dipole. While the
actual ratio 7(rio,),/7(ri0,), varies from 3 to 11 for the
calculations involving DFT-based guiding trajectories, in
agreement with the expectation, it is smaller for the FF-
based guiding trajectories and varies between 2 and 4. This
discrepancy can be attributed to the respective energy gap
differences (entering the time scales formula, eq 2 cubically).
‘While for the DFT-based trajectories, the difference of energy
gaps for the two systems is negligible, the gaps obtained from
the FF-based trajectories vary more notably across the two
systems. This effect slows down the recombination in larger
nanoclusters to a greater extent than in the smallest one, acting
in the opposite way to the TDM and hence reducing the
differences caused by the TDM differences. However, this
effect is still dominated by the large difference in TDMs,
leading to the overall acceleration of the radiative recombina-
tion in larger nanoclusters.

The second trend we observe is a gradual acceleration of the
radiative recombination in the hydrated nanoclusters. As
observed from Table 3, the acceleration generally correlates
with the degree of hydration, although this trend may be
violated for even larger hydrated nanoclusters not considered
in this work. The general acceleration of the radiative
recombination can be attributed mainly to the increase of
the energy gap. This increase is nearly monotonic for
progressively hydrated (TiO,), and (TiO,)s systems. In
addition, for (TiO,), systems, the TDM systematically
increases with the degree of hydration, leading to a clear
trend in computed radiative recombination time scales. For

hydrated (TiO, )y systems, there is no clear trend in the TDM
as a function of hydration degree. Thus, the dependence of the
radiative recombination time scales on the hydration degree is
less pronounced for these systems—a notable decrease of the
recombination time is observed only while moving from
(Ti0,)5(H,0), to (TiO,)s(H,0)s.

Another set of notable observations concerns the depend-
ence of the computed recombination time scales on the
combination of methods used. First, the use of the FFs for
generating guiding nuclear trajectories leads to the 2—3-fold
larger radiative recombination time scales compared to those
obtained from the DFT-based AIMD guiding trajectories. As
follows from Figure 4ab, the FF-based trajectories show
notably smaller energy gaps compared to the AIMD counter-
part, although this difference decreases with the increased
surface hydration degree. Consequently, smaller energy gaps
lead to slower radiative recombination and hence larger
radiative recombination times. As the difference of the
excitation energies predicted by different methods decreases
for more hydrated clusters, the radiative lifetimes become more
robust with respect to the choice of the guiding trajectory
generation approach. Finally, the use of PBE, PBEO, or B3LYP
functionals does not greatly affect the results as far as the
computations of radiative recombination times is concerned.

As presented in the previous section, nonradiative
recombination processes in titania nanoclusters occur on a
time scale of nanoseconds, significantly affecting the charge
carrier dynamics by quickly removing the electron—hole pairs.
In contrast, our analysis of radiative recombination shows that
these processes occur at much slower rates, typically on the
order of microseconds. The dominance of nonradiative
recombination suggests that the majority of excited states
decay through these nonradiative mechanisms, leaving only a
small fraction of electron—hole pairs available for photon
emission. Consequently, the observed photoluminescence and
other radiative outputs are relatively weak, which aligns with
prior studies.”

4. CONCLUSIONS

In this work, we present a comprehensive computational
characterization of the radiative and nonradiative recombina-
tion dynamics in a series of small bare and hydrated titania
nanoclusters: (TiO,),(H,0),, for n = 4 and 8. We find that
increasing the degree of hydration tends to accelerate both
radiative and nonradiative relaxation processes. The accel-
eration of nonradiative relaxation is attributed to the stronger
influence of hydroxyl group vibrations, which significantly
perturb the electronic states. In this way, the increasing
delocalization and isotropy of the charge distribution in
increasingly hydrated nanoclusters facilitate orbital degener-
acies, enhancing nonadiabatic couplings and thus nonradiative
recombination rates. The nonadiabatic couplings are found to
linearly increase with the degree of hydration in the smaller
(Ti0,),(H,0),, nanoclusters and linearly increase after an
initial plateau in the larger (TiO,)s(H,0),, nanoclusters. This
also indicates the diminishing influence of hydration in larger
systems. Faster radiative recombination in more highly
hydrated systems is rationalized by the increased excitation
energy of such systems. Interestingly, our calculations predict
faster radiative recombination in the bare (TiO,)s cluster
compared to its smaller counterpart, (TiO,),. We attribute this
difference to the larger electron—hole separation in the bare
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(TiO,)s cluster, which creates a larger transition dipole
moment, hence stimulating the radiative recombination.

We find that the nonradiative S; — S transition is driven
primarily by the vibrational modes in the $00—1000 cm™
range which typically correspond to Ti—O—Ti angle bending
and related modes. Based on the results of our nonradiative
recombination calculation in the studied titania nanoclusters,
we suggest that the time scales reported in the recent
experimental work on similar-sized TiO, nanoclusters by
Garcia et al.”’ is more likely to be attributed to the relaxation
of higher excited states rather than to the electron—hole
recombination process.

Finally, this work reports a detailed comparative analysis of
various methodological choices possible for such dynamical
calculations. We find that, for all studied systems, the
dependence of the computed nonradiative and radiative time
scales on the choice of the density functional used in the TD-
DFT/NA-MD calculations is relatively weak. On the other
hand, the nonradiative time scales are strongly dependent on
the choice of the TSH approach: they are normally orders of
magnitude larger when decoherence-corrected methods such
as mSDM, IDA, or DISH are used compared to those obtained
with methods lacking such correction, such as FSSH. The time
scales obtained with decoherence-corrected methods are in
good agreement with previous findings for similar systems. We
also find a notable dependence of both radiative and
nonradiative time scales on the method used to obtain the
guiding MD trajectory. The presently employed titania FFs
favor more symmetrical structures and vibrational modes
compared to those in the DFT-based AIMD trajectories. As a
result, the excitation energies for titania nanocluster trajectories
obtained with these FFs are systematically underestimated with
respect to those derived from AIMD trajectories, leading both
to faster nonradiative recombination and to slower radiative
recombination, especially in bare titania clusters. The reported
differences are less pronounced in the hydrated systems, where
both approaches lead to more consistent time scales. We argue
that the limitations of the FFs can be addressed with improved
parametrizations, in which case FFs may become a computa-
tionally efficient alternative to direct AIMD simulations,
especially for larger nanoclusters.
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This thesis presents a comprehensive investigation into the structural, elec-
tronic, thermodynamic, and excited-state properties of TiO; nanoparticles, elu-
cidating fundamental mechanisms that govern their stability and performance
in photocatalytic and optoelectronic applications. Through a synergistic ap-
proach that combines density functional theory calculations, advanced thermo-
dynamic modelling, and nonadiabatic molecular dynamics, we provide a de-
tailed understanding of how size, crystallinity, hydroxylation, and hydration
influence the properties of TiO, at the nanoscale. The results offer new per-
spectives on material optimization strategies, bridging the gap between amor-
phous and crystalline structures, bulk approximations, and explicit molecular-
scale models.

Our findings establish that hydroxylation plays a crucial role in stabilizing T10,
nanoparticles, leading to a convergence in electronic and energetic properties
between crystalline and amorphous structures. We demonstrate that through
controlled hydroxylation, amorphous TiO, NPs can exhibit electronic proper-
ties akin to their crystalline anatase counterparts, introducing the concept of
"crystalike" nanomaterials. The ability to engineer electronic energy levels
without chemical doping or interfacing with other materials expands the versa-
tility of TiO» in photocatalysis and optoelectronics. Furthermore, we identify
an optimal degree of quantum confinement and hydroxylation that enhances
band edge alignment for photocatalytic water splitting, emphasizing the im-
portance of fine-tuning surface chemistry for improved efficiency.

In the realm of thermodynamics, our work introduces AIATnao, @ computa-
tional framework that refines existing AIAT models by incorporating a size-
dependent vibrational free energy correction. AIATnan, addresses the limita-
tions of explicit phonon calculations and bulk approximations, providing a
more accurate and computationally feasible approach to studying hydration
thermodynamics at the nanoscale. Our results highlight that size-dependent vi-
brational entropy contributions significantly influence hydration stability, par-
ticularly in smaller nanoparticles, an effect often overlooked in traditional mod-
els. This framework not only enhances our understanding of nanoscale hydra-
tion but also provides a powerful tool for investigating the thermodynamic
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behaviour of other nanomaterials in diverse applications, such as catalysis and
electrochemistry.

The study of excited-state dynamics further underscores the impact of hydra-
tion on charge carrier relaxation in TiO> nanoclusters. By employing NA-MD
simulations, we reveal that hydration enhances nonadiabatic couplings and ac-
celerates charge recombination due to the introduction of additional vibrational
modes. While this effect can be detrimental to photocatalysis, it provides a tun-
able parameter for optimizing TiO,-based materials for specific energy conver-
sion applications. Our analysis also highlights the importance of computational
methodology selection, demonstrating that hybrid functionals yield more accu-
rate electronic structure predictions, and decoherence-corrected trajectory sur-
face hopping methods provide more reliable recombination times. These in-
sights contribute to resolving discrepancies between computational and exper-
imental charge relaxation times, paving the way for more precise theoretical-
experimental correlations in TiO, research.

Beyond the scientific insights, this work exemplifies the power of computa-
tional modelling in materials chemistry. By integrating first-principles calcula-
tions, thermodynamic modelling, and excited-state dynamics simulations, we
establish a multi-scale framework for predicting and optimizing material prop-
erties. These methodological advancements reinforce the growing importance
of computational approaches in modern materials design. By refining existing
theoretical frameworks and leveraging high-accuracy electronic structure
methods, we enable a more comprehensive exploration of nanoscale phenom-
ena, ultimately contributing to the broader effort of developing efficient and
sustainable nanomaterials.

Future research should explore the experimental validation of these findings,
particularly through spectroscopic techniques that probe hydroxylation effects
and charge carrier dynamics in real-world photocatalytic environments. Addi-
tionally, extending the AIATnano framework to other oxide materials could
provide valuable insights into nanoscale thermodynamics beyond TiO.. Fi-
nally, further refinement of computational methodologies, including improved
machine-learning-driven approaches for excited-state dynamics, could
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enhance the predictive power of these models, accelerating the development of
next-generation nanomaterials.
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Table S1. Comparison oftotal energies for hydroxylated anatase slab models with ' point and
SxSxI k-point sampling.

Degree of hydroxylation
0% 50% 100%
I point -1972829.149 -1985324.399 -1997809.979
5x5x1 -1972828.579 -1985323.859 -1997809.445
I\.E per TiO, unit (eV) -0.00791 -0.00749 -0.00741
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Figure S1. Evolution of the LUMO+S, LUM0+4, LUM0+3, LUM0+2, LUMO+|, HOMO0-1, HOMO-
2, HOMO-3, HOMO0-4, HOMO-5 orbital energies corresponding to faceted (TiO,)as NP.
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Figure S2 Evolution of HOMO, LUMO anda deeper lying energy level for the faceted (TiO,hsand
(Tid,)," NPs. Besides of proving again the electrostatic nature of the ligand dipole effect, the
considerably slower slopes in the HOMO and LUMO levels with respect to the deeper orbitals
(i.e. HOMO-250 for the (TiO2)35NP and HOMO-500 for the (TiO2)16SNP) shows the stabilization

happening dueto defects healing effect upon hydroxylation.
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Figure S3 Evolution of both the average value of a and [lOoH with respect to the degree of

hydroxylation far the n = 35 and n = 165 (Til,), anatase NPs is provided in the 51.
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SI. Simulated annealing temperature evolution profile

1800
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Figure SI Temperature evolution profile followed during the stepwise molecular
dynamics simulated annealing (MD-SA) procedure.
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S1. Comparison of an AlATexplkt /J.Ghyd(T, p) phase diagram for the globally optimised

(Ti02hs(H20)m NP system compared with a AIATnanoapproach

200 400 600 800 1000 200 400 600
Temperature (K) Temperature (K)

o ————————————————
0.0 10.020.0 30.0 40.0 SO.0 60.0 70.0 80.0 90.0 100.0
Hydration degree, m/mmax(%)

Figure S1. Thermodynamic /J.Ghyd(T,p) phase diagrams far the globally optimized
(TiO,)i,(H,0)m NPs with all vibrational frequencies explicitly considered (i.e. via a AIAT., ji,;,
approach, left), and estimated using the fvib function (i.e. via a AIATmoapproach, right). In the
main text we employ (TiO,),e(H,0)mNPs far which the core titania structure is constrained to

keep clase to the original cut from the anatase crystal.

S2. Vibrational contributions to t.Ghyd(T,p)

The vibrational contribution to Gibbs free energy, Fvib, can be expressed as the sum of three

terms:
FY®(T,0,) = EZPE(0,) + UVP(T,0,) — TSV (T, 0,) (1)

where uviband 5vib are the vibrational contributions to the interna! energy and entropy and
EzPE corresponds to the zero-point energy (ZPE) contribution. Ok is the vibrational
temperature, which depends on the frequencies (vkl. Using our (TiO,),,(H,0), NP asan example,
we explicitly compute the harmonic vibrational frequencies of the system and evaluate the
Fvib(T, Ok)- In Figure 52 we plot Fvib(T, Ok) with respect to vibration frequency and

temperature (n.
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Figure S2. pvib with respect to vibrational frequency (v) at different temperatures calculated
for the (Tiu,)i,(H,0)aNP. The dominant influence of the temperature-dependent terms (lower

frequencies) and the ZPE term (higher frequencies) are clearly differentiated.

Two distinct contributions to pvib(T, Ok)are clearly seen. The first one at lower frequencies is
almost totally defined by the temperature dependen\ terms and relates to the modes of the
bonded Ti-O titania framework. The second contribution for higher frequencies, mainly
corresponding to the temperature-independent ZPE term, is dominated by the vibrational

modes of the pendant -OH groups.

83. Fitting parameters for fib(N,7)

ivib(N,T) is derived to reproduce pvib (i.e. the vibrational contributions to fiGhyd(T, p)) for
hydrated (TiO2h<IH20)mNPs at different temperatures. We partition jvib(N, T)into two terms:

U';b.zPE (combining temperature-dependent terms and ZPE) approximately accounting for

energetic contributions, and s5vis, which estimates the entropic contributions:
jvib=— uvib-ZPE _ TSvib (2)
We approximate these contributions using the following second arder polynomial expressions:
UVP=ZPE = (g0 +a;T + ayT?) Ny + (bg + by T + by T?) my(3)

S¥ = (¢y + ;T + ¢, T?) N, (4)
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where Nu = 3(3n +m) - 6, which is total number of vibrations from all Ti and O atoms in a
(Ti02),(H20)mNP. Similarly, mu= 2m gives the total number ofvibrations from -0-H groups.

The coefficients used are:
a =1.98;a =4.28+10-% a =247:10-°
b = 21.76; b = 3.75-10-°; b = 5.55+10-7
Co = 6.32+10-; ¢4 = 2.42+10-5 ¢, = -9.74 - 10-°

Where a and b areinkJ/mol, a bandc greinkJ/(mol-T), a b andc arein kJ/(mol-T'),
and csis in kJ/(mol-T3).

S4. Temperature dependence of vibration-dependent terms in t. Ghyd(T, p)
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Figure S3. Explicitly calculated data points showing the temperature dependence of two terms
making up the uvib-ZPE term (above) and the r5vib term (below) farthe (Ti02)s(H20)s NP. Salid

lines fallow the corresponding jvib fitted expressions.

S8. Size-dependence of the initial hydration !!.Ghyd(T, p) crossover contour

In Figure 54 we show differences in //.Ghyd(T,p) between that of anhydrous NPs and of the
initially hydrated NPs at different temperatures (i.e. farmally 6!!.Ghyd(T, p) ) far a water vapour
partial pressure of 1000 Pa far two system sizes ((Til,), and (TiG,h") and far AlAToaoo and

AlATsond, Far each system the constan! shift between the AIAT,aaoand AIAT,on,curves leads to a

In figure 55 we extrapolate the tendencies in figure 54 to larger sizes to show the size-
dependency of the predicted difference in crossover temperature as predicted by AlAToa,o and

AIAT,ondapproaches far five selected water partial pressures.

300 (Ti02)4 AIAT""
204 (Ti02)4 AIAT olid
o 100 (Ti02)16s AIAT""
¢ (Ti02)16s AIAT o1,
2
(")
©-1 OO/
-200

200 400 600 800 1000 1200 1400
Temperature (K)
Figure S4. Temperature dependence of /!.!!.Ghyd(T,p) fallowing an AIAT,on, approach (light
coloured lines) and fallowing our AlAToaoo approach (dark coloured lines) with respect to the
anhydrous f--7 initial hydration of a (Tid,), cluster (blue) and a (Tid,)," NP (red) far a water
vapour partial pressure of 1000 Pa. We highlight the AlATsond versus AlAToa,o temperature

differences far this predicted crossover far the two systems considered.
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Figure SS. Differences in the predicted temperature of the initial t.Ghyd(T, p) hydration
crossover (i.e. between the anhydrous system and adsorption of a single water molecule)
between AIAT,ond and AlAT,aoo with respect to system size for selected water vapour partial

pressure values.

S$6. General size-dependency of AlATnano

Using jvib derived t.Ghyd(T,p) data for four model (TiO2)nIH20)mNPs (with n = 16, 35, 84 and
165) we found the anhydrous B initially hydrated crossover temperature for a set of fixed
pressures ranging from 2x10-'° to 200000 Pa. To do this we can follow the temperature for an

incremental change in hydration by calculating differences in t..Ghyd(T, p) between the system
at the two degrees of hydration. For a fixed pressure, the condition t.t:.Ghyd(T,p) = O then

generally defines the temperature for a NP being at the crossover between the two degrees of
hydration Asan example, figure 56 shows the dt.G vs T evolution for a constant pressure of 1
Pa, for the anhydrous (TiO,)i, NP and the initially hydrated ITiO2hs(H20) NP at different
temperatures, yielding a limiting Tvalue of ~250 K. Note that as dGhyd (T, p) is calculated with
respect to the anhydrous system (i.e. for which dGhyd(T,p) = O) then t.t.Ghyd(T,p) is

equivalent to t:.Ghyd(T,p) in this case.
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Figure S6. L\L\G vs Tplot far a constan! 1 Pa pressure value far the (Ti02l,,(H20)m NP, where M1G

refers to the difference in fiGhyd(T,p) between the anhydrous NP and the initially hydrated NP.

Far each constan! pressure we thus obtain faur points on a size-dependent isobar. We
can also estimate the temperature of each isobar in the limit of infinite NP size by using extended
periodic Ti0,(101) anatase surface model anda using a standard AIAT,011, approach. By fitting
these temperatures toan analytical function (see below), we can then estimate fIGhyd(T,p)

crossover contours far any desired NP size.

To lit the size-dependent temperature profile far each isobar we used the fact that many

size-dependency properties (P(N)) can be approximately fitted to a scaling law of the farm'-":

1
P(N) = Pbulk + a,N-1,  (4)

where P,k is a characteristic value of the property P far the chosen bulk phase. A generalisation

of this relation leads to a P/N) size-dependence of the fallowing form:
P(N) = ag + ayx + azx? + azx®+...,(5)
where ao= P,k x = N-""® and the?"Values are (possibly N dependent) constants.
In our case the property P(N) is the size-dependent crossover temperature far each isobar (i.e.
T(n), where n is the number ofTiO, units and where the ao term corresponds to the bulk limiting

T value). We find that good fits can be made far each isobar with using polynomials of degree

two or three (see examples in Figure 57).
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Figure S7. Temperature versus n-1"" plot showing the fitted isobars far a range of water vapour

pressures. Where the temperature relates to the anhydrous-initially hydrated crossover

temperature in each isobar and n corresponds to the number of Til, units in the system.
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Figure S1. Normalized power and influence spectra for (TiO2) (a, b), (TiO24(H20)2(e,

d) and (TiO,).(H20)4 (e, f) systems. The influence spectra are computed using nuclear

trajectories obtained with AIMD (a, e, e) or classical FFMD (b, d, f) methods. The

intluence spectra characterize the vibrational modes that drive the transition between the

ground state and first excited state. The insets show the evolution ofthe ground-to-first-

excited-state energy gap in corresponding calculations. Color codes: grey - power

spectra, blue, red and green -influence spectra. For the influence spectra, TD-DFT

excitation energies are computed with B3LYP (green lines), PBEO (red lines) and PBE

(blue lines) functionals.
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S

Figure S2. Comparison ofthe last hydrated (TiO,)4(H,O)s nanocluster geometries from

AIMD and classical MD nuclear trajectories
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Figure S3. Isosurfaces of the most relevan! molecular orbitals (besides HOMO and

LUMO) participating on SD excitations of non-negligible CI coefficients for each of the

six titania nanostructures (see Table Sl). In order to show representative cases of TD-

DFT calculations based on hybrid functionals, the top row corresponds to geometries

sampled from PBE/TD-PBEO methodologies, while bottom geometries were sampled
from PBE/TD-B3LYP results. Isosurface values are 0.012 A-!3 (tan) and -0.012 A-'13

(white). Multiwfn software! was employed to generate the isosurfaces. Atom key: O- red, Ti -brown,

H-white.
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Table SI. Square of the the largest CI coefficients for the first excited state relevan! to each
nuclear generation methodology and DFT functional. Reference geometries have been
sampled from the 3000 fs geometries.

Mecthod\Syst ) ) ) )
cthodiSystem | (T102)4 | rioov4m0n | (Tio2s.m20)4 | T1ODS | (Tig2ys(H20h | (Ti02)s(H20)s
PBEffD-PBE HOMO- HOMO- LUMO (0.967) HOMO- LUMO (0.962) HOMO- HOMO - LUMO (0.951) HOMO- LUMO (0.980)

LUMO(0.995) LUMO(0.990)
PBEffD-PBEO HOMO- HOMO-LUMO0(0.612 | HOMO- LUMO (0.614) HOMO. HOMO - LUMO (0.681) HOMO - LUMO (0.527)
LUMO(0.712) ) LUMO(0.726)
HOMO - LUMO+3 HO/-10-1 - LUMO HOMO-J- LUMO
HOMO-I HOMO-1 LUMo+-1 (0.202) HOMO-1- (0.193) (0.179)
LUMO(0.104) (0.144) LUMO0(0.064)
HOMO-1- LUMO
(0.162)
PBEffD-B3LVP HOMO- HOMO - LUMO (0.686) | HOMO - LUMO (0.713) HOMO- HOMO-LUMO (0.748) HOMO - LUMO (0.610)
LUMO(0.807) LUMO(0.789)
HOMO-LUMOtI HOMO-1 - LUMO HOMO-LUMO+-1 HOMO-2 - LUMO
(C1.186) (0.182) HOMO- (0.125) (0.116)
LUMo+2
(0.124)
FFffD-PBE HOMO- HOMO- LUMO (0.8%) | HOMO - LUMO (0.966) HOMO- HOMO - LUMO (0.990) | HOMO - LUMO (0.987)
LUMO(0.994) LUMO(0.840)
FFfiD-PBEO HOMO- HOMO- LUMO (0.691) | HOMO - LUMO (0.758) HOMO-1- HOMO- LUMO (0.726) | HOMO - LUMO (0.601)
LUMO0(0.966) LUMO(0.737)
HOMO-1 - LUMO HOMO- HOMO-LUMO-+-3 HOMO-LUMO-+-2
(C.098) LUMO(0.206) (0.203) (0.146)
HOMO - LUMo+!
(0.145)
FF{fD-B3LYP HOMO- 1HOMO - LUMO (0.749) HOMO- LUMO MOMO- HOMO - LUMO (0.789) 1IOMO- LUMO(0.703)
LUMO(0.977) (0.8(12) LUMO(0.746)
HOMO-! - LUMO HOMO-1- HOMO-LUMo+2 HOMO- LUMO+1
()103) LUMO(0.225) 0.171) (0.160)
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Table S2. Total dipole moments of So / St states or ali systems in Debye units (AIMD-based

nuclear trajectories' values).

Method\Systern | (TI024 | 10,0 4120)2 | (Ti0z).(Hz0)4 | (TIODS | (1i02)s(Hz01z | (Ti0)s(HzO)s
PBE/TD-PBE 6.30/3.7 2521572 3.09/0.49 136/ 837 535/195 127/0.90
PBE/TD-PBEO | 6.77/5.14 2.65/5.44 3.28/146 1.87/6.77 5.48/ 1.07 1.39/0.33
PBErD-B3LYP | 6.64/4.89 2.62/5.73 3237121 1.82/7.99 5.47/129 1.35/0.15
FFn"D-PBE 7.30/5.52 1.602.30 1421245 0.54/7.77 11.49/2,02 2.93/4.06
FFriD-PBEO 7.91/631 1i2/2.31 1.64/2.35 0.64/8.17 12.06/2.42 2.99/1.92
FFrD-BILYP | 7.75/6.18 1.692.2 1.60/2.45 0.62/8.15 11.98/1.63 2.97/1.93
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with different methodologies. Units are expressed in eV.

Table S3. First excited state energy and its variation for ali the studied systems as computed

Method\Systern | (Ti02)4 | i 401 | (Tioz).Hz0)4 | TODS | (iogs(Hz01z | (Ti0y)s(HZO)s
PBE/TD-PBE 2.57+0.20 3.58+0.13 3.554+0.21 2.40+0.21 2.7540.20 3.32+0.13
PBE/TD-PBEO 3.73+0.16 4.68+0.12 4.714+0.14 3.73+0.20 4.03+0.19 4.51+0.12
PBE/TD-B3LYP 3.45%0.17 4.43+0.12 4.414+0.15 3.42%0.21 3.73+0.20 4.2240.12
FF/TD-PBE 1.73%0.16 3.53+0.09 3.74+0.12 1.31+0.16 1.82+0.22 3.17£0.16
FF/TD-PBEO 3.01+0.19 4.46:0.10 4.78+0.11 2.66+0.24 3.16£0.26 4.36+0.13
FF/TD-B3LYP 2.66+0.18 4.24+0.10 4.53+0.11 2.05+0.22 2.84+0.25 4.05+0.14
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Table S4. Nonadiabatic couplings between ground and first excited states (NACO,) and its

variation for ali the studied systems as computed with different methodologies. Units are expressed

in meV.
Method\System AWDA | riooyaczolz | (riozs.ca2ops | (TOPe | (rigoyetizolz | (Tio2)e(t201s
PBE/TD-PBE | 0305:0080 |  0.439:0.124 0.544:0.154 J 0.346:0.100 | 0325+:0.096 0.562:0.158
PBEfTD-PBEO | 0.298:0.084 |  0.743:0209 0.754:0218 | 02890080 |  0.293:0.087 0.8110.231
PBErTD-B3LYP | 025410.072 |  0.580-0.161 0.645-0.187 || 0315:0.091 |  0.270+0.081 0.804+0.229
FF/TD-PBE | 0.329:0.000 |  0.552+0.155 083020252 | 0.455:0.127 | 0.244:0.070 0.747+0.228
FFITD-PBEO | 0.171+0.0SI 0.793+0.220 095940294 | 0.289:0.080 |  0.182+0.053 0.935+0.284
FFrTD-B3LYP | 0.180:0.054 | 07210204 1.050:0322 | 0333:0092 | 0203:0.058 0.931:0.282

S9



Appendix E

(Ti0,)4(H,0)o (TiO,)4(H,0), (Ti0,)4(H,0)4
-15.320.7ps 03/ — 49%01ps — 82%02ps
0.06
& o £0.10
I 3 So2 s
0 3004 & s
2 z H 5
5 £0.05
%0.02 201 *
0.00 0.0 0.00
0.0041 981.6 + 42.9 ps 0.01§ -532.8+96.0ps 717.8+94.0ps
0.003
= § 39010 20,0015
2 Zo.0021 1
€ 3 Jo.coso
& i0.005
0.001 00025
0.000 0,000 0.0000
0,0,
0.00f - 871.6193.Ips “| = 338.4:73.0ps 416.5£81.9ps
0.015
¢:0.006 c:0.015
{ . 2
S 30.010 100 o10
«
- 0.005 &.0.005
0.000|
Oo_.10
o0d - 67.7+5.0ps —  37.0%1.Sps 0.04-98.0:1:7.6ps
0.08
0.03
e 9004 +§0.06 $
* 1 20.02
O inony * -
i"ol
00 =i oo
0.00

=900, 904,
1000 2000 000
nme.fs

Figure S4. Evolution ofthe ground state S, population far AIMD nuclear trajectories of

(Ti02)4

computing the TD-DFT excitations. Red, blue, black, and green colored lines represen!
FSSH, mSDM, IDA and DISH TSH schemes, respectively. The average population far

each case is shown in bold lines, whereas background faded lines represen! the population
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nanostrucures. PBE functional selected as the underlying functional far

dynamics far each initial condition (excited state -+ nuclear trajectory).
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Figure SS. Evolution of the ground state So population for AIMD nuclear trajectories of
(TiO,); nanostrucures. PBEO functional selected as the underlying functional for
computing the TD-DFT excitations. Red, blue, black, and green colored lines represen!
FSSH, mSDM, IDA and DISH TSH schemes, respectively. The average population for
each case is shown in bold lines, whereas background faded lines represen! the population

dynamics for each initial condition (excited state + nuclear trajectory).
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Figure S6. Evolution ofthe ground state S, population far AIMD nuclear trajectories of
(TiO4 nanostrucures. B3LYP functional selected as the underlying functional far
computing the TD-DFT excitations. Red, blue, black, and green colored lines represen!
FSSH, mSDM, IDA and DISH TSH schemes, respectively. The average population far
each case is shown in bold lines, whereas background faded lines represen! the population

dynamics far each initial condition (excited state + nuclear trajectory).
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Figure S7. Evolution of the ground state So population for ffMD nuclear trajectories of

(Ti024 nanostrucures. PBE functional selected as the underlying functional for

computing the TD-DFT excitations. Red, blue, black, and green colored lines represen!

FSSH, mSDM, IDA and DISH TSH schemes, respectively. The average population for

each case is shown in bold lines, whereas background faded lines represen! the population

dynamics for each initial condition (excited state + nuclear trajectory).
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Figure S8. Evolution ofthe ground state Sy population for ffMD nuclear trajectories of
(TiO,); nanostrucures. PBEO functional selected as the underlying functional for
computing the TD-DFT excitations. Red, blue, black, and green colored lines represen!
FSSH, mSDM, IDA and DISH TSH schemes, respectively. The average population for
each case is shown in bold lines, whereas background faded lines represen! the population

dynamics for each initial condition (excited state + nuclear trajectory).
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Figure S9. Evolution of the ground state Sy population for ffMD nuclear trajectories of
(TiO2)4 nanostrucures. B3LYP functional selected as the underlying functional for
computing the TD-DFT excitations. Red, blue, black, and green colored lines represen!
FSSH, mSDM, IDA and DISH TSH schemes, respectively. The average population for
each case is shown in bold lines, whereas background faded lines represen! the population

dynamics for each initial condition (excited state + nuclear trajectory).
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Figure S10. Evolution of the ground state S, population for AIMD nuclear trajectories
of (TiOys nanostrucures. PBE functional selected as the underlying functional for
computing the TD-DFT excitations. Red, blue, black, and green colored lines represen!
FSSH, mSDM, IDA and DISH TSH schemes, respectively. The average population for
each case is shown in bold lines, whereas background faded lines represen! the population

dynamics for each initial condition (excited state + nuclear trajectory).
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Figure S11. Evolution of the ground state So population for AIMD nuclear trajectories
of (TiO2)g nanostrucures. PBEO functional se\ected as the underlying functional for
computing the TD-DFT excitations. Red, blue, black, and green colored lines represen!
FSSH, mSDM, IDA and DISH TSH schemes, respectively. The average population for
each case is shown in bold lines, whereas background faded lines represen! the population

dynamics for each initial condition (excited state + nuclear trajectory).
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Figure S12. Evolution of the ground state So population for AIMD nuclear trajectories
of (TiOys nanostrucures. B3LYP functional selected as the underlying functional for
computing the TD-DFT excitations. Red, blue, black, and green colored lines represen!
FSSH, mSDM, IDA and DISH TSH schemes, respectively. The average population for
each case is shown in bold lines, whereas background faded lines represen! the population

dynamics for each initial condition (excited state + nuclear trajectory).
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Figure S13. Evolution ofthe ground state Sy population for ffMD nuclear trajectories of
(TiOs nanostrucures. PBE functional selected as the underlying functional for
computing the TD-DFT excitations. Red, blue, black, and green colored lines represen!
FSSH, mSDM, IDA and DISH TSH schemes, respectively. The average population for
each case is shown in bold lines, whereas background faded lines represent the population

dynamics for each initial condition (excited state + nuclear trajectory).
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Figure S14. Evolution ofthe ground state So population for ffMD nuclear trajectories of
(TiO2s nanostrucures. PBEO functional selected as the underlying functional for
computing the TD-DFT excitations. Red, blue, black, and green colored lines represen!
FSSH, mSDM, IDA and DISH TSH schemes, respectively. The average population for
each case is shown in bold lines, whereas background faded lines represen! the population

dynamics for each initial condition (excited state + nuclear trajectory).
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Figure S15. Evolution ofthe ground state So population for ffMD nuclear trajectories of
(TiO5s nanostrucures. B3LYP functional selected as the underlying functional for
computing the TD-DFT excitations. Red, blue, black, and green colored lines represen!
FSSH, mSDM, IDA and DISH TSH schemes, respectively. The average population for
each case is shown in bold lines, whereas background faded lines represen! the population

dynamics for each initial condition (excited state + nuclear trajectory).
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