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Abstract

Massive stars are predominantly born in stellar associations or clusters [1]. Their
radiation fields, stellar winds, and supernovae strongly impact their local environ-
ment. In the first few million years of a cluster’s life, massive stars are dynamically
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ejected running away from the cluster at high speed [2]. However, the produc-
tion rate of dynamically ejected runaways is poorly constrained. Here we report
on a sample of 55 massive runaway stars ejected from the young cluster R136
in the Large Magellanic Cloud. Astrometric analysis with Gaia [3–5] reveals two
channels of dynamically ejected runaways. The first channel ejects massive stars
in all directions and is consistent with dynamical interactions during and after
the birth of R136. The second channel launches stars in a preferred direction and
may be related to a cluster interaction. We find that 23-33% of the most lumi-
nous stars initially born in R136 are runaways. Model predictions [2, 6, 7] have
significantly underestimated the dynamical escape fraction of massive stars. Con-
sequently, their role in shaping and heating the interstellar and galactic medium,
along with their role in driving galactic outflows, is far more important than
previously thought [8, 9].

Keywords: runaways, massive stars, cluster dynamics, cosmic reionisation

1 Main text

The Large Magellanic Cloud (LMC), a satellite galaxy of the Milky Way, hosts the
Tarantula Nebula (30 Doradus), a region containing more than a thousand massive
stars, formed in multiple bursts of star formation in the past several tens of Myr [10].
The most recent star formation episode in this region gave birth to the dense cluster
core Radcliffe 136 (R136). With Gaia Data Release 3 astrometric information [3–5]
we identify stars consistent with running away from R136 (see Methods). We require
them to have a transverse velocity significantly larger than 27.6 km s−1 and to be
ejected up to 3 Myr ago, though R136 is probably younger. This yields 55 early-type
runaways increasing the number of known runaways coming from the cluster core by
an order of magnitude [11–13]. We determine their dynamic trace-back age (kinematic
age), indicating how long ago they were ejected from R136, and cross-match them with
the literature to obtain their stellar parameters (see Supplementary Information).

The spectral type of almost all classified runaways ranges from early-type B to
early-type O, as well as WN(h)-type stars, with a corresponding mass in the range
of ∼5 up to 140 M⊙. The runaways move in different directions (Fig. 1), and have
reached (projected) distances of ∼3 to 460 pc from R136. This implies that about half
of them have left the 30 Dor region, and that their ionising radiation fields, supersonic
stellar winds, and eventually powerful supernovae affect relatively tenuous areas in or
outside the LMC.

Remarkably, we find that the runaways are not consistent with being ejected
isotropically (Fig. 2), while we expect runaways to be ejected in a random direction
via dynamical interactions between a binary and at least a single star [6]. More specif-
ically, the sub-sample of 18 runaways with kinematic age less than 1.0 Myr contains
16 runaways which were ejected to the north of R136. We can reject the hypothesis
that the over-abundance of runaways ejected in a northern direction (PA = 20-150
deg) is due to an isotropic ejection mechanism to 7 · 10−4 significance (see Supplemen-
tary Information). This indicates that these recent runaways are ejected in a preferred
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Fig. 1 | On-sky distribution of runaways coming from R136 in the last 3 Myr. Arrows
point into the direction of transverse motion; their length is proportional to the transverse velocity
with respect to R136 (ranging from ∼ 28-195 km s−1). Black outlined and white filled markers
and arrows indicate runaways with a kinematic age less and more than 1.0 Myr, respectively. The
current position and transverse motion of the runaways are coloured according to spectral type.
The background shows a near-infrared image of the Tarantula Nebula (VISTA, credit: ESO/M.-R.
Cioni/VISTA Magellanic Cloud survey).

direction. This is not observed for the runaways with a kinematic age higher than
1.0 Myr.

The kinematic age distribution in Fig. 3 shows when the runaway stars were
ejected. The intrinsic distribution of the kinematic ages is estimated using a Gaus-
sian kernel density estimation (KDE) method. This reveals peaks around 0.2 Myr and
1.8 Myr; subsequently the distribution tailors off. The runaway ejection efficiency is
lowest around ∼1.0 Myr. We conclude that the kinematic age distribution is not con-
sistent with a constant ejection-rate to 2.5σ significance. The peaks and dips in the
observed KDE cannot be explained by stochastic sampling of the runaways. We inter-
pret the peaks around 0.2 Myr and 1.8 Myr as separate ejection events, while few to
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Fig. 2 | Ejection angle and kinematic age distribution of runaways coming from R136
in the last 3 Myr. The markers are coloured according to their transverse velocity (logarithmic
scale). Circles indicate runaways with 15 mag < G < 17 mag, squares with 13 mag < G < 15 mag,
and diamonds the brightest runaways with 11 mag < G < 13 mag. The uncertainty on the data is
expressed as a 1σ confidence interval.

no runaways were ejected about 1.0 Myr ago. The anisotropic nature of runaways with
kinematic age less than 1.0 Myr relative to the isotropic nature of the runaways with
larger kinematic age also points to two distinct ejection events.

The on-set of dynamical runaway ejection may be achieved during and shortly
after the formation of a cluster [2, 14], as observed in several Galactic young massive
clusters [15, 16]. The age of R136 is 1-2.5 Myr [17]; therefore, the peak in the kinematic
age distribution around ∼ 1.8 Myr ago can be identified as the on-set of the dynamical
ejection of massive stars as part of the formation process of R136. Assuming that
the runaway ejections in the last million years are not associated with this process, a
Gaussian fit to the remainder of the sample yields a mean kinematic age for R136 of
τkin = 1.83+0.14

−0.10 Myr. This provides an independent age estimate of R136, a benchmark
star-bursting cluster, hosting the most massive stars known [17–19].

The evolutionary age has been estimated for 21 of the 55 runaways (Fig. 4). Out
of these 21, 11 have an evolutionary age larger than 2.5 Myr, which is unexpected
given the evolutionary age of the stars in R136 [1-2.5 Myr; 17]. The more evolved
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Fig. 3 | Kinematic age and transverse velocity distribution of runaways coming from
R136 in the last 3 Myr. a. Histogram of the kinematic ages in blue (left y-axis). The Gaussian
kernel density estimator (bandwidth = 0.2 Myr) is shown with the black curve (right y-axis). b. The
kinematic age and transverse velocity distribution of runaways coloured according to their spectral
type. Circles indicate runaways with 15 mag < G < 17 mag, squares with 13 mag < G < 15 mag,
and diamonds the brightest runaways with 11 mag < G < 13 mag. Black outlined and white filled
markers indicate runaways ejected with a kinematic age less and greater than 1.0 Myr, respectively.
The black dashed line shows the minimum transverse velocity required for a star to be classified as
a runaway. The uncertainty on the data is given as a 1σ confidence interval.

runaways have a median kinematic age of 0.28 Myr and thus have been ejected more
recently. The evolutionary younger runaways have a median kinematic age of 1.43
Myr. We performed a K-means clustering analysis which supports the distinction
between the runaways with an evolutionary age more and less than ∼ 2.0-2.5 Myr (see
Supplementary Information).
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Fig. 4 | Distribution of the runaway evolutionary age and kinematic age. The markers
are coloured according to their spectral type. Circles indicate runaways with 15 mag < G < 17 mag,
squares with 13 mag < G < 15 mag, and diamonds the brightest runaways with 11 mag < G < 13
mag. The grey band indicates the age of R136 [1-2.5 Myr; 17]. The uncertainty on the data is given
as a 1σ confidence interval.

The observation of these two different runaway populations suggests that two dis-
tinct dynamical ejection mechanisms are at play. The subset of runaways ejected
longest ago can be explained by dynamical interactions in the centre of R136 dur-
ing and shortly after the cluster formation. These runaways are consistent with being
ejected isotropically and have an evolutionary age consistent with the age of R136.
The runaways launched in a preferred direction are evolutionary older (3-7 Myr) and
were ejected in a distinct episode only about 0.2 Myr ago, hence ∼ 1.5 Myr after
the formation of R136. Here, we propose that these runaways were produced by an
encounter of R136 with a known nearby cluster currently ∼ 5.4 pc to the north-east
with an age of 2 to 5 Myr [20].

We estimate that 33% of the stars born in R136 and more luminous than log(L/L⊙)
≳ 6.0 (and more massive than ∼60 M⊙) have been dynamically ejected from R136. The
census of these very luminous stars both in the R136 core and in the surrounding field
is complete, save for sources heavily obscured by interstellar dust [21, 22]. Counting
all non-runaway luminous field stars (see Supplementary Information) as originating
from the core cluster as well would give a lower limit to the runaway fraction of 23%.
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The runaway sample includes WN(h) and O-type stars, of which 30 are spec-
troscopically confirmed, and 4 are photometric candidates (G < 16 mag). N -body
simulations of young star clusters of similar mass as R136 predict significantly fewer
ejections of such stars, typically by a factor of 2 to 6 [2, 6, 7]. A runaway fraction larger
than 20% is obtained only under special physical conditions: a high stellar density,
strong primordial mass segregation, and a high primordial binary fraction. Possibly, a
model which incorporates sub-cluster merging and the aforementioned starting condi-
tions, but with a larger fraction of primordial wide binaries [23], could reproduce the
observed massive star runaway fraction.

The more massive runaways initially born in R136 can (partially) explain the
shallow slope (γ30Dor = –1.90+0.37

−0.26) of the stellar initial mass function, relative to the
Salpeter slope of γ = −2.35 [24], determined in the surrounding 30 Doradus region,
which does not include the dense core of R136 [10]. Excluding the five runaways with
M > 60 M⊙ also included in the field sample, steepens the mass-function slope to
γ30Dor ∼ –2.1, in marginal agreement with the Salpeter slope [24]. Inside R136, the
estimated slope of the mass function is γR136 = –2.32 ± 0.16 [17]. Correcting the
cluster stars for the escaped runaways would make this shallower and we find γR136 =
–1.95 ± 0.08 for the stars with masses between 30-300 M⊙. It is thus star formation
in a dense cluster environment such as R136 that may produce a shallower slope of
the high-mass end of the initial mass function.

The ionising radiation output of a young stellar population such as R136 is domi-
nated by the most massive stars [25]. The runaways found here contribute 22% to the
ionising budget of the most luminous stars (logL/L⊙ > 6.0) in 30 Doradus. Already
10% of this budget is produced by runaways located outside the giant molecular cloud
that defines 30 Doradus (rproj > 50 pc), providing a lower limit on the H-ionising pho-
tons able to escape the dusty star-forming environment. Luminous early-type stars in
faint galaxies at redshifts ∼ 6 − 15 are thought to constitute the dominant source of
ionising radiation to explain the cosmological reionisation [26, 27]. To reionise the uni-
verse early enough to be consistent with observations, the escape fraction of hydrogen
ionising photons from these galaxies needs to be fesc ≳ 5-20% [27, 28]. Simulations of
photon escape from such early galaxies typically yield fesc ∼ 0.01−0.1 [29], but do not
take into account the effects of runaway stars [30]. If absorption by dust particles and
atomic and molecular gas inside star-forming clouds is the dominant mechanism of
Lyman-continuum photon breakdown, the so-far unaccounted for runaway stars may
constitute the dominant source of fesc.

The ionising radiation and supernovae produced by massive early-type runaways
cause efficient heating of the interstellar medium. Hydro-dynamical simulations of
Milky Way-like spiral galaxies show that the inclusion of a runaway fraction of 14%
increases the heating of the inter-arm medium by an order of magnitude [8]. Runaway
stars and their life ending core-collapse supernovae can also more efficiently (tem-
porarily) expel gas and metals from their host galaxy, increasing the mass and metal
loading factor of either a Milky Way-like or dwarf galaxy by a factor 2 to 10 [8, 9],
thus significantly affecting the dynamical and chemical evolution of a galaxy.
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Methods

Gaia data, filters, and corrections

We select stars in the field in and around 30 Doradus from the Gaia Data Release 3
[DR3; 3–5]. Taking sources in Gaia DR3 within 1 deg from R136 with G < 18 mag
results in 83,295 sources. This radius is equivalent to ∼ 870 pc at the distance of the
LMC [49.59 kpc; 31] and sufficiently large to find runaways with a transverse velocity
up to ∼ 290 km s−1 ejected ∼ 3 Myr ago. The magnitude cut-off is to decrease compu-
tation time and the additional filters introduced below would remove sources with G
≳ 17.5 mag regardless. A set of corrections and filters was first applied to the astrom-
etry. The parallax zero-point offset, estimated from quasars, was used to correct for
this bias [32]. We have applied several filters to prevent spurious astrometric solutions
from contaminating the runaway sample. First, the astrometry should have a 5 or 6-
parameter astrometric solution. This excludes sources for which no proper motion and
parallax could be found. Second, the renormalised unit weight error (ruwe) should be
less than 1.4. A larger ruwe may indicate that the astrometric solution is spurious
[33]. This may bias our runaway sample against crowded regions and multiple sys-
tems. Third, the visibility periods adopted in the astrometric solution should be 10 or
more (visibility periods used), designating the number of grouped observations
used in the astrometric solution. If this is less than 10, it may indicate astrometric
or photometric biases [4]. Fourth, we remove sources for which the image parame-
ter determination goodness of fit amplitude (ipd gof harmonic amplitude) is larger
than 0.15. If this is the case, it may indicate that the astrometric solution is contam-
inated by crowding. Similarly we remove sources for which more than one peak was
identified (ipd frac multi peak) in more than 10% of the windows used by Gaia,
above which crowding may cause issues in the astrometric solution [4]. Last, sources
were excluded for which more than one source identifier was used in the data pro-
cessing (duplicated source), which may indicate issues in the astrometric solution.
From the initially 83,295 selected sources we are left with 71,391 sources.

To select sources consistent with being located in the LMC, we remove sources with
a parallax ϖi larger than 0.15 mas and a parallax uncertainty σϖi larger than 0.05
mas. At the distance of 49.59 kpc for the LMC [ϖLMC = 0.020 mas; 31], the parallax
should be less than ϖLMC + 3σϖ,i for each individual source. This excludes over two-
third of the sources, leaving 21,382 sources. As a result of the parallax constraints, the
faintest source has G ∼ 17.4 mag, implying that the latest / least massive runaway we
can detect at the distance of the LMC is a B1-3 V star, with a mass of 5-10 M⊙ [34].

Searching for runaways

We search for massive runaways originating from the centre of R136. To do this,
the remaining 21,382 stars in the field in and around 30 Doradus are investigated
to identify whether they coincide with the position of R136, taking into account the
proper motion of R136 itself. A classical runaway should have a velocity larger than
30 km s−1. The 3D escape velocity of R136 at a distance of 1 pc from the centre, for
a cluster mass of 5 × 104 M⊙, is ∼ 21 km s−1 [22]. The radial-velocity dispersion of
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single massive stars in and around R136 is ∼ 3.9 km s−1, which has been corrected for
the radial motion of undetected binaries [35]. For the definition of a runaway, we adopt
a transverse velocity difference larger than 5σ2D ≃ 27.6 km s−1, where σ2D =

√
2σ1D.

This is similar to the runaway threshold velocity in [13], who require a radial velocity
deviating from the mean larger than three times the radial-velocity dispersion of all
apparently single VFTS O stars in the 30 Doradus region (∼ 25.8 km s−1). Since this
is a 1D velocity, a difference of factor ∼

√
2 exists. Still undetected multiple systems

could exist among the apparent single stars, which could increase the radial velocity
dispersion. Runaways should not only have a transverse velocity significantly differing
from that of R136, but their vT should also be accurately known. The fractional
uncertainty on the transverse velocity vT/σvT should be more than 3, so that vT is
constrained.

We search for runaways by tracing back the stars using their proper motion.
Since the R136 cluster also has a proper motion, we subtract this from each runaway
candidate. Runaways are traced back following the equation

lsep,i(t) = (li +
t · µl∗i ,

3.6× 106 · cos(bi)
)

− (lR136 +
t · µl∗,R136

3.6× 106 · cos(bR136)
) deg,

bsep,i(t) = (bi +
t · µbi

3.6× 106
)

− (bR136 +
t · µb,R136

3.6× 106
) deg,

where t is the time in years. lsep and bsep give the separation of each runaway candidate
with respect to the centre of R136. Galactic coordinates have been adopted to minimise
the contribution of the cos(b) factor. The runaway candidates have uncertainties on
their proper motion, which is on average 0.045 mas yr−1. This results in an average
1σ uncertainty of ∼ 0.02 deg after 1.5 Myr. The radius of R136 is approximately two
orders of magnitude smaller (3 × 10−4 deg adopting a physical radius of 0.3 pc) than
the semi-major axis of the 1σ uncertainty ellipse, indicating that we can only trace
back runaways to the approximate surroundings of R136. The position of the runaway
candidates should be consistent within 2σ at any time t with that of the centre of
R136 following √

l2sep,i(t) + b2sep,i(t) <
2t

3.6× 106
max(σµl∗

i
, σµbi

) deg, (1)

where we take the maximum between σµl∗ and σµb
. This indicates that the 2σ uncer-

tainty ellipse should overlap with the centre of R136 and therefore the position of the
runaway is consistent within 2σ to originate from the centre of R136. We trace back
the candidate runaways up to 3 Myr ago given the maximum age of R136 [1-2.5 Myr;
17].
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Proper motion of R136

To identify runaways, we require prior information on the proper motion of R136. Since
R136 is a highly crowded region, Gaia resolved no stars with reliable astrometry within
several parsec of the cluster centre. To illustrate this, we show in Extended Data Fig. 1
the proper motion of stars relative to R136 with reliable astrometry as defined above,
but which may not necessarily be runaways. Clearly no stars in R136 itself (black cir-
cle indicates a radius of 2.0 pc) have reliable astrometry. Information on the proper
motion of R136 therefore must come from the surroundings, which may possibly con-
tain runaways and is known to contain a north-east cluster [20]. A simple approach
is to take the mean or median of the proper motion of these stars in the surrounding,
assuming that all proper motions are randomly oriented with respect to R136 and will
average out. In this way, [13] estimate µα∗,R136 = 1.700 mas yr−1 µδ,R136 ≃ 0.684 mas
yr−1 and [12] estimate µα∗,R136 = 1.739 mas yr−1 and µδ,R136 = 0.701 mas yr−1.

If the proper motion of the stars surrounding R136 is not random (due to the orbit
the north-east sub-cluster), this assumption could break down. Instead, we could use
the runaways themselves to determine the proper motion of R136. A runaway ejected
from the centre of R136 through dynamical interactions conveys information on where
R136 was in the past and therefore what the proper motion of R136 is. We keep both
µl∗,R136 and µb,R136 as free parameters in our runaway search and adopt an iterative
approach. This method has also been applied to the young massive cluster NGC6618
in M17 to show that the O-type runaways all have been ejected from within 0.1-0.2
pc from the cluster centre [16].

For an initial R136 proper motion we find all runaways satisfying the conditions
listed earlier. With these runaways we can redetermine the R136 proper motion which

minimises the total
√

l2sep,min(t) + b2sep,min(t), normalised to the total number of run-

aways found. As the uncertainties on the proper motion of the runaways differ, we
normalise the minimum separation of each runaway with respect to R136 by its uncer-
tainty on the position (the right-hand side of Equation 1). Field star interlopers could
contaminate the runaway sample; we therefore only use candidate runaways with Bp
- Rp < 1.0 mag, G < 15 mag, and tkin < 2.25 Myr to determine the R136 proper
motion. These stars are consistent with bright early-type stars (see Section 1), of which
most have been classified as O or WN(h)-type stars. The candidate runaways should
have vT > 25 km s−1, vT/σvT > 2.5 and tkin < 3.0 Myr, which we calculate from the
observed proper motion and uncertainties ignoring correlations. Having redetermined
the R136 proper motion, we again search for the runaways. These two steps are iter-
ated until the number of runaways and the R136 proper motion remain unchanged.
A total of six iterations were required, after which 69 candidate runaways were found
(with field stars removed).

After obtaining the candidate runaways, we determine vT and tkin with Markov
Chain Monte Carlo simulations (MCMC, see below) and keep the runaways with vT
> 27.6 km s−1, vT/σvT > 3, and tkin < 3.0 Myr. This gives a final runaway sample
of 55 runaways, which are assumed to be ejected from the centre of R136. We list the
astrometric, kinematic, and physical parameters of R136 in Extended Data Table 1.
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Field stars

The candidate runaways will include field star interlopers. We are expecting bright
early-type stars as runaways considering the faintest candidate runaway has G ∼ 17.4
mag, however, late-type red giants contaminate the runaway sample. The typical ages
of red giants exceed the age of R136 by 2 to 3 orders of magnitude. They are considered
interlopers. We can distinguish the early-type stars from red giants in colour-colour
diagrams such as the 2MASS (J – H) - (H – Ks) diagram in Extended Data Fig. 2
[36]. Early-type stars should have (J – H) ≲ 0 mag and (H – Ks) ≲ 0 mag, while red
giants have (J – H) ≳ 0.5 mag. Interstellar extinction will cause both colours to be
reddened and we show typical reddening lines for an early-type O9 V star and a late-
type M0 V star with the black dashed lines (for a total-to-selective extinction RV =
3.1). Even considering interstellar extinction, red giants are located in the upper-left
part of this diagram, while early-type stars should be on the O-type reddening line.
We have excluded stars consistent with the late-type part of this diagram indicated
with the grey region. The reddened runaway VFTS 682, with spectral type WN5h, is
shown with the blue star [with extinction AV = 4.45 ± 0.45; 37], which overlaps with
the O9 V reddening line.

The 2MASS JHKs photometry is not available for nearly half of the stars with
G > 15 mag. We show the Gaia colour magnitude diagram in Extended Data Fig. 3
and the previously determined early-type stars with the blue circles and the late-
type stars with the red squares. Candidate runaways with unavailable or poor 2MASS
photometry are shown with the open symbols. Almost all stars with GBp – GRp ≳ 1.0
mag are determined to be late-type stars from the near-infrared colour-colour diagram,
except for two. One of these is VFTS 682, while we classify the second star (purple
open square) as a red giant and the 33 stars with GBp – GRp < 1.0 mag as early-type
stars (golden open circles). A reasonable assumption is that early-type stars should
have GBp – GRp < 1.0 and only VFTS 682 is found to be the exception to this. VFTS
682 is a well-studied WN(h) star [37], already identified as a potential runaway from
R136 [38]. We have excluded the red supergiant MH 18 located in the top-right in
Extended Data Fig. 3 (vT ∼ 60 km s−1).

Transverse velocity and kinematic age

We determine the transverse velocity and the kinematic age of each runaway with
MCMC simulations. For each runaway, the three observables are (ϖi, µl∗,i, µb,i) with
a corresponding 3 by 3 covariance matrix. The three random variables are the distance
di, transverse velocity vT,i and ejection angle ϕi. The distance prior θ(di) is a Gaussian
distance distribution with a mean of 49.59 kpc and a standard deviation of 0.011 kpc
[31]. We adopt a uniform prior on the transverse velocity θ(vT,i) between 0-250 km s−1

and ejection angle θ(ϕi) between 0-2π rad. From this we calculate the three variables

ϖi = 1/di mas,

µl∗,i =
vT,i · sin(ϕi)

4.74047 · di
mas yr−1,
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µb,i =
vT,i · cos(ϕi)

4.74047 · di
mas yr−1.

For each runaway, we draw four chains each containing 100,000 iterations to determine
the posterior samples. With the inference data, the kinematic age can be determined
as the time which minimises the separation between the runaway and R136. Assuming
that the runaways are ejected from R136, we use the iterations for the kinematic age
for which the minimum separation between the runaway and R136 is less than 0.005
deg (∼ 5 pc at the distance of the LMC). The vT and tkin of a runaway are given by
the 50th percentiles, with a positive and negative 1σ uncertainty determined by the
13.6th and 86.4th percentile, respectively.

Luminous stars in 30 Doradus

We have collected all luminous stars in 30 Doradus with log(L/L⊙) > 6.0
(Extended Data Table 2). This includes both stars found inside the core of R136, the
surrounding halo around R136, and in the 30 Doradus Nebula [10, 17, 21]. We have
included MCPS 084.44781-69.30846 and SK-68 137, both of which are O2-3 stars con-
sistent with log(L/L⊙) > 6.0, outside the 30 Doradus region and for which no stellar
parameters have been determined. For these two stars and VFTS 512, we take their
stellar parameters as the average of the luminous stars in R136 with a similar spectral
type.

We determine the runaway fraction (RF) of the stars with log(L/L⊙) as

RF =
R

CL + R
· 100% = 33%,

where R (n = 12) is the total number of runaway stars, and CL (n = 25) is the total
number of cluster stars. We define stars part of R136 that have a projected distance
with respect to R136 rproj < 10 pc, except for Melnick 34 and VFTS 512 which
we determine to be runaways. Field stars (FLD) are found in 30 Doradus which are
neither runaways nor cluster stars (n = 15). If we assume that these field stars may
still originate from R136, but did not reach the escape velocity, they may be on wider
elliptical orbits. Several field stars have ruwe > 1.4, making it impossible to draw
conclusions on their origin. We can also calculate the runaway fraction as

RF =
R

CL + FLD+R
· 100% = 23%,

providing a lower limit to the runaway fraction [similar to what was found for Galactic
O stars; 39]. Extended Data Fig. 4 shows the location of the runaway, cluster and
field stars in and outside the 30 Doradus Nebula. If we have missed runaways nearby
R136 either because (systemic) radial velocities have not been determined or because
the Gaia astrometry is not accurate, the minimum runaway fraction may be higher.
A radial-velocity search for O-type runaways in the 30 Doradus region yields at least
one candidate with an evolutionary age less than 3.0 Myr and a mass ≳ 60 M⊙ [13].
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Data and Code availability

The datasets generated during and/or analysed during the current study are available
in the following Zenodo repository once published, https://doi.org/10.5281/zenodo.
10058762. The software and code developed in this manuscript to produce the findings
in this study are available in the same repository.
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Extended Data Fig. 1 | Proper motion of stars relative to R136 in the field in and
around R136 with reliable astrometry. The blue stars represent the runaways coming from R136
found in this work, while the grey stars do not originate in R136. The stars with reliable astrometry
are defined in Section 1. The proper motion of R136 found in Section 1 has been subtracted and
is µα∗,R136 = 1.654 mas yr−1 and µδ,R136 = 0.573 mas yr−1. The black circle is centred on R136
and has a radius of 2.0 pc. The dashed black rectangle depicts the region used to derive the colour-
magnitude-diagram of the north-east cluster in [20]. The background image is taken by the Hubble
Space Telescope (HST ) and European Southern Observatory (ESO) 2.2m telescope (NASA, ESA &
Lennon et al.; 2012).
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Extended Data Fig. 2 | Near-infrared (2MASS) colour-colour diagram of the runaway
candidates. They are coloured according to their Gaia colour GBp − GRp. The location of an O-
type (< O9 V), B2 V, and M0 V star on the zero-age-main-sequence in this diagram are indicated
with the black circles [34]. The location of main-sequence stars with spectral types between O9 V and
M0 V are represented by the grey curve. The reddening lines for the O9 and M0 dwarf star are given
with the black dashed lines. The reddened WN5h star VFTS 682 is shown with the open blue star.
Stars in the grey shaded region in the upper left corner are excluded from the final runaway sample
as they are consistent with late-type stars. The uncertainty on the data is given as a 1σ confidence
interval.

21



100 M

60 M

30 M

16 M

10 M

0.5 0.0 0.5 1.0 1.5 2.0 2.5 3.0
Bp - Rp (mag)

11

12

13

14

15

16

17

G 
(m

ag
)

Early-type star (J,H,Ks)
Early-type star (G,GBp,GRp)
VFTS 682
Late-type star (J,H,Ks)
Late-type star (G,GBp,GRp)

Extended Data Fig. 3 | Gaia colour magnitude diagram (CMD) of the runaway can-
didates. Stars with blue circles and red squares were included and excluded, respectively, based on
Figure 2. Parsec reddening lines are shown for a 10, 16, 30, 60, and 100 M⊙ star with the grey dots
denoting AV equal to 0.0 to 5.0 mag in steps of 1.0 mag (RV = 3.1) for an age = 1.8 Myr. The
relatively reddened WN5h star VFTS 682 is shown with the open blue star. The open yellow circles
are included in the final runaway sample on the basis of their relatively blue colour. The open purple
square is excluded based on its relatively red colour. The star located in the upper right is the red
supergiant MH 18 that could be a massive runaway star.
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Extended Data Fig. 4 | On-sky distribution of the most luminous stars (log[L/L⊙] >
6.0) in R136 and 30 Doradus. Arrows depict the transverse motion direction and the length
of the arrows are proportional to the transverse velocity with respect to R136. Blue circles depict
runaways coming from R136, red crosses denote stars which are classified as member of R136 (rproj
< 10 pc), and green squares indicate stars which are neither runaways originating from R136 nor
member of R136. The foreground image is a composite image from the Hubble Space Telescope (HST )
and European Southern Observatory (ESO) 2.2m telescope (NASA, ESA & Lennon et al.; 2012).
The background shows a near-infrared image of the Tarantula Nebula produced by the ESO Visible
and Infrared Survey Telescope for Astronomy (VISTA, credit: ESO/M.-R. Cioni/VISTA Magellanic
Cloud survey).
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Extended Data Table 1 | Astrometric, kinematic,
and physical parameters of R136.

Equatorial

Right Ascension∗ α 84.67664 deg

Declination∗ δ -69.10084 deg

Proper motion† µα∗ 1.654 mas yr−1

Proper motion† µδ 0.573 mas yr−1

µα∗ dispersion σα -

µδ dispersion σδ -

Galactic

Galactic longitude∗ l 279.46505 deg

Galactic latitude∗ b -31.67190 deg

Proper motion† µl∗ -0.757 mas yr−1

Proper motion† µb 1.578 mas yr−1

µl∗ dispersion σl -

µb dispersion σb -

Radial

Parallax [31] ϖ 0.0202 mas

Distance [31] d 49.59 ± 0.09 (± 0.54) kpc

Radial velocity [13] vR 268.2 ± 8.6 km s−1

vR dispersion [35] σR 4-5 km s−1

Physical properties

Mass [22] Mcl ∼ 5 · 104 M⊙

Radius [40] rcl ∼ 0.1 pc

Age (runaways) - 1.83+0.15
−0.10 Myr

Age (literature) [17] - 1.0-2.5 Myr

Visual extinction [41] AV 1.70 ± 0.45 mag

Number of O stars‡ - ∼ 4 · 102

∗R136a1 is assumed to be the centre of R136.
†Estimated using the runaways, see main text.
‡Extrapolating the IMF slope (−1.95) between 18-300 M⊙
assuming Mcl = 5 × 104 M⊙.
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Extended Data Table 2 | All stars in 30 Doradus with log(L/L⊙) > 6.0. The uncertainty on the
data is expressed as a 1σ confidence interval.

Identifier Spectral type rsep,proj log(L/L⊙) vR log(Q0) Ref.

- - pc - km s−1 s−1 -

R136a1 WN5h 0.0∗ 6.86 - 50.71 [17, 19, 22]

R136a2 WN5h 0.02 6.71 - 50.59 [17, 19, 22]

R136a5 O2 I(n)f* 0.07 6.32 - 50.13 [17, 19, 22]

R136a7 O3 III(f*) 0.09 6.36 - 50.21 [17, 19, 22]

R136a3 WN5h 0.12 6.7 - 50.56 [17, 19, 22]

R136a8 - 0.12 6.17 - 49.98 [17, 19, 22]

R136a4 O3 V((f*))(n) 0.14 6.28 - 50.10 [17, 19, 22]

R136a6 O2 I(n)f*p 0.19 6.24 - 50.10 [17, 19, 22]

H36 O2 If* 0.38 6.27 - 50.10 [17, 19, 22]

H46 O2-3 III(f*) 0.43 6.1 - 49.96 [17, 19, 22]

R136b O4 If 0.52 6.35 - 50.00 [17, 19, 22]

R136c WN5h 0.90 6.58 - 50.32 [21]

VFTS 1014 O3 V + mid/late O 1.22 6.22 - 50.00 [21]

Melnick 42 O2 If* 1.70 6.56 - 50.37 [21]

Melnick 34 A WN5h 2.52 6.43 287 ± 5 50.39† [25, 42]

Melnick 34 B WN5h 2.52 6.43 287 ± 5 50.39† [25, 42]

VFTS 1001 WN6h 2.70 6.20 - 49.96 [21, 43, 44]

VFTS 482 AB O2.5 If*/WN6 2.89 6.40 226 ± 13 50.14 [21, 45]

VFTS 1021 O4 If+ 2.96 6.34 - 50.02 [21]

VFTS 1017 O2 If*/WN5 3.04 6.21 - 50.05 [21]

VFTS 1022 O3.5 If*/WN7 3.11 6.48 - 50.22 [21]

VFTS 545 O2 If*/WN5 3.12 6.30 - 50.11 [21]

VFTS 1028 O3 III(f*) or O4-5 V 3.62 6.09 280 ± 6 49.91 [21, 43, 45]

VFTS 542 O2 If*/WN5 + B0 V 3.78 6.16 269 ± 8 49.94 [21, 43]

VFTS 468 O2 V((f*)) + OB 4.06 6.00 - 49.79 [21]

VFTS 512 AB O2 V-III((f*)) + ? 5.57 6.04 - 49.86 [21, 46]

VFTS 599 O3 III(f*) 6.06 6.01 265.0 ± 1.3 49.77 [10, 21, 46]

VFTS 562 O4 V 6.74 6.05 278 ± 8 49.79 [21, 46]

VFTS 506 AB ON2 V((n))((f*)) + ? 10.33 6.24 - 50.05 [21, 46]

VFTS 509 AB WN5(h) + O4 V 11.35 6.09 220 ± 10 50.17 [21, 44]

VFTS 457 O3.5 If*/WN7 12.27 6.20 - 49.89 [21]

VFTS 427 WN8(h) 15.38 6.13 - 49.90 [21]

VFTS 527 A O6.5 I 15.38 6.20 262.4 ± 0.1 49.78† [25, 47]

VFTS 527 B O7 I 15.38 6.20 262.4 ± 0.1 49.78† [25, 47]

VFTS 695 A WN6h 18.85 6.35 270 ± 5 49.74† [25, 44]

VFTS 695 B O3.5 If/WN7 18.85 6.35 270 ± 5 49.74† [25, 44]

VFTS 621 O2 V((f*))z 20.54 6.14 - 49.97 [21]

VFTS 402 WN5(h) + WN7(h): 20.62 6.07 274 ± 9 49.69 [21, 44]

VFTS 682 WN5h 28.45 6.51 300 ± 10 50.35 [21]

VFTS 259 A O6 Iaf 39.82 6.1 - 49.71 [21]

VFTS 267 A O3 III-I(n)f* 44.5 6.01 - 49.79 [21]

R144 A WN5/6h 59.67 6.44 210 ± 20 49.95† [25, 48]

R144 B WN6/7h 59.67 6.44 210 ± 20 49.95† [25, 48]

VFTS 758 WN5h 68.75 6.36 - 50.17 [21]

R130 A WC4 69.88 6.01 332 ± 7 49.60† [25, 44]

R130 B B1Ia 69.88 6.07 332 ± 7 49.60† [25, 44]

VFTS 617 WN5ha 83.36 6.29 - 50.14 [21]

VFTS 72 O2 V-III(n)((f*)) 112.21 5.96-6.06 273.6 ± 2.2 49.75-49.93 [21, 49]

VFTS 16 O2 III-If* 121.67 6.12 189.4 ± 1.3 50.08 [21]

VFTS 3 B1 Ia+ 159.48 6.03 - 47.62‡ [50]

MCPS 084.44781-69.30846 O2-3 V-III((f*)) 193.12 5.5-6.1§ 277.9 ± 2.9 49.3-49.9§ [51]

SK-68 137 O2-3.5 III(f*) 195.85 6.19 273 50.07‡ [52, 53]

∗R136a1 is assumed to be the centre of R136.

†Each component in the binary is assumed to contribute half of the total ionising photons.

‡Estimated in this work, see main text.

§Range is given by the lower and upper values of stars with similar spectral types in R136.
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Supplementary Information

Selection biases

We have searched for massive runaways coming from R136. In the process of doing
so, we have introduced filters on the accuracy of the parallax and on the velocity
of the runaways. These could lead to biases in the observed runaway sample, for
example making it so we preferentially find brighter and thus more massive stars to
be runaways. In turn, this could lead to a shallower initial mass function.

To investigate this further, we show the parallax uncertainty as a function of the G-
magnitude in Sup. Fig. 1 for the 55 observed runaways (Sup. Table 1), the 9,368 blue
candidate runaways (Bp - Rp < 1.0 mag), and the 24,793 blue stars possibly located at
the distance of the LMC (Bp - Rp < 1.0 mag, ϖ < 0.15 mas, ruwe < 1.4). We exclude
stars with σϖ < 0.05 mas. This cut-off leads us to reach ∼ 95% completeness between
G ∼ 16.2-16.4 mag and ∼ 50% completeness between G ∼ 16.8-17.0 mag. The former
corresponds to a 16 M⊙ and the latter to a 12 M⊙ main sequence star at the distance
of the LMC assuming AV = 1.2 mag. For fainter magnitudes, a significant fraction of
stars are excluded because of this cut-off. We can therefore miss out on late-type O
stars with relatively large AV and a significant fraction of the early B-type runaways
if present. Correcting for this bias would require us to know the intrinsic luminosity
function and therefore the mass function of the runaways, which is exactly what we are
trying to determine. While we could loosen the restriction on the parallax uncertainty,
this would add additional biases as we would start to include a significant population
of foreground stars due to their more uncertain distance. We therefore restrict the
determination of the mass function of the runaways to stars with a mass larger than
16 M⊙.

We show the transverse velocity as a function of the uncertainty on the transverse
velocity in Sup. Fig. 2 for the 55 observed runaways, 9,368 blue candidate runaways
(Bp - Rp < 1.0 mag), and the 24,793 blue stars possibly at the distance of the LMC
(Bp - Rp < 1.0 mag, ϖ < 0.15 mas, ruwe < 1.4). We exclude stars with vT / σvT

< 3 indicated with the red region. The candidate runaways occupy this region as
well, indicating that we could miss out on runaways which have a large transverse
velocity uncertainty. The runaway candidates which we are now excluding have a
transverse velocity between 27.6 and ∼ 55 km s−1 with respect to R136. Out of the
9,368 candidate runaways, 4,108 have vT < 55 km s−1. Out of these 4,108 candidate
runaways, 3,097 and 1,011 have vT / σvT larger and smaller than 3, respectively.

We find 23 runaways with a transverse velocity between 27.6 and 55 km s−1 among
these 3,097 early-type candidate runaways with vT / σvT > 3 and vT < 55 km s−1.
If the ratio of observed runaways to runaway candidates is similar, we can estimate
the number of runaways missed out on. We observe 23 runaways with a transverse
velocity smaller than 55 km s−1 among the 3,097 early-type candidate runaways. The
1,011 early-type candidate runaways now excluded are estimated to contain ∼ 8 true
runaways. Out of the 1,011 excluded runaway candidates with vT / σvT < 3, 95% have
G between 15.7-17.3 mag, implying that we can miss out on late-type O stars and
early B-type stars. We apply a correction to the initial mass function of the runaways
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below. The initial mass function of R136 remains unchanged as these have a mass
larger than 30 M⊙.
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Sup. Fig. 1 | Parallax uncertainty as a function of the G-magnitude. The 55 runaways are
shown with the yellow squares, the 9,368 blue runaway candidates as the blue dots, and the 24,793
blue stars located beyond ∼ 6.7 kpc with the grey dots (Bp - Rp < 1.0 mag, ϖ < 0.15 mas, and ruwe

< 1.4). The black dashed horizontal line denotes the parallax uncertainty cut-off (0.05 mas) adopted
in this work. The four vertical black solid lines indicate the expected G-magnitude of stars with a
mass of 60, 30, 18, 10 M⊙ at the distance of the LMC and an assumed AV = 1.2 mag.
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Sup. Fig. 2 | Transverse velocity uncertainty as a function of the transverse velocity.
The 55 runaways are shown with the yellow squares, the 9,368 blue runaway candidates as the blue
dots, and the 24,793 blue stars located beyond ∼ 6.7 kpc with the grey dots (Bp - Rp < 1.0 mag,
ϖ < 0.15 mas, and ruwe < 1.4). The black dashed diagonal line indicates the threshold where σvT
/ vT = 3. The red region above this line denotes where we exclude runaways due to their uncertain
transverse velocity.
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Initial mass function of R136

We fit the initial mass function (IMF) of the R136 cluster twice: first by taking into
account only the massive stars in the core of the cluster [as analysed by 17], and second
by taking into account both the stars in the cluster core and the massive runaways
associated with the cluster, that we identified in the current work.

The initial mass of the runaways is taken from the literature (see Sup. Table 2).
For stars with a current mass below 30 M⊙ we assume that the current mass is the
initial mass, as a negligible amount of mass has been lost by their stellar wind within
a few million years. For MCPS 084.44781-69.30846, SK-68 137, and VFTS 512 we
estimated the initial mass by taking the average of the initial mass of the stars with
similar spectral type in R136 [17]. For fitting the IMF slope we first build a probability
distribution for the cluster. We do this by adding the probability functions of the initial
mass of the individual stars (where in one case we do not include the runaways, and
in the other case we do). We assume a Gaussian probability distribution for each star,
where the centre of the distribution lies at the most likely value of the initial mass
and the width is determined by the 1σ uncertainty. Once we have constructed the
probability function, we obtain the slope of the IMF by normalising the probability
function to unity and fitting a linear function to it in log-log space, considering only
the part between 30 M⊙ and 300 M⊙.

We use only the primary masses of the stars and runaways considered. Secondary
masses are only known for Melnick 34 [Msec = 127 ± 17 M⊙; 42] and RMC 144 [Msec

= 100 ± 12 M⊙; 48] which would produce an even shallower slope than determined
below.

When only considering the stars that are currently residing in the cluster core, we
find a best fitting IMF slope of γR136 = −2.32 ± 0.16; when we add the runaways
we find γR136 = −1.95 ± 0.08. The probability functions as well as the best fits are
shown in Sup. Fig. 3. In this figure we show also the uncertainties on the probability
function, that we obtained by bootstrapping. These uncertainties are not considered in
the fitting process. This is because the uncertainties are larger in the high-mass range
compared to the lower-mass range: in a weighted fit the high-mass stars (≳ 100 M⊙)
would carry very little importance and the resulting value of γR136 would reflect the
IMF slope at lower masses only.

We performed a similar test excluding the runaways with tevo > 3.0 Myr, which
could originate from the sub-cluster encounter. These stars can be considered to be
born in the sub-cluster and not in R136 and should therefore not be included in the
IMF of R136. The combination of the stars in R136 with the runaways with tevo <
3.0 Myr gives an even shallower γR136 = −1.83 ± 0.09. On the other hand, we can
also consider all runaways with kinematic age tkin < 1.0 Myr to be part of the sub-
cluster encounter and exclude them from the IMF determination. The combination of
the stars in R136 with the runaways with tkin > 1.0 Myr gives γR136 = −2.27± 0.16.

We fit the initial mass function of only the runaways with a similar method. As
discussed in Section 1, we likely missed out on about eight runaways. These runaways
are expected to have masses between 10-20 M⊙ and would make the intrinsic mass
function of the runaways steeper than the observed one. To correct for this, we ran-
domly select eight stars from the 2128 candidate runaways with σvT / vT < 3 (see
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Sup. Fig. 3 | Determination of the initial mass function of R136 with and without
runaways. The dashed dark blue line shows the probability function of only the cluster core; the
solid dark blue line the probability function of the cluster core together with the runaways identified
in this work. Shaded regions around the probability function indicate the bootstrapped uncertainty
on the distributions. In red we show the best fit power law slope of the IMF. The light blue shading
in the back indicates the mass range that was considered in the fitting process. The uncertainty on
the IMF is expressed as a 1σ confidence interval.

Sup. Fig. 2) and add them to the observed runaway sample. The initial mass function
of the runaways with only determined masses is γrw,M = −0.93 ± 0.09. With optical
photometry we estimate the mass of the runaways for which we do not have spec-
tral information. We calculate the absolute G-magnitude at the distance of the LMC
assuming AV = 1.2 mag, the average visual extinction towards the observed runaways.
We approximate MG ∼ MV and find the mass of the OB-type dwarf with the nearest
MV in [54] and [34]. For MCPS 084.44781-69.30846, SK-68 137, and VFTS 512 we
again estimate the initial mass by taking the average of the initial mass of the stars
with similar spectral type in R136 [17]. We repeat this process 100 times, which results
in an average slope of the mass function γrw,all = −1.87 ± 0.07 between 16 and 200
M⊙. Thus, the IMF of the runaways is shallower than the Salpeter IMF indicating
that runaways are predominantly massive stars.
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Sup. Fig. 4 | The proper motion and trace-back of runaways coming from R136. a: Trace-
back of VFTS 16 and 72 for t = –1.45 Myr for the R136 proper motion determined in this work (blue
and red, respectively) and for the proper motion determined in Sana, H. et al. [13] (magenta and
gold, respectively). The shaded regions indicate the 1σ uncertainty on the position for t = –1.45 Myr,
with the dashed lines indicating their travel path relative to R136. The background composite optical
and near-infrared image is taken by the Hubble Space Telescope (HST ) and European Southern
Observatory (ESO) 2.2m telescope (NASA, ESA & Lennon et al.; 2012). b: Proper motion distribution
of the 55 runaways coming from R136 in the last 3 Myr. The runaways are shown with open circles
coloured according to their trace-back kinematic age. Our determined R136 proper motion is shown
with the black plus, the literature R136 proper motion with the green cross [12] and magenta star
[13]. Stars within 5′ with reliable astrometry are depicted with grey dots, the median is shown with
the golden plus. The uncertainty on the data is expressed as a 1σ confidence interval.

Motion of runaways

We show the proper motion of the 55 found runaways relative to R136 in the left
panel in Sup. Fig. 4 as open circles. They are coloured according to their trace-back
kinematic age, where bluer colours indicate stars that are ejected more recently (≲ 1.5
Myr) compared to redder colours depicting stars ejected longer ago (≳ 1.5 Myr). The
proper motion of R136 determined in this work is shown with the black plus symbol.
The runaway velocity threshold of 27.6 km s−1 is shown with the dashed black circle.
It becomes apparent that most of the runaways with a kinematic age less than 1.0 Myr
(blue colours) are ejected towards the north and thus have more positive µδ compared
to R136. The runaways with grey and redder colours are ejected isotropically relative
to R136.

Our proper motion determined for R136 is offset (∼ 0.12-0.15 mas yr−1; equivalent
to ∼ 28-36 km s−1) from other estimates in the literature; shown with the green cross
for [12] and the magenta star for [13]. We show the stars, within 5′ from the centre of
R136 (with reliable astrometry following the filters and corrections in Section 1) with
the grey dots and the median of this with the golden plus symbol. This median is in
between the aforementioned literature values and our determined proper motion.

To illustrate the difference between our newly determined proper motion of R136
and that proposed by [13], we show the trace back for the two previously known
runaways VFTS 16 and 72 in the right panel in Figure 4. VFTS 16 and 72 are both
O2-type stars with masses of 80-100 M⊙ and were likely ejected from R136 considering
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their estimated evolutionary age of 0 to 1 Myr for both [10–12, 55]. Their error ellipses
on the trace-back position overlap nearly perfectly for t = –1.45 Myr, suggesting that
they may have been ejected in the same dynamical interaction. We show the trace-
back with respect to R136 under the assumption of the proper motion determined in
this work with the blue and red ellipses and the proper motion determined in [13] with
the magenta and gold dashed ellipses.

We can see that for our determined R136 proper motion, the position of VFTS
16 and 72 are consistent with the position of R136 within 1σ. On the other hand, if
we adopt the proper motion from [13] the position of VFTS 16 and 72 deviates by
0.05 deg and ∼ 5σ given their on-sky uncertainty and never crosses R136. This lends
support to our determination of the R136 proper motion, which can excellently explain
the ejection of VFTS 16 and 72 from the centre of R136. In conclusion, the runaways
provide a way to measure the motion of R136 since the time of its formation.

False positive rate

Our adopted velocity threshold of 27.6 km s−1 is required to ensure that we do not
find any members of R136 which have a velocity that extends into the tail of the
Maxwell-Boltzmann distribution. The field stars around R136 have a 1D velocity dis-
persion larger than that of R136 [5.8 km s−1 compared to the 3.9 km s−1 in R136;
13]. This could lead us to find runaways which may coincidentally have a large trans-
verse velocity despite not being a runaway ejected from R136. We determine here the
expected false positive rate for the 55 observed runaways.

To do this we resort to a Monte Carlo simulation. Out of the 21,382 stars, 9,368
have Bp - Rp < 1.0 mag, indicating that they are likely early-type stars. We give
these 9,368 early-type runaway candidates a random velocity in l and b according to
the 1D velocity dispersion measured in [13]. With the randomly sampled transverse
velocity, we search for runaways with the same method. This is redone 104 times after
which we find a total of 265 false-positive runaways. The expected number of false-
positive runaways is therefore ∼ 0.03. The chance for a single star to be a false positive
is 2.8 × 10−6. With a total of 55 runaways the chance that one of these is a false
positive is 1.6 × 10−4. This does not take into account that most of our runaways
have transverse velocities well above threshold of 27.6 km s−1, while the false-positive
runaways are expected to have a transverse velocity close to 27.6 km s−1 because of
the input velocity distribution.

Another source of false-positive runaways could be the statistical uncertainty on the
transverse velocity. For each runaway, we determine the probability that the statistical
uncertainty causes the observed transverse velocity. For each runaway we randomly
sample the intrinsic transverse velocity from the field distribution of 5.8

√
2 km s−1

[13]. We determine the probability that the observed transverse velocity is caused by
the statistical uncertainty on transverse velocity. Following this, we determine the total
probability that one of the runaways could be a slow-moving field star. We repeat this
process 10,000 times. The average probability that one of the 55 runaways is a false
positive and is instead a slow-moving field star is p = 2× 10−2.
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Statistical analysis

Consistency tests

Here we provide statistical evidence for two waves of runaways rather than a constant
ejection. The objective is to investigate the consistency of the observed kinematic age
distribution of the runaways with a hypothesis of constant ejection-rate, we implement
the ConTEST method, as detailed in [56]. The ConTEST method involves the compu-
tation of a test statistic that measures the distance between the estimated probability
density functions (PDFs) of two samples. In our case, these samples are the observed
kinematic age distribution of the runaways and a theoretical distribution assuming a
constant ejection-rate.

To evaluate the hypothesis of consistency between the observed data and the theo-
retical model, ConTEST creates a series of simulated samples drawn from the model’s
distribution, each mirroring the size of the observed dataset. For each simulated sam-
ple, it computes the same test statistic that quantifies the distance of the simulated
sample to the model density. This process is rooted in the principle that if the observed
sample genuinely aligns with the model, then its calculated distance should not signifi-
cantly differ from those derived from the simulated samples. Essentially, if the distance
measure of the observed and simulated samples significantly differs, it indicates a lack
of statistical consistency with the theoretical model, leading to the rejection of the
hypothesis that the observed phenomena conform to the model’s expectations.

We find that the kinematic age distribution of the runaways can not be explained
by a model assuming a constant ejection-rate with a p-value = 0.0115 (2.5σ) (Sup.
Fig. 5). We perform a similar analysis on the distribution of ejection angles. We test
the consistency of the observed ejection angles of the runaways with a hypothesis
of an isotropic ejection mechanism. We find that the observed ejection angles of the
runaways with kinematic age smaller than 1.0 Myr can not be explained by a model
assuming isotropic ejections with a p-value = 0.0007 (3σ) (Sup. Fig. 6). On the other
hand, the observed ejection angles of the runaways with kinematic age larger than
1.0 Myr is consistent with the model assuming isotropic ejections with a p-value =
0.38 (Sup. Fig. 7). Regardless, if we perform this analysis on the ejection angles of all
runaways we find a p-value = 0.001.

Last, we perform the same analysis on the distribution of transverse velocities. We
test the consistency of the observed ejection angles of the runaways with a hypothesis
of a power-law (N(vT) ∼ N(0)vγT) with slope γ = -1.5, predicted by dynamical ejection
models [2, 14, 57]. We adopt a lower bound at 27.6 km s−1 below which we do not
search for runaways, and an upper bound of 250 km s−1. We find that the observed
transverse velocity distribution is consistent with this model, with a p-value = 0.27
(Sup. Fig. 8).

We further explored the inherent structure of the dataset by employing K-means
clustering [58], a widely used technique for partitioning data into distinct groups
based on similarity. The objective behind using K-means clustering was to investigate
the presence of distinct groupings within the data that could correspond to the two
expected classes of runaway stars. These classes are theorised based on the result that
the kinematic age distribution shows two distinct ejection events, one of which shows
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Sup. Fig. 5 | Consistency test for the kinematic age distribution of runaways. a. The
observed kinematic ages are shown with the black stripes. The probability density function of the
observed kinematic ages is shown in red. The model assuming a constant ejection-rate is shown in
blue. b. The distribution of the distance statistic of the simulated model sample is shown in grey. The
dashed black line indicates the 95% threshold of the sample. The dashed red line shows the distance
statistic for the observed kinematic ages (p-value = 0.0115).

runaways being ejected anisotropically. By setting the number of clusters to two in the
K-means algorithm, we aimed to identify whether the dataset naturally clusters into
these hypothesised classes. This method was applied to the key quantities that are
critical to understanding the dynamical properties and evolutionary states of runaway
stars. These quantities, which include the kinematic age, transverse velocity, ejection
angle, and evolutionary age, serve as a multidimensional feature space for clustering.

The clustering process began with standardising the four quantities to ensure that
each feature contributes equally to the distance calculations, essential for the effec-
tiveness of K-means. The algorithm then iteratively assigns each data point to one of
two clusters based on the shortest distance to the cluster centroids, which are initially
chosen at random. Through successive iterations, these centroids are recalculated and
data points reassigned until the positions of the centroids stabilise, indicating that the
clusters are as distinct as possible given the input data.

The two clusters show differences in the evolutionary age, kinematic age, and
ejection angle distribution (Sup. Fig. 9). One of the two clusters contains 12 runaways,
of which 11 have kinematic ages lower than 1.0 Myr, evolutionary ages larger than 2
Myr and ejection angles between 50-150 deg. The other cluster contains nine runaways
and shows a more uniform distribution in kinematic age. It contains runaways with
evolutionary ages between 0-6 Myr, of which eight are between 0-2.5 Myr. The ejection
angles are also more uniformly distributed between 50-350 deg. This provides the
statistical basis for our conclusion that two physically different waves of runaways
originate from R136.
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Sup. Fig. 6 | Consistency test for the ejection angle distribution of runaways with
kinematic age smaller than 1.0 Myr. a. The observed ejection angles are shown with the black
stripes. The probability density function of the observed ejection angles is shown in red. The model
assuming an isotropic ejection mechanism (e.g. uniform distribution of ejection angles) is shown in
blue. b. The distribution of the distance statistic of the simulated model sample is shown in grey. The
dashed black line indicates the 95% threshold of the sample. The dashed red line shows the distance
statistic for the observed ejection angles (p-value = 0.0007).
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Sup. Fig. 7 | Consistency test for the ejection angle distribution of runaways with
kinematic age larger than 1.0 Myr. a. The observed ejection angles are shown with the black
stripes. The probability density function of the observed ejection angles is shown in red. The model
assuming an isotropic ejection mechanism (e.g. uniform distribution of ejection angles) is shown in
blue. b. The distribution of the distance statistic of the simulated model sample is shown in grey. The
dashed black line indicates the 95% threshold of the sample. The dashed red line shows the distance
statistic for the observed ejection angles (p-value = 0.38).
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Sup. Fig. 8 | Consistency test for the transverse velocity distribution of runaways. a.
The observed transverse velocities are shown with the black stripes. The probability density function
of the observed transverse velocities is shown in red. The model assuming a power-law distribution
(see Supplementary Information) is shown in blue. b. The distribution of the distance statistic of
the simulated model sample is shown in grey. The dashed black line indicates the 95% threshold of
the sample. The dashed red line shows the distance statistic for the observed transverse velocities
(p-value = 0.27).
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