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Abstract
In recent years, advancements in natural language processing (NLP) have enabled new
approaches to personality assessment. This article presents an interdisciplinary inves-
tigation that leverages explainable AI techniques, particularly Integrated Gradients, to
scrutinize NLP models’ decision-making processes in personality assessment and ver-
ify their alignment with established personality theories. We compare the effectiveness
of typological (MBTI) and dimensional (Big Five) models, utilizing the Essays and MBTI
datasets. Our methodology applies log-odds ratio with Informative Dirichlet Prior (IDP)
and fine-tuned transformer-based models (BERT and RoBERTa) to classify personality
traits from textual data. Our results demonstrate moderate to high accuracy in person-
ality prediction, with NLP models effectively identifying personality signals in text in line
with previous studies. Our findings reveal theory-coherent patterns in language use asso-
ciated with different personality traits, while highlighting important biases in the MBTI
dataset that yielded less robust results. The study underscores the potential of NLP in
enhancing personality psychology and emphasizes the need for further interdisciplinary
research to fully realize the capabilities of these transparent technologies.

Introduction
Language is one of the most fascinating tools human beings have invented. Researchers in
psychology have regarded it as a source of insights into the inner world, leading to ground-
breaking discoveries about the interplay between language use and psychological character-
istics. From Freud’s controversial analysis of slips of the tongue [1], through the use of self-
reference pronouns to detect psychological phenomena [2–4] until more recent computa-
tional approaches, the field has evolved significantly [5].

The interest derived from language as a window to psychological features led into the
words-as-attention premise that posits verbal behavior as a reflection of what someone is pay-
ing attention [6,7], and push the research into studying personality [8], life experiences [9],
and even cultures [10], and societies [11].
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the development of the Linguistic Inquiry Word Count (LIWC) [12]. This algorithm com-
pared input words with a predetermined dictionary, calculating proportions of word cate-
gories to infer psychological characteristics. This would finally lead to computing correlations
with psychological and social outcomes [3].

Despite its limitations, particularly in contextual understanding, LIWC demonstrated sig-
nificant correlations with various outcomes in the field of psychology [3,13–17], paving the
way for more advanced linguistic analysis in psychology [18]. This approach aligned with the
lexical hypothesis—the foundational idea that important personality characteristics become
encoded in language [19]—and suggested that computational analysis of natural language
could reveal meaningful psychological patterns.

With the introduction of new AI tools, we have seen studies with a dedicated interest to
topics from the social sciences. In particular, many studies aim to capture the signal from
personality traits (e.g. the Big Five), employing LLMs, in labeled databases of texts (see
Tables 1 & 2 in Supplemental Materials 1, henceforth referred to as S1 File). The lexical
hypothesis—which posits that important personality characteristics become encoded in lan-
guage [19]—provides theoretical grounding for these studies. These studies serve to bridge
the gap between the original lexical hypothesis and the world of natural language production.
Most of these results, presented later in the Introduction, have performed highly at classifying
texts according to personality labels.

These promising results have sparked discussion about the relative merits of computational
versus traditional approaches to personality assessment [31]. Traditional Personality Assess-
ment (TPA) and NLP-based personality assessment (NLP/PA) represent distinct approaches
with their own advantages and limitations [89]. While TPA relies on questionnaires and self-
reported data from typically smaller samples, NLP/PA can analyze vast amounts of natural-
istic language data, potentially offering greater representativeness and reduced subjective
bias [31,78]. However, the field is still establishing how accurately personality can be inferred
from spontaneous linguistic expression [62]. NLP/PA’s premise that personality manifests in
natural language behavior [5] requires further validation, even as it opens new possibilities for
understanding how people think, feel, and organize their world [3].

It is also important to highlight that even if NLP/PA can analyze sources of spontaneous
texts, this has no a priori overlap with the lexical hypothesis. Some researchers have wrongly
conceptualized the lexical hypothesis as the personality-related information that can be
found in everyday languages [22,70,90], when in fact it is something deeper than that, namely
that every relevant psychological individual difference —including personality— should be
found in some way codified in human languages, in a representative and exhaustive corpus
of any given language [19,20]. Recent applications of this approach for the study of person-
ality traits in African and Japanese populations can be found in Thalmayer et al. [87] and
Hashimoto et al. [41] respectively.

Building on this understanding of the lexical hypothesis, we claim that the NLP/PA still
needs to reveal its full potential in studying psychological variables through text analysis.
Most current applications can be divided into two groups: the first includes studies that use
textual data to predict personality attributes, either traits or types [18,34,49,52,55,68,69,73,83,
92,96].

The second group is exploring novel applications like modeling and predicting a wide
range of traits, scales, and constructs [22,31], using chat-bots for personality assessment [35],
inferring personality questionnaire item-responses from texts [93], guiding LLMs to respond
according to a specific personality configuration [76], generating items for personality ques-
tionnaires [43,44], exploring the overlap between the semantic representation of LLM and
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personality data generated from questionnaires [31], and the field holds great promises for
the following years. These innovative approaches demonstrate the potential of NLP/PA to
not only complement traditional methods but also to open up new avenues for personality
research and assessment.

In the first group of articles many text datasets are available online [56,86,96]. Three
datasets, in particular, have been extensively explored using LLM and neural networks:
the Facebook data from myPersonality project [48,81] —no longer available for research
purposes—, the Essays dataset [64], and the MBTI dataset [47].

The MBTI dataset is of particular interest due to its basis on the Myers-Briggs Type Indi-
cator (MBTI), a measure that, while highly popular online, has questionable validity in the
field of personality psychology [54]. This dataset comprises authors’ posts from a personal-
ity psychology online forum that brings together individuals interested in the topic. The most
evident bias in this dataset is the authors’ prior knowledge of the MBTI theory and their own
types. A more detailed explanation of this dataset is provided in the Methods section.

Tables 1 and 2 in S1 File summarize the studies that have explored both the Essays and
the MBTI dataset, focusing on the accuracies or similar metrics achieved in the classifica-
tion tasks. As is evident from these results, improving methodological accuracy has been a
primary objective of these studies. To this aim, researchers have employed a varied range of
methods, from traditional machine learning (e.g., SVM, Random Forest) to more advanced
neural network architectures (e.g., BERT, CNN). The accuracies found vary considerably
across studies and traits/types, ranging from just above chance (around 0.5) to high accu-
racy (above 0.8). A notable observation is the consistent analysis of the MBTI dataset, which
can be explained by its huge popularity online and the predominance of computer scientists
over psychologists among researchers. This trend persist despite extensive criticism of MBTI
from personality psychologists. Moreover, accuracies for MBTI types (Table 2 in S1 File) often
appear higher than those for Big Five traits (Table 1 in S1 File), which may reflect the dataset’s
bias rather than superior predictive power of the MBTI model.

This persistent focus on the MBTI dataset, despite its known limitations and the higher
accuracies it yields, highlights a potential disconnect between computer science and per-
sonality psychology. The emphasis on improving accuracy metrics, as noted in the studies
summarized, may sometimes come at the expense of theoretical validity. This underscores
the need for interdisciplinary collaboration in the new applications as a necessary step for a
more steadfast advancement of psychology and for avoiding what Boyd and Schwartz [25]
described as the “square peg into a round hole” problem.

For the second group of articles, researchers have to get more creative. One of the most rel-
evant efforts in this group is the work published by Cutler and Condon [31]. In three separate
studies, they introduce useful practices and concepts to bridge the gap between NLP and per-
sonality assessment; such as the idea that personality traits are word vectors [30] or the idea
of testing the conceptual and functional overlap of personality terms studied with psychomet-
rics and NLP techniques. These studies show great promise and should be pursued further in
future research.

The field’s singular focus on improving accuracy or other performance metric sidesteps the
question of what drives the model’s decision. Moving forward, it’s crucial to balance the pur-
suit of improved accuracy with critical evaluation of the underlying constructs and data qual-
ity. Specifically, we need to determine whether the accuracy values are really obtained from
personality signals in the data or if they result from noise, overfitting or model hallucinations.
Explainability techniques can help researchers understand how these models make deci-
sions [74], ensuring that high accuracy is not achieved at the expense of theoretical validity or
interpretability.
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This approach is crucial for an effective advancement of the field, given that some
researchers have started to advocate for a replacement of TPA with NLP/PA [34], and this
claim might be supported by the data only by biases inherent to the model performance. To
address this, personality psychology should incorporate explainability algorithms, already
widely used in NLP tasks [74]. This will allow us to analyze how individuals with different
personality traits or types use language, providing new insights into the relationship between
personality and linguistic expression.

Our study leverages state-of-the-art NLP models to examine how personality traits and
types manifest in natural language. While we implement classification models for the Big Five
and MBTI labels from the Essays and MBTI datasets respectively, our primary focus is not
on prediction performance. Instead, we use explainable AI techniques to analyze how these
models process personality-relevant information in text, examining whether their decision-
making patterns align with established personality theories. This approach allows us to study
personality expression in language at an unprecedented level of detail, offering new insights
into how different traits and types are reflected in natural writing. Through this combination
of advanced NLP techniques and explainable AI, we aim to deepen our understanding of the
relationship between personality and language use.

1. The accuracy for classification of the Big Five traits on the Essays dataset will range
from low to moderate due to the nature of the input data to the classifier. H1 stems from
the characteristics of the Essays dataset. While it provides a balanced distribution across cate-
gories, it contains stream-of-consciousness writing that may not always clearly reflect person-
ality traits. This type of spontaneous, unstructured text can be challenging for classification
algorithms, accounting for a moderate rather than perfect accuracy.

2. The accuracy for MBTI types will not reflect its true predictive power due to the
unbalanced nature of the MBTI dataset. The Area Under the Curve (AUC) will provide a
more reliable measure of model performance. Because of this, the accuracy will be higher
for the MBTI dataset than for the Big Five, and the comparison of accuracy scores between
the Big Five and MBTI datasets is inappropriate.

3. Thewords most influential in Big Five classification will be theory coherent with
the Big Five traits content. This hypothesis is grounded in the theoretical foundation of the
Big Five model. As it is based on empirically derived personality traits that are thought to
be reflected in natural language use, we expect the words most influential in classification to
align with the theoretical content of these traits. Given that the classification performance is
not perfect, we also expect to find a few words with no coherence with the theory.

4. In the MBTI model, the most influential words will include a high frequency of the
MBTI categories, reflecting the dataset’s bias towards explicit discussion of MBTI con-
cepts rather than natural language patterns associated with personality. The hypothesis
arises from the nature of the MBTI dataset, which consists of posts from users who are aware
of their MBTI classification and are discussing personality topics. This self-awareness and top-
ical focus may lead to frequent use of MBTI-related terminology, potentially stemming from
the MBTI’s limitations as a robust personality model.

Although we advocate for more second-group studies, this study is relevant and increas-
ingly perceived as a necessity by psychologists [32]. Our research makes several novel contri-
butions to the field. First, we assess the robustness of the Big Five model across diverse data
treatments [75], in this case NLP techniques. Second, we provide the first comprehensive
explainability analysis of personality detection models, demonstrating clear theory coher-
ence between Big Five traits and model attention patterns. Third, we uncover and quantify the
impact of self-reference effects in MBTI classification, challenging previous performance met-
rics. By exploring our LLM’s decision-making processes using explainability algorithms [74],
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we address ongoing discussions about model evaluation [27]. This approach aligns with sub-
stantive validity recommendations outlined by Bleidorn and Hopwood [24] and contributes
to improving personality assessment as a key element in social change [38].

Materials and methods
This study employs a multi-faceted approach to explore personality through natural language
analysis. Our methodology combines traditional NLP techniques with advanced NLP mod-
els and explainable AI methods. We begin with data preprocessing of two distinct datasets. We
then apply various analytic techniques, including log-odds ratio analysis, fine-tuned language
models, and integrated gradients for model interpretation. Our evaluation uses both standard
classification metrics and novel approaches to visualize and interpret model decisions. This
comprehensive approach allows us to not only predict personality traits from text but, more
importantly, to understand the linguistic features driving these predictions.

Data collection and preprocessing
This study employs two datasets to explore personality through natural language analysis. The
first dataset, known as the stream-of-consciousness or the Essays dataset, was compiled by
Pennebaker and King [64] and annotated by Mairesse et al. [51]. It employs the binary classifi-
cation methodology outlined by Oberlander and Nowson [60]. The second dataset originates
from the MBTI forum and includes labels based on the Myers-Briggs Type Indicator (MBTI).

The Essays dataset consists of a collection of essays gathered between 1997 and 2004 where
participants were prompted to write for 20 minutes about whatever came to mind. It con-
tains 2479 essays totaling approximately 1.9 million words (Table 3 in S1 File). Each essay is
associated with binary labels (1 or 0) representing the presence or absence of each of the Big
Five traits, namely Openness to Experience, Conscientiousness, Extraversion, Agreeableness,
and Neuroticism. These labels were derived from participants’ self-reports on the Five Factor
Inventory [46].

The MBTI dataset, publicly available on Kaggle, comprises information from 8600 individ-
uals who posted on the Personality Café forum. Each individual is associated with 50 forum
posts, separated by three pipe characters (”|||”), and categorized into one of the 16 MBTI
types. We augmented this dataset by adding columns representing each pair of MBTI types
(I/E, N/S, T/F, J/P) with binary values assigned based on the presence of specific MBTI indi-
cators (e.g. E, S, T, P) (Table 4 in S1 File), following similar practices in the literature. This
dataset serves as an alternative perspective on personality assessment albeit with acknowl-
edged limitations regarding its psychometric validity.

Due to the fact that both the Essays and the MBTI datasets are composed of a collection of
long texts that exceed the word limit of the models used to process them (typically, the max-
imum word length is 512 words), we created modified versions where those long texts were
divided into fragments of 256 words. This treatment allowed us to take advantage of all the
information contained in the datasets, in contrast to the approach adopted in other works,
where the texts were simply truncated to the word limit imposed by the models.

As it was explained in the introduction, the MBTI dataset participants were aware of their
classification, which may introduce an artificial bias in the content of the texts. Indeed, a
visual analysis of some of them clearly showed that, on many occasions, the participants were
openly discussing their own classification or that of other participants, writing the individual
letters that correspond to the MBTI indicators (e.g. I, N, T, J) or combinations of them (e.g.
INTJ). Because of this, we generated an additional version of the MBTI dataset, where each
possible MBTI indicator and their combinations were masked, replacing them with a special
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symbol used to denote the unknown word (for a detailed list, check A1 in S1 File). This mask-
ing process affected a small portion of the words of the dataset, more specifically, a 1.6% of
them. However, in order to verify that any possible change in the results when masking the
words was exclusively due to masking the MBTI words and not because of the quantity of
masked words, we decided to create a third version of the MBTI dataset where we randomly
masked the same proportion of words as for the masked dataset. We will refer to this version
as the randomly masked MBTI dataset.

Finally, we preprocessed the text of the Essays and MBTI datasets (including original and
masked versions) using a standard preprocessing library (https://github.com/s/preprocessor),
which incorporates basic cleaning and filtering operations.

By leveraging these diverse datasets, we aim to explore the nuances of personality repre-
sentation in natural language despite the inherent challenges and limitations posed by each
dataset.

Analytic techniques
1. Log-Odds Ratio with Informative Dirichlet Prior (IDP) [58]: by using the log-odds

ratio method we seek to identify words that significantly differ in usage between the
positive and negative cases of a certain trait or personality type. In this context, the odds
of a particular word is the ratio of the probability of the word not occurring in a set of
texts to the probability of it not occurring. When calculating the log-odds ratio for a
word, we obtain the logarithm of dividing the odds for a word when a trait or person-
ality type is present by the odds when it is not. In our work, we calculate the log-odds
ratio using the IDP method.

2. Language Models: a language model is a probabilistic model of a natural language. We
used BERT (Bidirectional Encoder Representations from Transformers) [33] and its
optimized version RoBERTa (a Robustly Optimized BERT Pretraining Approach) [50].
They are notable for their huge improvement with respect to previous state-of-the-art
language models. Essentially, these models process text through a series of intercon-
nected components. First, text is broken into tokens, which are the basic units of mean-
ing in the input, in a process called tokenization. These tokens can be words, but often
subwords are used—parts of words that constitute common prefixes, suffixes, or root
words— to handle a wider vocabulary more efficiently. Next, the tokens are converted
into numerical representations called embeddings, which incorporate semantic and
syntactic information. When generating the embeddings, a bidirectional approach is
adopted, considering both left and right contexts for each token. The heart of BERT
and RoBERTa consists of multiple attention layers, each containing multi-head atten-
tion mechanisms and feed-forward networks. These layers progressively refine the ini-
tial token representations, capturing complex contextual relationships. Both BERT and
RoBERTa are pre-trained with a large collection of texts composed of millions of words,
resulting in models with a deep understanding of language structure and meaning. The
pre-trained models can be adapted to perform different tasks by means of a fine-tuning
process, which typically requires much less training data than model pre-training. In
our work, the fine-tuning process is used to adapt BERT and RoBERTa for predicting
personality traits or typologies for the texts contained in the Essays and MBTI datasets.
BERT and RoBERTa were used in this study because of their extensively demonstrated
performance in multiple language processing tasks, including text classification, and
also because of their public availability, that ensures the reproducibility of results. We
did not consider the use of the DeBERTa model [42], which can be seen as an enhanced
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version of RoBERTa, because of its substantially higher memory requirements with
respect to BERT and RoBERTa. Such requirements made it very difficult to process the
long texts contained in the Essays and MBTI datasets using available hardware without
introducing aggressive text truncation or fragmentation steps.

3. Integrated Gradients [84]: a method that helps us understand how a model makes
decisions in a classification task. In the context of our work, the technique will allow
us to identify which words are important for the BERT and RoBERTa models when
making classification predictions. More specifically, given a prediction, the technique
returns an attribution score for each word, that can be positive or negative. If a partic-
ular word has a positive attribution score, this means that the word increased the like-
lihood of the prediction returned by the classifier. For instance, assuming that the clas-
sifier has predicted the trait Agreeableness for a text belonging to the Essays dataset,
the word “forgive” having a positive attribution score means that the presence of such
a word in the text increased the likelihood of the text being classified as Agreeableness.
In contrast, a negative attribution score means that the word decreased the likelihood of
the prediction. The attribution scores of individual words in a text can be combined to
provide an overall score for the entire text. In the context of our work, integrated gra-
dients constitute a particularly interesting technique, since it enables a more detailed
analysis of the words relevant to a particular personality trait or type. More specifically,
the words can be studied in individual texts instead of in groups of texts, as it is the case
of less sophisticated techniques such as the log-odds ratio with IDP explained above.
We chose to use integrated gradients as an explainability technique due to its desir-
able properties: (i) they constitute an approximation of the Aumann-Shapley values,
see [36], which are axiomatically justified (axioms refer to conditions that the explain-
ability technique should ideally satisfy), and (ii) they can be efficiently calculated as long
as the model used is piecewise differentiable.

4. Word Clouds [40]: word clouds constitute a very useful tool to summarize textual data.
Word clouds visually display words, typically sized according to their frequency in a
set of texts. In our work, word frequency is replaced by a measure of word importance
according to the attribution scores generated by the integrated gradients technique.
Due to the fact that such a technique produces one attribution score per each word con-
tained in a text, it is necessary to define summarization techniques that produce a single
score per each word (see next section for more details). Generating word clouds with
summarized attribution scores will allow us to study significant words for the different
personality traits or types, and check for congruence with the theory supporting the Big
Five traits and the MBTI typologies, respectively.

Evaluation metrics
When calculating the IDP-based log-odds ratios for the different words and personality traits
or types, we obtain the z-score to provide a measure of statistical significance. This measure is
useful for hypothesis testing to determine whether the observed effect of a particular word is
likely to be genuine or due to random chance. A large, positive z-score for a word indicates its
strong relevance to a particular personality trait or type. Conversely, a small, negative z-score
suggests that the word is more likely associated with the absence of that trait or type.

The performance of the classification using BERT and RoBERTa was evaluated with two
metrics: accuracy and Area Under the Curve (AUC). Accuracy is defined as the ratio of the
number of correct predictions to the total number of predictions made. It measures how well
the classifier correctly identifies both positive and negative instances in a dataset. On the
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other hand, AUC refers to the area under the Receiver Operating Characteristic (ROC) curve.
The ROC curve is a graphical representation that illustrates the diagnostic ability of a binary
classifier system as its discrimination threshold is varied. The AUC measures the model’s
ability to distinguish between classes.

Both performance metrics go from 0 to 1 with values approaching 1 showing better perfor-
mance. In two-class classification problems where the data is imbalanced (one of the classes is
more frequent than the other), the accuracy can be misleading, since the classifier can learn to
always return the more frequent class as output, resulting in a poor model with a high accu-
racy (e.g. if 95% of instances belong to one class, a model that always predicts the majority
class will have 95% accuracy). In contrast, the AUC is robust to class imbalance.

While classification metrics provide an overall assessment of model performance, they
don’t offer insights into which specific words or features contribute most to the model’s deci-
sions. To address this, we employed several techniques on the attribution scores obtained by
the integrated gradients technique to measure word importance, particularly in the context of
generating word clouds and visualizing influential words.

To effectively summarize and interpret these attribution scores, we developed multiple
summarization techniques. These techniques allow us to quantify and visualize the impor-
tance of individual words in both positive and negative attribution to the model’s decisions.
Specifically, we evaluated word importance using the following methods:

• Frequency counting: we selected words based on their rate of appearance in either the pos-
itive and the negative attribution score. This highlights words that consistently contribute to
or detract from a classification.

• Accumulation: we selected words based on their attribution scores and accumulated the
score for each time the word appeared. This emphasizes words that consistently contribute
to the model’s decision across multiple instances.

• Maximum attribution: we selected only the highest score for each word. This captures
words with a strong impact in at least one case.

• Average: where we selected the accumulation of the word and divided by their frequency
counting. This balances frequency and impact, providing a measure of a word’s overall
importance across all instances.

• Geometric mean: we calculated the geometric mean of the accumulated and maximum
scores. This technique gives weight to both consistent performance (accumulation) and
peak performance (maximum), offering a balanced view of a word’s importance.

Each technique provides a different perspective on the data, allowing us to capture various
aspects of the attributions. For each summarization technique, word clouds were generated to
visually represent the significant words contributing to both positive and negative attributions
for each label. We also created bar plots for the average and geometric mean techniques, as
these better capture overall tendencies and influential examples (see OSF for all the bar plots).
However, these visualization techniques fall short when representing entire essays or posts.

Experiments configuration
The Log-odds ratio with IDP method was implemented by means of a publicly available soft-
ware package (https://github.com/kornosk/log-odds-ratio), which was applied to both the
Essays and MBTI datasets. For the case of the MBTI dataset, the IDP-based log-odds ratio
technique was applied to the original and masked versions. Regarding the language models,
before applying BERT and RoBERTa for trait/type identification, it was necessary to fine-
tune the parameters of both models. For this purpose, we first split each dataset with a 90:10
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training-test ratio respectively. Additionally, we reserved a random 10% of training data to
create the validation set for all models. Once the partitions for each dataset were created, we
used a grid search procedure to find the best model. The search explored different values of
the hidden and attention dropout probabilities (with the aim to reduce model overfitting)
and also of the learning rate (so as to control how quickly or slowly the model learns). For
the Essays dataset, 5 training epochs were executed, while for the MBTI dataset, only 3 were
executed, due to the greater computational requirements, and also because of the fact that
overfitting often started before the third epoch. Due to its robustness against class imbalance,
the AUC metric was used to evaluate model performance. In all cases, we kept the model
achieving a higher AUC for the validation set from all the epochs.

The fine-tuning process was executed using the “bert-base-uncased” and “roberta-base”
versions of BERT and RoBERTa, respectively. Both versions were operated by means of the
Huggingface Transformer library [91] for PyTorch [63].

From the traits, Agreeableness was the only one where RoBERTa was used to implement
a classifier, given that BERT did not produce good performance results. In contrast, the
MBTI dataset was only processed with BERT, due to the fact that both, BERT and RoBERTa,
achieved very similar performance, but the memory requirements involved in the calculation
of the attribution scores were significantly higher for RoBERTa, due to the fact that its tok-
enizer generated substantially longer tokenized texts (BERT and RoBERTa follow different
tokenization strategies). Additionally, for MBTI we focused mainly on the AUC metric, given
the disproportion in the frequency of most of the classes in the dataset (Table 4 in S1 File
& Fig 1). Finally, it should be stressed out that model training was carried out for original,
masked and randomly masked MBTI datasets.

Fig 1. Occurrences for each letter of the MBTI in the personality café dataset. Each letter is distributed unequally in the dataset.

https://doi.org/10.1371/journal.pone.0323096.g001
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On the other hand, we used the Transformers Interpreter library [66], which provides an
integrated gradients implementation for transformers, to compute the attribution scores at the
word and whole text levels for each dataset.

All the experiments were executed in a computer with an Intel Core I7 processor and 32GB
of RAM. The BERT and RoBERTa models, including fine-tuning and integrated gradients
computation, were operated by means of an NVIDIA GeForce RTX 3090 GPU.

Data analysis procedure
The Essays dataset was used to fine-tune five models, four of them employing bert-base (O, C,
E, & N) and one employing roberta-base (A). On the other hand, the MBTI dataset was used
to fine-tune eight models with bert-base: four with the original data and four with the data
masked.

After the models were trained, we used the Transformers Interpret library to attribute the
models’ prediction to individual words in the text. This process assigns two types of attribu-
tion scores: (1) word-level scores: indicating the importance of each word in contributing to
the model’s prediction; and (2) text-level scores: indicating the overall importance of a text for
a given prediction.

To focus on significant results and ensure correct interpretation of attribution scores, we
implemented several criteria. We verified congruence between true and predicted labels from
the classification task, meaning we only considered instances where the model’s prediction
matched the actual label. For example, a high attribution score for a word in relation to the
trait of agreeableness is meaningful only if the corresponding class prediction is also agree-
ableness. In our code and plots, this relationship is indicated by label 1 (classified as present-
ing the trait of interest) and label 0 (classified as not presenting the trait of interest).

Additionally, we only considered words that appeared at least 10 times in the texts high-
lighted by the Transformer Interpret. This approach allowed us to identify the most relevant
and frequently occurring words in correctly classified instances. We also analyzed the con-
texts where entire paragraphs containing high-attribution words achieved the highest scores.
This approach helps us see how the model interprets the broader context in which each class
appears.

We identified the top 5 highest word-level attribution scores from the average and geo-
metric mean bar plots for both label 1 and label 0, for each trait and MBTI dimension. We
then selected texts where these top words appeared, focusing on those texts that also had high
text-level attribution scores.

We read these selected texts to understand the context of the highly attributed words and
to evaluate the performance of the classification. For the sake of completeness, we also read
the texts with the highest overall text-level attribution scores to ensure we captured the most
representative examples for each class (having the trait/type or not). Each output was read and
compared with the content of the personality items used by the original authors of the data to
see if its content matched aspects of the theory of personality traits and types.

In summary, to filter the most significant and pertinent texts, we performed the visualiza-
tion on each of the classification classes (label 1 or 0) with three different approaches: (1) we
obtained the 10 texts with the highest overall text-level attribution scores for each class, (2)
we identified the 5 words with the highest attribution scores using the geometric mean sum-
marization technique, then selected the 10 texts containing these words that had the high-
est text-level attribution scores, and (3) we followed the same process as in (2), but using the
average summarization technique to identify the highest-attributed words. This multi-faceted
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approach allowed us to capture texts that were significant both at the overall text level and for
their highly impactful individual words.

For the MBTI dataset, we explored our hypothesis by masking the terms in the data that
represented all the types from the MBTI list and other elements that might resemble the
MBTI list. This list was obtained through a process of trial and error. In a similar way that
occlusion techniques work [95] we decided to check the improvement of performance met-
rics to determine the weight these terms had in the model accuracy (for a detailed list of these
terms check A1 in S1 File).

Results
Our analysis yielded several key findings regarding the relationship between the manifes-
tation of personality on language, uncovering previously unexamined patterns in how per-
sonality traits emerge in natural language use. We present these results in three main parts:
first, we examine the words most relevant to each personality trait or type as identified by the
Log-Odds Ratio with Informative Dirichlet Prior method. Next, we report the classification
performance metrics for our models. Finally, we delve into the insights gained from applying
explainability techniques to our classification results, revealing novel patterns in how language
models process and interpret personality-relevant information. These findings collectively
shed light on the linguistic markers of personality and the efficacy of NLP techniques for per-
sonality assessment, while providing unprecedented insight into how these models identify
personality traits in text.

Log-Odds Ratio with informative Dirichlet Prior
The goal of this technique is to identify those words that are relevant for the different person-
ality traits or typologies. Tables 1, 2 and 3 present the top words identified for each trait in the
Essays dataset, or for the personality types in the original and masked versions of the MBTI
dataset, respectively.

The Big Five analysis reveals a mix of words that can be associated with their respective
traits, as well as some that lack an evident conceptual link. Table 1 presents the top words and
their z-scores for each of the Big Five traits.

For Openness to Experience, word related to art and abstract concepts appear with posi-
tive z-scores, such as ‘guitar’ (z-score = 1.61) and ‘music’ (z-score = 1.34), as well as ‘world’ (z-
score = 1.4) and ‘words’ (z-score = 1.31). Conversely, words associated with routine and con-
crete experiences show negative z-scores, including ‘home’ (z-score = –2.6), ‘school’ (z-score
= –2.1), or ‘class’ (z-score = –2).

Conscientiousness displays a less clear pattern. Words like ‘hope’ (z-score = 1.3), ‘1’ (z-
score = 1.25), ‘tonight’ (z-score = 1.24), and ‘able’ (z-score = 1.2) show positive z-scores, while
‘im’ (z-score = –1.73), ‘Damn’ (z-score = –1.21), and ‘Squirrel’ (z-score = –1.2) have nega-
tive z-scores. The connection between these words and the trait’s conceptualization is not
immediately apparent.

For Extraversion, words related to social activities appear with positive z-scores, like
‘Sorority’ (z-score = 1.8), ‘Fun’ (z-score = 1.53), ‘Boyfriend’ (z-score = 1.42), and ‘Love’
(z-score = 1.32). On the other hand, ambiguous words appear with negative z-scores, like
‘Perhaps’ (z-score = –1.62), ‘Da’ (z-score = –1.4), ‘Cold’ (z-score = –1.03), and ‘Write’
(z-score = –1.03).
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Table 1. Z-scores when calculating Log-Odds ratio with informative Dirichlet Prior for the essays dataset.
Trait Word Positive z score Word Negative z score
Openness to Experience Guitar 1.61 Home –2.6

World 1.4 Go –2.2
Cat 1.35 Going –2.14
Music 1.34 School –2.1
Words 1.31 Class –2

Conscientiousness Hope 1.3 im –1.73
11 1.25 Damn –1.21
Tonight 1.24 Squirrel –1.2
Able 1.2 Bla –1.14
Week 1.2 Finger –1.11

Extraversion Sorority 1.8 Perhaps –1.62
im 1.62 Da –1.4
Fun 1.53 11 –1.31
Boyfriend 1.42 Cold –1.03
Love 1.32 Write –1.03

Agreeableness Family 1.5 Fucking –1.5
Really 1.2 Stupid –1.4
Weekend 1.1 11 –1.34
Home 1.1 Read –1.22
Emily 1.05 Bla –1.2

Neuroticism Feel 1.55 Beat –1.22
Want 1.41 Pledge –1.2
Scared 1.4 Game –1.12
Stressed 1.35 Thats –1.03
Boyfriend 1.31 Coach –1.02

https://doi.org/10.1371/journal.pone.0323096.t001

Agreeableness shows words related to relationships with positive z-scores, like ‘Fam-
ily’ (z-score = 1.5), ‘Home’ (z-score = 1.1), and ‘Emily’ (z-score = 1.05). Conversely, pro-
fane vocabulary obtained negative z-scores, like in ‘Fucking’ (z-scores = –1.5) and ‘Stupid’
(z-scores = –1.4).

Neuroticism obtained words related to affective states like ‘Feel’ (z-scores = 1.55), ‘Want’
(z-scores = 1.41), ‘Scared’ (z-scores = 1.4), with positive z-scores; and words with no clear
relationship with negative z-scores, like ‘Beat’ (z-scores = –1.22), ‘Pledge’ (z-scores = –1.2),
‘Game’
(z-scores = –1.12).

Regarding the MBTI, our H4 is supported by the IDP-based log-odds ratio results, which
predominantly show words syntactically related to the typologies. The classification’s unrelia-
bility on this dataset is evident in how frequently individuals discuss their own type. As shown
in Table 2, the leading words for each dimension are consistently the letter abbreviations of
the types themselves. For the I/E dimension, the words ‘INFP’ (z-score = 5.12), ‘INFJ’ (z-score
= 3.6), ‘INTP’ (z-score = 3.33) are the top words indicating Introversion, while ‘ENFP’ (z-
score = –13.8), ‘ENTP’ (z-score = –13.3), ‘ENTPs’ (z-score = –8) are the most indicative of
Extraversion.

This pattern is consistent across all MBTI dimensions. For the N/S dimension, ‘INFJ’ and
‘INFP’ are top indicators for Intuition, while ‘ISTP’ and ‘ISFP’ lead for Sensing. In the F/T
dimension, ‘INFP’ and ‘INFJ’ are strong indicators for Feeling, with ‘INTP’ and ‘INTJ’ lead-
ing for Thinking. Finally, for the J/P dimension, ‘INFJ’ and ‘INTJ’ are top indicators for Judg-
ing, while ‘INFP’ and ‘INTP’ lead for Perception (see Table 2). These results strongly sup-
port H4, demonstrating that the most influential elements include a high frequency of MBTI
categories.

After applying the masking, the types no longer appeared among the predictive words.
Table 3 presents these new words and their z-scores. The words used obtain scores notably
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Table 2. Z-scores when calculating Log-Odds ratio with informative Dirichlet Prior for the MBTI—full dataset.
Dimensions Word Positive z score (I N F J) Word Negative z score (E S T P)
Introversion - INFP 5.12 ENFP –13.8
Extraversion INFJ 3.6 ENTP –13.3

INTP 3.33 ENTPs –8
INFPs 2.72 ENTJ –7.7
INFJs 2 ENFPs –7.53
INTPs 1.92 ENFJ –6.02
music 1.8 ESTP –4.92
dream 1.72 7w6 –4
games 1.66 ne –4
family 1.6 ENTJs –4

Intuition - Sensing INFJ 3.34 ISTP –9.32
INFP 3.3 ISFP –7.8
INTJ 3.13 ISFJ –7
INFPs 2.56 ISTJ –6.6
INFJs 2.35 ESTP –4.7
â 2.25 ISTPs –4.7
INTP 2.2 ISFJs –4
INTJs 2.05 ISFPs –3.7
ENTP 1.94 ESFJ –3.6
ENFP 1.82 rave –3.45

Feeling - Thinking INFP 13.32 INTP –12.7
INFJ 11.32 INTJ –10.8
Feel 9.53 ENTP –9.14
:) 9.41 INTPs –7.42
Love 8.97 INTJs –6.1
INFPs 7.96 ENTJ –5.31
ENFP 7.3 ENTPs –5.2
INFJs 5.57 ISTP –4.89
ENFJ 5.45 ti –4.2
really 5.22 shit –3.9

Judging - Perception INFJ 14.1 INFP –8.83
INTJ 10.6 INTP –7.4
INFJs 8.14 INFPs –5.45
INTJs 6.5 ENTP –5.43
ni 6.14 ENFP –5.3
ENFJ 4 INTPs –4.21
ISFJ 4 ISTP –4.01
ISTJ 3.28 ´ –3
ENTJ 3.3 ISFP –3
dear 2.7 ENTPs –2.8

https://doi.org/10.1371/journal.pone.0323096.t002

below the ones reported with no masking. Additionally, in some of the types, the term
‘[UNK]’, which for the BERT model, represents the unknown word that was used to mask
words, appears with a high z-score suggesting that the masked words had an influential effect
on the data. Importantly, this term appears codified as ‘unk’ with the Logs-Odds Ratio with
Informative Prior.

For the I/E dimension, ‘music’ (z-score = 1.78) and ‘dream’ (z-score = 1.72) are the top
words indicating Introversion, while ‘unk’ (z-score = –9.31) and ‘7w6’ (z-score = –3.98)
are the most indicative of Extraversion. For the N/S dimension, ‘â’ and ‘ã’ lead for Intuition
whereas ‘rave’ and ‘rant’ lead for Sensing. For the F/T dimension, ‘feel’ and ‘:)’ are the top
words for Feeling, and ‘ti’ and ‘shit’ for Thinking. Finally, for the J/P dimension ‘ni’ and ‘dear’
lead for Judging and ‘´’ and ‘really’ for Perception.
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Table 3. Z-scores when calculating Log-Odds ratio with informative Dirichlet Prior for the MBTI—masked
dataset.
Dimensions Word Positive z score (I N F J) Word Negative z score (E S T P)
Introversion - music 1.78 unk –9.31
Extraversion dream 1.72 7w6 –3.98

games 1.66 ne –3.95
family 1.59 7w8 –3.8
feel 1.58 sx –3.71
world 1.55 lol –3.51
death 1.52 :d –3.5
years 1.46 xd –3.11
feeling 1.42 guys –3.08
quiet 1.4 8w7 –3

Intuition - Sensing â 2.78 rave –3.45
ã 2.73 rant –3.01
, 1.88 unk –2.8
f 1.77 si –2.46
world 1.74 se –2.2
... 1.67 360v –2.15
human 1.33 type –2.1
[blank space] 1.19 niss –1.81
Œ 1.15 digger –1.8
universe 1.11 posh –1.75

Feeling - Thinking feel 9.54 ti –4.15
:) 9.41 shit –3.86
love 8.98 use –3.64
really 5.23 knowledge –3.61
:d 5.01 argument –3.39
happy 4.96 nt –3.3
feeling 4.91 intelligence –3.19
thank 4.9 logic –3.17
beautiful 4.6 point –3.16
... 4.29 physics –3.13

Judging - Perception ni 6.16 ´ –2.98
dear 2.71 really –2.63
others 2.66 ne –2.47
fe 2.51 shit –2.41
1/2 2.44 music –2.39
rave 2.29 fuck –2.3
ni - ti 2.1 yeah –2.26
rant 2.09 pretty –2.16
welcome 2.06 like –2.11
intuition 2.05 :d –2.1

https://doi.org/10.1371/journal.pone.0323096.t003

Notably, terms like ‘7w6’ or ‘7w8’ also appear in this analysis. These terms belong to the
Enneagram, a different and similarly problematic theory of personality [45]. Their presence
indicates the broad knowledge of personality theories among Personality Café participants.
Despite these limitations, some influential words show conceptual coherence with the MBTI
theory. In the case of F/T, the words align with theoretical expectations. However, this align-
ment might still be influenced by the self-reference effect we observed with the type abbre-
viations, as participants may use language similar to the type names when discussing their
personality.

Accuracies and AUCs
The Essays dataset followed a data partition procedure that included training, validating, and
testing to avoid overfitting. The accuracies for the Big Five obtained in the test dataset were
0.637 for Openness to Experience, 0.601 for Conscientiousness, 0.620 for Extraversion, 0.590
for Agreeableness, and 0.620 for Neuroticism (see Table 4). The values between the validation
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Table 4. Accuracies and AUCs for the Big Five.
Validation dataset Test dataset

Trait Accuracy AUC Accuracy AUC
Openness to Experience 0.649 0.651 0.637 0.640
Conscientiousness 0.614 0.614 0.602 0.599
Extraversion 0.627 0.629 0.620 0.620
Agreeableness 0.636 0.633 0.590 0.590
Neuroticism 0.614 0.614 0.620 0.620

https://doi.org/10.1371/journal.pone.0323096.t004

and the testing dataset do not differ much, indicating no overfitting. The accuracies obtained
for the Big Five support H1, indicating moderate classification accuracy.

Comparing our results (Table 4) with previous studies (Table 1 in S1 File) shows that our
accuracies are comparable to most of the accuracies reported in prior studies, with Ramezani,
Feizi-Derakhshi, and Balafar [69] being the only exception. Their higher accuracy likely stems
from their use of a Knowledge Graph Attention Network (KGrAt-Net) rather than BERT, rep-
resenting text as knowledge graphs and applying graph attention mechanisms unlike our con-
textualized approach. BERT and RoBERTa are specialized in language processing, trained on
massive text data, and publicly available, ensuring reproducibility. In contrast, the KGrAt-Net
is not public and its implementation is not straightforward. While not our primary objective,
our accuracy results lend credibility to the generalizability of our conclusions on explainability
that will be presented later.

The accuracy and the AUC for the original, masked, and randomly masked versions of the
MBTI dataset are presented in Table 5. For the three versions, important discrepancies can
be observed between the accuracy and AUC metrics, being the former consistently higher.
This is due to the fact that the accuracy metric is not robust against the class imbalance that is
present in the MBTI dataset (Table 4 in S1 File & Fig 1). Additionally, it is misleading to com-
pare the MBTI accuracy with that of the Big Five dataset, since the latter does not present the
class imbalance problem. In summary, these observations support H2. On the other hand, it is
striking to observe the large difference between the AUC results for the original and masked
versions of MBTI, revealing the true performance of the model when the self-reference MBTI
terms are removed from the texts being analyzed.

The I/E original AUC was 0.739 while the masked AUC was 0.596; interestingly, the ran-
domly masked AUC remained at 0.729. For N/S, the original AUC was 0.735, the masked
AUC decreased to 0.565, while the randomly masked AUC slightly increased to 0.751
(although we attribute the small increase to chance). The F/T dimension showed the least
variation, with an AUC of 0.816 and 0.814 for the original and randomly masked datasets
respectively, and 0.744, for the masked dataset. Finally, for J/P, the original AUC was 0.743,
the masked AUC decreased to 0.600, and the randomly masked AUC maintained a similar

Table 5. Accuracies and AUCs for the MBTI with masked and original types.
Original Masked Randomly Masked

Types pair Accuracy AUC Accuracy AUC Accuracy AUC
I/E 0.834 0.739 0.764 0.596 0.837 0.729
N/S 0.888 0.735 0.862 0.565 0.878 0.751
F/T 0.818 0.816 0.748 0.744 0.815 0.814
J/P 0.757 0.743 0.631 0.600 0.750 0.731

https://doi.org/10.1371/journal.pone.0323096.t005
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level at 0.731. Notably, AUC was nearly identical between original and randomly masked
datasets, in clear contrast with the masked dataset, showing the stark influence of the MBTI
terms on the classification.

These results show strong support for H4, namely, knowing the MBTI terms previously
assigned to oneself will impact the classification performance. Notably, the F/T dimension
was the one with less difference in AUCs between original and masked datasets, suggesting it
was less susceptible to the bias the others suffered from.

Our results support the use of BERT or RoBERTa for personality prediction from human-
generated text, but with a crucial caveat: the effectiveness depends heavily on the quality of the
training data. While these models performed well with the Essays dataset, their performance
on the original MBTI dataset highlights the importance of using truly informative data, free
from self-reference biases, for accurate personality assessment.

Explainability—word attribution scores
To analyze the importance of individual words in the model’s decision-making process, we
employed several summarization techniques for the word attributions. While each technique
offers a unique perspective on word importance, we chose to focus primarily on the geomet-
ric mean for our analysis and visualization. We present barplots of the top words with the
highest attribution scores for Agreeableness, the original Feeling/Thinking, and the masked
Feeling/Thinking, obtaining a rank of the most influential words (Figs 2, 3, and 4). These bar

Fig 2. Bar plot for the geometric mean positive attribution scores for Agreeableness. Visualization of the most important words for Agreeableness.

https://doi.org/10.1371/journal.pone.0323096.g002
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Fig 3. Bar plot for the geometric mean positive attribution scores for Feeling/Thinking original dataset. Visualization of the most important words for
Feeling/Thinking.

https://doi.org/10.1371/journal.pone.0323096.g003

plots provide a clear and concise visualization of the words that have the highest impact on
the model’s prediction for each trait.

To complement this quantitative analysis, we also generated word clouds (Figs 5, 6 and 7)
visualizing the geometric mean scores for each trait. Below, we analyze these results for each
of the Big Five personality traits. The complete list of barplots and word clouds are available in
the OSF (available in this repository).

• Agreeableness (Figs 2 & 5): The top contributors include words like ‘right’, ‘class’, and
‘think’, which may not immediately align with the conceptualization of the trait. However,
words such as ‘like’ and ‘well’ also appear, more closely aligning with the trait’s features. The
presence of ‘hate’ among the top contributions highlights the complex nature of language
use in relation to personality traits.

• Conscientiousness: Words like ‘work’, ‘homework’, ‘assignment’, and ‘classes’ align with
the trait. Interestingly, ‘people’ and ‘love’ are two top contributors possibly reflecting the
responsibility entailed in social relationships. The presence of ‘money’ and ‘time’ might
reflect financial and time organization.

• Extraversion: ‘Sorority’ and ‘college’ top the list, strongly aligning with the social aspect of
the trait. Words like ‘awesome’, ‘like’, and ‘definitely’ may reflect the enthusiastic expression
often associated with this trait. Social and active words are represented in ‘football’, ‘week-
end’, and ‘tonight’.
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Fig 4. Bar plot for the geometric mean positive attribution scores for Feeling/Thinking masked dataset. Visualization of the most important words for
Feeling/Thinking.

https://doi.org/10.1371/journal.pone.0323096.g004

Fig 5. Word Cloud for the geometric mean positive attribution scores for Agreeableness. Overview of the most
important words for Agreeableness.

https://doi.org/10.1371/journal.pone.0323096.g005
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Fig 6. Word Cloud for the geometric mean positive attribution scores for Feeling/Thinking original dataset.
Overview of the most important words for Feeling/Thinking.

https://doi.org/10.1371/journal.pone.0323096.g006

Fig 7. Word Cloud for the geometric mean positive attribution scores for Feeling/Thinking masked dataset.
Overview of the most important words for Feeling/Thinking.

https://doi.org/10.1371/journal.pone.0323096.g007

• Neuroticism: ‘Hate’ tops the list, aligning with the negative emotionality of this trait. Words
like ‘hurt’ and ‘wrong’ reinforce the anxious and worrying aspects of this trait. Interest-
ingly, ‘love’ and ‘people’ also appear high on the list, possibly explaining intense emotional
experiences or the moderate accuracy in the classification.

• Openness to Experience: ‘College’ and ‘class’ are among the top five on the list, poten-
tially reflecting intellectual curiosity. ‘Music’ also appears, aligning with aesthetic interests.
Words like ‘life’, ‘time’, ‘love’, and ‘people’ also appear indicating a broad interest in abstract
concepts.
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These findings reveal the complex nature of how personality traits manifest in language
use. While some words clearly align with our understanding of each trait, others suggest more
nuanced or context-specific expressions. The prevalence of college life-related words across
traits is an indicator of the demographics of the participants.

The MBTI barplots from the masked dataset showed some reference to the MBTI’s the-
ory but the results are less clear than for the Big Five. Below, we present some of these results
for each dimension. The barplots and wordcloud for the rest of the MBTI are available in the
OSF.

• Feeling -Thinking (Figs 4 & 7): The Feeling dimension is characterized by words like
‘feel’, ‘love’, ‘people’, and ‘feeling’, aligning with MBTI’s description of Feeling as prioritiz-
ing emotions. The Thinking dimension, however, while showing MBTI-consistent terms
like ‘logic’, ‘argument’, and ‘research’, places a stronger emphasis on academic and scientific
concepts.

• Introversion - Extraversion: Introversion emphasizes ‘music’, suggesting solitary activi-
ties, alongside introspective terms like ‘mind’ and ‘think’, however it also includes words
like ‘people’ and ‘world’ with a less direct link to Introversion. Extraversion is led by ‘peo-
ple’ and ‘happy’, aligning with traditional views of social relationships and positive affect.
It features enthusiastic terms like ‘awesome’, and ‘great’, reflecting energy. Other terms are
more ambiguous and less easy to assign to either dimension.

• Judging - Perceiving: Judging focuses on structure and planning, with top words like ‘plan’
and ‘work’, suggesting organized, goal-oriented approaches. Perceiving highlights spon-
taneity and flexibility, with ‘yeah’, ‘fun’, and ‘music’ dominating, indicating a more casual,
open lifestyle. Notably, both of them share ‘people’ and ‘time’, suggesting either a differ-
ence in interpretation (commitments vs. fluid social engagements) or ambiguity in the
classification.

• Intuition - Sensing: Intuition focuses on abstract concepts and big-picture thinking, with
top word like ‘life’, ‘world’, and ‘idea’, suggesting a preference for theoretical and concep-
tual approaches. Sensing is more difficult to explain with its top words. Mostly they refer to
concrete actions like ‘ran’, ‘work’, and ‘help’, focusing on tangible and immediate realities.
Both sides of the dimension suggest a potentially ambiguous classification.

Given that the model is able to capture contextual information about the words, they
should be analyzed in the original texts they belong to, so as to get a deeper understanding
of how they contribute to the model’s decision-making process. This will be presented in the
next section.

Explainability—whole text exploration
As detailed in the methods section, we employed three approaches to select the most signif-
icant texts: the highest overall text-level scores, highest attribution scores according to the
geometric mean, and the highest according to the average. Among these, the geometric mean
technique proved particularly effective in capturing true positives, providing a nuanced view
of word importance in context. This method ensured texts that best exemplified the linguistic
patterns associated with each personality trait.

Notably, the outputs from these three approaches largely overlapped, with only minor
exceptions, suggesting a consistency in the model’s focus across different approaches. This
convergence lends additional confidence to the selected texts as representative of the model’s
decision-making patterns. The exemplar texts presented in Tables 6 and 7 are drawn from this
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Table 6. Example texts for Big Five traits.
Trait Positive Negative
Agreeableness “I’ve been thinking about going on a mission for the church also...” “Jessica Simpson is such a bitch, all through middle school me and my

friends would have killed to get some * from her”
“I forgive my mom for how she feels because she just doesn’t know any
better...”

“Will is annoying me. He has this dumb ass book he will not put
down. I hate competing for his attention. Asshole. Oh yeah, Will is my
boyfriend...”

“I feel really bad about my dad having to pay so much money for me to
get my education here. I want to help out more. I hate it when my parents
have to put up money for me...”

“This guy just bumped into me and did not even apologize. I hate it when
people do that. He just walks by like it’s okay to knock people into a damn
computer screen. Jerk...”

Conscientiousness “I am pretty proud of myself today, for i got much more accomplished
than I thought I would. I figured that after my last class I would just take a
nap. But instead, I went to the gym and had a great workout...”

“I took French in high school and it was really tough. But maybe that was
because I didn’t really work hard my first two years of high school and I
never really paid attention in class...”

“It’s always good to make a plan of everything that you want to do in a
day. I always have to do lists. They are so useful, and I feel so organized
when I make them. And when I finish everything on one list, I feel so
good. It is a great feeling...”

“The tv is kind of annoying i want to turn it off but it’s so far away. College
is making me lazy...”

“I have gotten all of my work for this week done already so I’m at ease
about that...”

“I have to do one of those for English and I haven’t even thought about.
I’m a procrastinator it will probably be the night before and I hadn’t even
started on it...”

Extraversion “I played basketball, ran track, softball, was a cheerleader all thourhg
school, did student council, sisters of service, fellowship of christian
athletes, and took a few leadership roles and it was great...”

“I like all my professors except my freshman seminar prof. He picks on
me because I’m quiet and I don’t talk much. I hate when teachers do that.
It really bugs me. I like listening to people talk...”

“My friends and I are all going to hardrock cafe that night to eat and then
we might go to sixth street and party afterward...”

“I don’t go out partying like most college students. I think I should
take advantage of my college years here but I really don’t like the whole
clubbing experience. I’m full and I feel like vomiting...”

“I ended up pledging alpha chi omega and I absolutely love it! The
sweetest girls in the owrld are in there and they are so much fun!...”

“I am scared to meet people because they all seem so strange and their
thoughts all seem to be the opposite of mine. I want to breathe a breath
that is new [...]. I am going to enjoy this class [psychology] even though
is has about a billion people in it and that is a change since my town only
has few people living in it...”

Neuroticism “I sound like a goddamn theater major being all dramatic...” “I love college [...] I love this song [...] I love the wide variety of people
you get to see on a daily basis...”

“Annoyance is about the only word I can think of at this moment to
describe how I feel. Today has been awful. Why doesn’t anything ever
work out the way I wish it would? Everything I needed to accomplish
today has been a filure...”

“After i do thins I may go and eat or spend some time with melissa, my
girlfriend, who also happens to be my fiance she’s great. After that I can
write my router advertisement program. That would be fun. I love melissa.
Being in austin is great. I like it much better that being in San Antonio...”

“I have an eerie feeling that someone I know is loooking over my
shoulder, watching me write this stuff that i wouldn’t tell my closest
freiends...”

“People told me that I would be overwhelmed when I came down here
but I haven’t felt that way yet. Things are getting harder by the week, but I
think I am handling it well...”

Openness to
Experience

“I had my audition for the “madrigal dinner” tonight. I think it went
pretty well. I sang a song that I wrote...”

“I am quite addicted to diet cokes and diet drinks in all, I think I have a
serious problem, yet I live for it. I feel like one right now. Boy do I need to
do laundry. It just keeps piling up, of course the one day I finally decide to
do it, everyone else has the same idea. I can’t wait to go through the dorm
experience, and then move on into an apartment and have things of my
own...”

“I then imagined as though I were past the class, but somehow not in
the real world as we know it, but somewhere where the sword still ruled
the land. I think now it must have been my own idea of feudal Japan, but
needlessly I walked around in nothing but a (I forget now what the karate
uniforms I have donned so many times are called) but I was wearing
one of those, carrying a real sword this time, trudging through muddy
roads through a country side constantly lit by an orange, pasty sun. I can’t
remember where it went form there, but needless to say much violence,
honor, and success followed. That’s how my daydreams sometimes run,
but sometime they are more erratic...”

“I haven’t been to a beach in two summers now because of the knee
surgery and rehab (for the knee), and this summer we were just too busy.
That reminds me, I miss my family in Virginia. Maybe I can fly out there
this summer. That would be fun. Virginia is beautiful. The Chesapeake
area especially. I’m glad my brother is alright, but when my mother called
it worried me. But he will be fine. I cleaned the guest bathroom tonight (I
have to do chores around the house because I live in a co-op)...”

“Ellipses are fun, they provide space, and soetimes a depth that no other
literary device can reach. I’m not sure if depth is the right word of if tis
truly a literary device, but ellipses are (thoughts search for word) some-
thing that people use. Woah, a mental stumble in words, I wonder how
oftne I do that?...”

“I left my medicine at home so I’m having trouble breathing. But my mom
is sending it to me so I can feel better soon. I have to go to a UT football
game for an assignment in my freshman seminar class but I didn’t buy a
sports package which by the way I think is the stupidest think I’ve ever
heard of. I think if you’re a student then you should be able to get into the
game for free but what do I know...”

https://doi.org/10.1371/journal.pone.0323096.t006
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Table 7. Example texts for MBTI dimensions.
Type Label 1 Label 0
I/E [...] This is how the poem relates to me: I am so often swept up in

my internal world. Always seeking my passions. I love them more
than anything. But sometimes I turn around and realize that there
is...||| I get strong scores for 3, 4 and 5 and can relate to all of them.
Especially 4w3, 3w4, 4w5 and 5w4. When I first did an enneagram
I was amazed on how accurate those four descriptions were (and
I...||| Score: 30 10char||| I can relate to everything in your post. I’m
also a 24-year old INFP Christian, and I struggle to find out how
to reach my dreams despite my introversion. I’m 100 % sure that
we can change our...||| First. This post is NOT about supernatural
abilities or spiritual gifts. (we could open another thread for that).
I remember that someone on this forum wrote that we INFP have
the uncanny...|||

How can you possibly choose?!?!....... I suppose The Rolling Stones,
but this is so hard!||| Hell no! I’m the creepy closet lurker :[ *sets
up a surveillance camera in your room for when you get back
from my...||| You had me at What the fuck are you doing in my
closet? <3||| Congrats!! :kitteh:||| Bans you because the customer
is always right!||| I’ve ben here about 8 months now, so I selected
6 months.||| Definitely the mafia sub-forum if that were an option,
but overall my favorite section is the entertainment plaza. The Per-
sonality Test Resource section is a close second.||| Yay! Congrats
MindSlinger !!! :kitteh:||| I lost my teddy bear D:.... Can I cuddle
with you instead?|||

N/S I didnt see where I said anything about jealous- and no Christians
dont refer to his as evil- um yeah- what are you 5 years old....|||
entjwillruletheworld Since the post was the last was one I didnt feel
a need to post as I have in the others- hannibal- said how did intro
turn into a war end quote||| I understand what you are going threw.
After my divorce I questioned myself alot and still do at times, with
many of the questions you asked on here. I felt I had put so much
into and made many...||| [...] child would die and how he would...|||
And yes it was made into many religions- but it was taught in the
bible that there would be many false religions and the bibe typically
speaks of christians

always talk to strangers, no matter how creepy they are. attempt
to pick pocket as many people as possible. telling your boss off is a
good way to blow off some steam. ||| think he was terrible strate-
gically. he could have destroyed the bef at dunkirk but decided to
let them evacuate. then hitler decides to shift the battle of britain
to bombing london hoping they... ||| spaghetti and garlic bread.
||| welcome to the forum. ||| welcome to the forum. ||| welcome
to perc. it took me a couple tries to get a better understanding
of which type i am. ||| exactly. a good looking person for exam-
ple could still be insecure. ||| physically or mentally ? ||| isfj and i
add two spoons of sugar and two of cream. ||| [...] ||| welcome to
the forum. ||| welcome to the forum. ||| welcome to the forum. |||
understand that worry is just made up thoughts in your head that
you created. ||| my dad’s good one liner you always need to take
care

F/T [...] Faeriegal has a great post (and personal experience!)..but I
thought I’d share my thoughts as well. I used to consider nurs-
ing...and I’m in the same boat as you are with trying to decide
my life...||| I am curious why you think Drizzt would be INFJ.
He has a very strong Fi (rather than Fe) function in my opinion.
I’ve always thought him to be INFP/ISFP. What makes him INFJ?
:)||| [>.<Sorry, dunno how to delete this.]||| I am obsessed with
the concept of being as in tune with your natural and true self as
possible. The ideals of society aggravate me; how people can be so
blind...and shape themselves to society’s...||| I read that Captain
Ahab in Moby Dick is INFP. :)

[...] Yes, I like high standards but it’s just not practical enough. If
I’m attracted to a woman then I just am. I didn’t selectively take the
time to think about it and choose to be. My brain fired off my...|||
Yes, probably someone purposely told others that it’s a brain test
and people believed it. Probably a bad ENTJ told someone that
it was a brain test, okay which one of you ENTJ’s is responsible
for...||| People actually misinterpret the spinning lady as a left
brain/right brain form of test. It is actually created as an optical
illusion and often mistaken as a test. [...]

J/P ESTJ’s get all the credit, but ESFJ’s do the same thing WHILE man-
aging the emotional...||| Interestingly, we did have some fights
where I finally blew my lid, and I acted in a way that I was HOR-
RIFIED by after the fact (honestly, even as I was doing it, but I felt
completely out of control...||| I can second this experience (INTJ
male living with ESFJ female). We had some conflict for a while
after we moved in together simply because her tone was received
(by me) as being much more...||| The key to any type re-finding
their center and regaining balance is the auxiliary function—in this
case for an INTJ, that Extraverted Thinking. He needs to (at some
point) stop dwelling on how he... [...]

[...] Cmon, who butters their toasts, honestly... Also, I don’t mean
to question your judgement or anything, but are you sure he’s not
ENFJ? I can’t really see ENFP’s being fluffy since our F is...||| I knew
she was either INFJ or ISFJ (introverted Fe users). My best friend
was an INFJ too, I’ve found out that the ENFP is the doormat in
these relationships. I don’t know why, but when you frickle...||| I’m
finding Johnny Depp the most obvious famous Ne user. But I’m
pretty sure he’s more ENTP than ENFP.||| @MuChApArAdOx Yes,
I also view ENFP women as more alpha than most other types, but
only because you’re generally the more feminine women (which
goes hand in hand with the (E)NF temperament), not...

Masked dataset
I/E been in any serious situation. ||| alone, away from everyone. can’t

see anyone, can’t hear anyone, can’t sense anyone. ||| I wake up
early and think for a few hours. If I’m worried about something
I’ll wake up super early, check the thing I’m worried about, and go
back to bed to think. Then I get out of bed, sit on the... ||| I don’t
dislike them, not really. I don’t really talk to them, but I think
that’s more out of respect for their personal space. ||| Something
that could be a part of it is the fact that they are one of the most
common types, the most common in females. In today’s snow flake
obsessed society, it seems that if there are lots of...

you do seem like an [UNK] judging by your posts ||| b: [UNK]
m: [UNK] k: [UNK] [UNK], [UNK], [UNK] ||| [UNK] type w8?
interesting i am not sure maybe you’re an [UNK] ||| k : [UNK]
m : [UNK] b : [UNK] [UNK], [UNK], [UNK] ||| k m : [UNK] b :
[UNK] [UNK], [UNK], [UNK] ||| it’s just a vast difference of inter-
ests intelligent people are usually interested in things difficult to
understand not because of how difficult they are but because the
things difficult to... ||| the guy seems like an [UNK] at first glance
so manipulative and a great con who is con at getting people do
what he wants to do however i can’t help but think [UNK] since he
seems to have that [UNK] vibe...[...]

(Continued)
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Table 7. (Continued)
Type Label 1 Label 0
N/S Well, Germany is absolutely and unquestionably a social culture,

though the prussian character is fixed. Switzerland is the German-
speaking country, Austria is. About Germany there is... ||| yes,
I found out from a mutual acquaintance that this is true—bliss
stream owns stack me up. It brings up a significant issue, in that I
had found his sp/sxw1 description to describe someone else I... |||
I decided to actually read what Beatrice chestnut has to say about
the place of shame in the image (sorry, sadness) triad. I’m finding
chestnut’s book to be a lot more valuable when she just focuses...
[...]

[...] i’m sure this goes beyond personality and there’s most likely
more to her story as to why she bahaves (ed) that way. anyone
can have an angry disposition regardless of their personality. |||
zombie, you’re one of my faves on perc. see, you’re an [UNK] and
i don’t dislike you. for the most part, [UNK] are peacemakers so
we will default to the most practical and efficient way of... ||| i’m
really bummed my post looks like that. and when i tried to edit it, it
wouldn’t save it. i gave up. sorry hunny. [...]

F/T are many advisers within me: ratio/logic, psyche and emo-
tional needs, morals, expectations of other/close people, bodily
needs/demands, worldview and mindsets, gut feelings, intuition,...
||| I believe [UNK] with well developed [UNK]...—have left behind
the victim identity—are not only sincere and authentic but also
competent—Don’t only desire to make a change in the world, but...
||| I hate when I have a fight with my imaginary wife and then feel
down all day... ||| I’m horrified at how quickly I can lose the con-
nection to my heart, to the real core of who I am and what truly
matters. There are so many ways to spend my time and C can get so
caught up in the...

if you do the person will probably just blow up in your face.... |||
so if you consider a man an animal and humans are animals, what
does that make you ? you’re not an alien are you ? : crazy : yes, you
could say the same thing with sex. there are consequences to it...
||| yes, i am subconsciously attracted to good hips and thighs. the
measurement is somewhere along the lines of this girl, she has fan-
tastic hips and thighs. the hips and thighs theory is not bs, i am...
||| yes, i like high standards but it’s just not practical enough. if i’m
attracted to a woman then i just am. i didn’t selectively take the
time to think about it and choose to be. my brain fired off my... [...]

J/P [...] [UNK] are fun to be around. I greatly enjoy their company. In
fact, I really really like an [UNK] but he mentioned once that the
feeling was not mutual. I left it as is. Not to say, that I gave up or...
||| Why, of course! you know he love you. Since we love the person,
we don’t mind. We just laugh at ourselves inside as well. ||| I totally
agree with the snapping. I have been called out on this numerous
times at work especially. It is just part of me. The death stare as
well. ||| [UNK] usually don’t keep close connection with their ex’s. I
don’t. It took me almost five years to change my mindset about my
[UNK] ex. He doesn’t use harsh words but he takes action in cold
and... [...]

crook who is about as smart as a box of rocks and police who
aren’t much smarter.... a few... ||| i used to feel like a zombie, now
i just find ways to scare the shit out of myself regularly. usually
snowboarding or rock climbing. a lot of times just getting out and
fishing or even offroading... ||| my left ear is completely clogged. not
being able to hear out of one ear is the most annoying thing ever. |||
i once had one night stands in a row. the first two were great. i just
got up in the morning, said bye, and walked home. the third was
pretty uncomfortable because i woke up alone on the couch... [...]

https://doi.org/10.1371/journal.pone.0323096.t007

comprehensive selection process, offering a robust representation of how our model inter-
prets and classifies personality traits and types based on textual data. A full version of these
examples are in Supplemental Materials 2 (S2 File) and in the OSF organized in folders.

For the Big Five traits, we identified texts with high attribution scores that exemplified
or contradicted each trait. Table 6 presents a condensed selection of these texts, showcasing
how the model distinguishes between language patterns associated with high and low levels
of each trait. These texts illustrate the linguistic patterns and content that the model found
most indicative of each trait or type, providing concrete examples of the features driving the
classification decisions.

Analysis of these high-scoring texts revealed clear linguistic markers for Agreeableness,
Extraversion, Neuroticism, and Openness to Experience. Conscientiousness, however, proved
more challenging to identify, with clear examples appearing only in isolated cases. These find-
ings support H3, demonstrating that the words and their context most influential in Big Five
classification are often semantically coherent with the trait’s content.

While many high-scoring words aligned directly with the semantic content of the traits,
our analysis also revealed more nuanced patterns that initially seemed counterintuitive. For
example, Agreeableness showed words like ‘hate’ with high attribution scores which seem-
ingly does not have coherence with its meaning. Closer examination revealed these instances
often occurred in contexts that reinforced agreeable tendencies, like ‘I hate it when my parents
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have to put up money for me’ or ‘I hate to admit it but I really do miss them’. These findings,
that were found across traits, underscore the importance of considering words within their
broader context and demonstrate the model’s ability to capture subtle linguistic nuances
beyond word choice. This contextual sensitivity further supports H3, showing that the model
identifies semantically similar language used in trait-coherent versus trait-incoherent ways.

The MBTI dataset analysis (Table 7) highlighted stark differences between the original and
masked version. In the original dataset, high-scoring texts often contained explicit mentions
of MBTI types, supporting our earlier findings about self-reference in prediction. The masked
dataset results (full version in the OSF) showed how the model adapted to more subtle lin-
guistic cues when explicitly type indicators were removed. For F/T, for instance, many texts
contained words related to feelings and thinking styles. Importantly, in the masked results,
the texts were showing the masking term we are using (‘UNK’), signaling the strong influence
of the types terminology on the classification. The less clear results for the MBTI when com-
pared to the Big Five, demonstrate stronger coherence with theory in the Essays dataset and
the Big Five Theory.

These contextual examples provide crucial insights into how our models interpret person-
ality traits and types in text. They demonstrate that the model captures nuanced expressions
of personality that go beyond simple word usage, often identifying complex patterns of lan-
guage use associated with different personality traits, but being less clear for types. This visu-
alization analysis complements our word-level findings by illustrating how individual words
contribute to broader linguistic patterns indicative of personality traits.

Discussion
In this study, we introduce a novel approach on text-based personality research that works
with unstructured text, leveraging AI explainability techniques. Moving beyond mere perfor-
mance metrics (accuracy or AUC) improvements, we identify influential parts of the input
text to examine the inner workings of the algorithms. This approach allows us to explore
the data considered for text classification, improving the content validity of the LLM-based
approach [24]. By analyzing unstructured language data, through this lens of explainability,
we aim to ensure the replicability of two personality theories in text [24,94] and understand
the algorithm’s decision-making process in a more naturalistic context.

We found accuracies and AUCs for the two datasets in the classification task, close to what
has been reported in prior studies [18,34,52,55,57,69,70,83,92] (see Tables 1 and 2 in S1 File).
Notably, proper data partitioning and fine-tuning serves as warranty for good classification
performance.

An exhaustive review of the texts identified as significant by the explainability algorithm
revealed abundant evidence of theory coherence between the Essays texts and questionnaire
items for most traits, with Conscientiousness being the exception. For the MBTI dataset, our
findings confirmed H4, showing that in the original data, posts contained explicit typologies,
while masked data results were more ambiguous.

Our analysis also revealed the model’s nuanced understanding of language in person-
ality assessment. Words seemingly incongruent with a trait often received high attribution
scores in trait-coherent contexts (e.g. the word ‘hate’ for Agreeableness). This contextual sen-
sitivity, observed across traits, demonstrates the model’s ability to distinguish between trait-
coherent and trait-incoherent language use, further supporting the theory coherence found
in the Essays dataset. This nuanced interpretation was less evident in the MBTI dataset. These
findings highlight the need to revisit past studies that relied on techniques like the LIWC [2,
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3,64], as contextual embeddings from our models may uncover more nuanced patterns of
personality and psychological expression in text.

The stark contrast between the effects of targeted and random masking on our MBTI clas-
sification model provides compelling evidence for the self-referential nature of personal-
ity type discussions in the Personality Café forum, supporting H4. The model’s reliance on
explicit mentions of personality types, rather than subtle linguistic cues, would be in line with
what Stein and Swan [79] pointed out, where conventional tests made to determine the MBTI
type of individuals would indicate their knowledge and preference of MBTI types rather than
their underlying personality characteristics. This aligns with MBTI theory’s internal consis-
tency problems and indicates a potential self-fulfilling prophecy where people reinforce their
typological identities through language. However, this phenomenon may be amplified by the
dataset’s selection bias, as participants willingly engage in type-focused discussions. While
some texts, particularly in the F/T category, showed coherence with dimensions theory, these
were exceptions rather than the norm.

While studies comparing the Big Five and the MBTI using NLP approaches are limited,
our findings align with previous research. Notably, Celli and Lepri [26] reported similar
results in classification tasks and a preference of the Big Five over the MBTI, albeit using less
advanced techniques. Our study extends these findings, employing more sophisticated NLP
methods to further validate these earlier observations.

These results underscore the importance of critically evaluating the construct validity of
personality assessments derived from text data [85], especially when dealing with popular but
scientifically contested models like the MBTI. Furthermore, they highlight the potential of
NLP techniques not just for personality assessment, but also for uncovering the ways in which
personality theories shape discourse and self-presentation.

Our study also highlights methodological concerns in personality assessment via NLP. The
dichotomous classification of the Essays dataset, following Oberlander and Nowson [60], is
problematic: using the mean as a threshold to delineate the two groups [51]. This classifica-
tion methodology leads to minimal differences between individuals with varying scores [60],
contradicting the continuous nature of personality traits and favoring an artificial dichotomy.
This artificial dichotomy might have contributed to lower accuracy scores and affected the
explainability of results, particularly for traits like Conscientiousness, suggesting the need for
more research into this trait [72] Efforts to perform these analyses with the correct type of
data should be pursued. Studies employing alternative datasets have been more attentive to
this key consideration [71,82].

The use of the MBTI dataset, despite its questionable psychometric validity [37,67] and
extensive criticism [23,54,79], is justified by its widespread use and societal impact [55,56].
We demonstrate that the seemingly better performance of MBTI over Big Five classification
is largely due to reporting accuracies instead of AUC and not accounting for the use of MBTI-
related terminology. This conclusion alone is key to encourage the field for research beyond
performance metrics in classification tasks for personality psychology [24,27].

Our study contributes significantly to making personality detection more accountable and
transparent. By going beyond performance metrics and exploring the decision-making pro-
cesses of our models through explainability, we have uncovered important insights about
the nature of personality expression in text and the limitations of current assessment meth-
ods. This analysis not only highlights the need for a contextualized approach to explainabil-
ity results in text data, but also underscores the potential of NLP techniques to uncover sub-
tle linguistic markers of personality that might not be immediately apparent from traditional
trait descriptions and less advanced computerized techniques [5]. These findings not only
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advance our understanding of personality assessment through NLP but also highlight the
complex interplay between personality theories, individual self-perception, and language use.

Limitations
One important question in the integration of personality psychology and NLP is the quality
of the prompts used to elicit data in humans or generative agents alike. For our datasets, both
generated by humans, we found biases implicit to each scenario.

The Essays dataset should be used considering that it might not be the best prompt to
detect personality traits as low-level resolution constructs, or capturing the multi-faceted
components expressed in their facets and nuances at a high-level resolution. It might be better
suited to capture the signal of other psychological constructs (e.g. impulsivity, disinhibition,
sensation seeking, etc.). Conversely, the MBTI dataset, sourced from an online community
deeply interested in personality theories, likely influences selection bias. Of note, although
online data might appear more authentic, our results suggest that stream-of-consciousness
prompts can effectively elicit authentic data, in line with previous related research [53].

Another important limitation in our two datasets, is the inability to use external criteria for
validation, as is the golden standard in psychometry [24]. In this sense, explainability results
should be associated with behaviors and life outcomes as established in the field of personality
psychology [61,80].

The use of dichotomous classification for the Essays dataset is problematic. This approach
contradicts the continuous nature of personality traits and may have contributed to lower
accuracy scores and affected the explainability of results, particularly for traits like Conscien-
tiousness.

Our interpretation of explainability had one limitation: while comprehensive, our
approach to evaluating coherence between explainability outputs and personality theories
was subjective, as it involved human evaluation, in contrast to the rest of the methodology
employed, which was driven by data.

Finally, another limitation of our work is related to the explainability technique. Com-
monly used techniques, including the one used here, can only produce information for indi-
vidual features —words in our case— of the input. This makes the interpretation of results
more difficult, since the semantic aspects of a particular word are strongly influenced by the
surrounding words. Explainability techniques such as the one proposed by Sikdar et al. [77],
are able to capture information about the interaction between features or words, constituting a
very interesting option to extend the work presented here.

Future directions
Analysis of personality-labeled texts with LLM should be extended to other types of texts.
This study applied it to stream-of-consciousness texts and web posts that although useful
might not be the best option to elicit words and topics with personality signals. The data col-
lected from Facebook has shown better scores in all the metrics scores for all traits [28] sug-
gesting that the fidelity of the output is directly correlated to the quality of the input. Gener-
ally, it appears that data collected from social media contain higher levels of self-disclosure
than other datasets [59], although the evidence for this is mixed [53].

However, it would be insightful to study the same dataset without any pre-established
structure, adopting a more exploratory approach. This method aims to uncover other psy-
chological processes that may influence the production of spontaneous texts. This exploration
could also yield valuable insights into the underlying mechanisms of personality expression
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in unstructured writing and might provide information for a more complex theory of
personality.

Further confirmation of H4 in the MBTI datasets should be conducted with a dataset that
does not rely completely on topics on personality theories. The PANDORA Talks dataset [39]
could be a valuable resource for this purpose.

Many authors have used the labeled Essays dataset without proper consideration of its ori-
gins and with misconceptions about its construction. Ultimately, we are predicting labels that
are questionably assigned to the essays. Future studies should move beyond dichotomous
labels for traits that are not founded in sound research [60] and explore personality prediction
with the tools presented in this study, thus respecting the continuous nature of personality
traits [82].

One exciting avenue for research is to push the lexical hypothesis out of its current bound-
aries. While adjectives have been extensively studied to build a taxonomy of personality, more
complex language productions like whole sentences or even paragraphs would also hold valu-
able personality information —e.g. The Characters of Theophrastus [88]. For instance, a sen-
tence like “He always arrives early to meetings and has a detailed agenda prepared” might
capture conscientiousness more comprehensively than single adjectives like “organized” or
“punctual”. The Essays dataset has not been explored in this direction, and using sentences
and paragraphs with their respective embeddings could help build a more comprehensive
personality taxonomy, as suggested by early personality researchers [21].

Future research should also examine differences in trait expressions across demographic
variables. For instance, women and men might have different ways of expressing through ver-
bal behavior their extraversion or introversion [65]. Additionally, predicting life outcomes,
such as academic performance or subjective well-being should be considered [82].

Future research should focus on developing computerized evaluation approaches for
explainability techniques in personality assessment, with objective NLP methods. Further
exploration of explainability data using quantitative approaches can reduce human interpre-
tation and enhance objectivity when analyzing results within the framework of personality
theory (e.g. given a set of words identified by the explainability technique, use a data-driven
technique to infer the trait that better explains the set of words). These approaches would
significantly advance the field by establishing consistent, data-driven methods for analyzing
explainability outputs with minimal human intervention.

We believe that the introduction of the toolbox of techniques from the field of NLP aligns
with the fundamental tenets of the lexical hypothesis, as it facilitates a contextualized anal-
ysis of text beyond individual words. This approach also enables the examination of longer
text strings, offering a more comprehensive understanding of language usage. While further
research in this direction is warranted, it is essential to validate LLMs within the current per-
sonality psychology framework before addressing these challenges. Our study was designed
with this notion in mind.

Some authors suggest that LLMs will eventually replace questionnaires [34]. However, we
are still far from dispensing with questionnaires entirely and their influence is still present
even in NLP/PA studies despite concerns on using them as ground truth for personality
research [8]. Future efforts in our field should first expand the current theory to move beyond
questionnaires and these efforts should integrate not only textual data but multimodal and
behavioral data [29]. This could involve incorporating behavioral observations, peer reports,
digital behaviors and other objective measures alongside language data.

Additionally, NLP/PA and TPA should at some point be compared in terms of the variance
they explain in predicting personality, to reveal the relative strengths and limitations of each
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approach. This could potentially lead to more integrative and robust models of personality
assessment.

Ultimately, our study contributes to the effort of making personality automatically detected
with better accountability of the processes behind each classification decision. Although it
raises ethical concerns, automatic personality can be used for improving personal assistants
and generative agents, allowing the creation of more intelligent empathetic systems, person-
alizing experiences and suggestions, job screening, political forecasting, forensics [56], and
ultimately influence the pursuit and measurement of social change outcomes [38].

Acknowledgements
The first author thanks the members of the IDLab and the HSG-IBT research teams for their
valuable feedback, time, and discussions.

Supporting information
S1 File. Contains Supporting Tables 1–4, Supporting Figures 1–16 and Annex with a list
of MBTI types and related terms used in masking and analysis.
(DOCX)

S2 File. Contains Annex with indicative text from the Big Five traits and MBTI types.
(DOCX)

Author contributions
Conceptualization: David Saeteros, David Gallardo-Pujol, Daniel Ortiz-Martínez.

Data curation: David Saeteros, Daniel Ortiz-Martínez.

Formal analysis: David Saeteros, Daniel Ortiz-Martínez.

Funding acquisition: David Gallardo-Pujol.

Investigation: David Saeteros, David Gallardo-Pujol, Daniel Ortiz-Martínez.

Methodology: David Saeteros, Daniel Ortiz-Martínez.

Supervision: David Gallardo-Pujol, Daniel Ortiz-Martínez.

Visualization: David Saeteros, Daniel Ortiz-Martínez.

Writing – original draft: David Saeteros, David Gallardo-Pujol, Daniel Ortiz-Martínez.

Writing – review & editing: David Saeteros, David Gallardo-Pujol, Daniel Ortiz-Martínez.

References
1. Freud S. Psychopathology of everyday life. Basic Books. 1901.
2. Tackman AM, Sbarra DA, Carey AL, Donnellan MB, Horn AB, Holtzman NS, et al. Depression,

negative emotionality, and self-referential language: A multi-lab, multi-measure, and
multi-language-task research synthesis. J Pers Soc Psychol. 2019;116(5):817–34.
https://doi.org/10.1037/pspp0000187 PMID: 29504797

3. Tausczik YR, Pennebaker JW. The psychological meaning of words: LIWC and computerized text
analysis methods. J Lang Soc Psychol. 2009;29(1):24–54.
https://doi.org/10.1177/0261927x09351676

4. Weintraub W. Verbal behavior: adaptation and psychopathology. Springer Pub. Co. 1981.
5. Boyd RL, Markowitz DM. Verbal behavior and the future of social science. Am Psychol.

2025;80(3):411–33. https://doi.org/10.1037/amp0001319 PMID: 38815063

PLOS One https://doi.org/10.1371/journal.pone.0323096 June 18, 2025 28/ 32

https://journals.plos.org/plosone/article/asset?unique&id=info:doi/10.1371/journal.pone.0323096.s001
https://journals.plos.org/plosone/article/asset?unique&id=info:doi/10.1371/journal.pone.0323096.s002
https://doi.org/10.1037/pspp0000187
http://www.ncbi.nlm.nih.gov/pubmed/29504797
https://doi.org/10.1177/0261927x09351676
https://doi.org/10.1037/amp0001319
http://www.ncbi.nlm.nih.gov/pubmed/38815063
https://doi.org/10.1371/journal.pone.0323096


ID: pone.0323096 — 2025/5/27 — page 29 — #29

PLOS One Personality insights from language processing

6. Arnold F. Attention and interest: A study in psychology and education. Macmillan. 1910.
7. Pool IdS. Trends in content analysis. Illinois Press. 1959.
8. Boyd RL, Pennebaker JW. Language-based personality: a new approach to personality in a digital

world. Curr Opin Behav Sci. 2017;18:63–8. https://doi.org/10.1016/j.cobeha.2017.07.017
9. Chung CK, Pennebaker JW. What do we know when we LIWC a person? Text analysis as an

assessment tool for traits, personal concerns and life stories. The SAGE handbook of personality
and individual differences: The science of personality and individual differences. Sage Reference.
2018. p. 341–60.

10. Michel J-B, Shen YK, Aiden AP, Veres A, Gray MK, Google Books Team, et al. Quantitative
analysis of culture using millions of digitized books. Science. 2011;331(6014):176–82.
https://doi.org/10.1126/science.1199644 PMID: 21163965

11. Iliev R, Hoover J, Dehghani M, Axelrod R. Linguistic positivity in historical texts reflects dynamic
environmental and psychological factors. Proc Natl Acad Sci USA. 2016;113(49):E7871–9.
https://doi.org/10.1073/pnas.1612058113 PMID: 27872286

12. Pennebaker JW, Francis ME. Linguistic Inquiry and word count: LIWC. Erlbaum. 1999.
13. Holmes D, Alpers GW, Ismailji T, Classen C, Wales T, Cheasty V, et al. Cognitive and emotional

processing in narratives of women abused by intimate partners. Violence Against Women.
2007;13(11):1192–205. https://doi.org/10.1177/1077801207307801 PMID: 17951592

14. Mehl MR, Gosling SD, Pennebaker JW. Personality in its natural habitat: manifestations and
implicit folk theories of personality in daily life. J Pers Soc Psychol. 2006;90(5):862–77.
https://doi.org/10.1037/0022-3514.90.5.862 PMID: 16737378

15. Pennebaker JW, Stone LD. Words of wisdom: language use over the life span. J Pers Soc
Psychol. 2003;85(2):291–301. https://doi.org/10.1037/0022-3514.85.2.291 PMID: 12916571

16. Rude S, Gortner E-M, Pennebaker J. Language use of depressed and depression-vulnerable
college students. Cogn Emot. 2004;18(8):1121–33. https://doi.org/10.1080/02699930441000030

17. Simmons RA, Gordon PC, Chambless DL. Pronouns in marital interaction. Psychol Sci.
2005;16(12):932–6. https://doi.org/10.1111/j.1467-9280.2005.01639.x PMID: 16313655

18. Xue X, Feng J, Sun X. Semantic-enhanced sequential modeling for personality trait recognition
from texts. Appl Intell. 2021;51(11):7705–17. https://doi.org/10.1007/s10489-021-02277-7

19. de Raad B, Mlacic B. The lexical foundation of the big five factor model. The Oxford handbook of
the five factor model. Oxford University Press. 2017. p. 191–216.

20. Goldberg LR. Language and individual differences: The search for universals in personality
lexicons. Review of personality and social psychology. Sage. 1981. p. 141–65.

21. McCrae RR. Traits and trait names: How well is Openness represented in natural languages? Eur
J Pers. 1990;4(2):119–29. https://doi.org/10.1002/per.2410040205

22. Abdurahman S, Vu H, Zou W, Ungar L, Bhatia S. A deep learning approach to personality
assessment: Generalizing across items and expanding the reach of survey-based research. J Pers
Soc Psychol. 2024;126(2):312–31. https://doi.org/10.1037/pspp0000480 PMID: 37676124

23. Barbuto JE Jr. A Critique of the myers-briggs type indicator and its operationalization of Carl
Jung’s psychological types. Psychol Rep. 1997;80(2):611–25.
https://doi.org/10.2466/pr0.1997.80.2.611

24. Bleidorn W, Hopwood CJ. Using machine learning to advance personality assessment and theory.
Pers Soc Psychol Rev. 2019;23(2):190–203. https://doi.org/10.1177/1088868318772990 PMID:
29792115

25. Boyd RL, Schwartz HA. Natural Language analysis and the psychology of verbal behavior: the
past, present, and future states of the field. J Lang Soc Psychol. 2021;40(1):21–41.
https://doi.org/10.1177/0261927x20967028 PMID: 34413563

26. Celli F, Lepri B. Is big five better than MBTI?: A personality computing challenge using Twitter
data. In: Proceedings of the fifth Italian conference on computational linguistics CLiC-it 2018. 2018.
p. 93–8.

27. Chang Y, Wang X, Wang J, Wu Y, Zhu K, Chen H. A survey on evaluation of large language
models. 2023. https://arxiv.org/abs/2307.03109

28. Christian H, Suhartono D, Chowanda A, Zamli KZ. Text based personality prediction from multiple
social media data sources using pre-trained language model and model averaging. J Big Data.
2021;8(1). https://doi.org/10.1186/s40537-021-00459-1

29. Curto D, Clapés A, Selva J, Smeureanu S, Junior JCS, Gallardo-Pujol D. Dyadformer: A
multi-modal transformer for long-range modeling of dyadic interactions. arXiv Preprint. 2021.
https://doi.org/10.48550/arXiv.2109.09487

30. Cutler A. The big five are word vectors. Vectors of Mind. 2023.

PLOS One https://doi.org/10.1371/journal.pone.0323096 June 18, 2025 29/ 32

https://doi.org/10.1016/j.cobeha.2017.07.017
https://doi.org/10.1126/science.1199644
http://www.ncbi.nlm.nih.gov/pubmed/21163965
https://doi.org/10.1073/pnas.1612058113
http://www.ncbi.nlm.nih.gov/pubmed/27872286
https://doi.org/10.1177/1077801207307801
http://www.ncbi.nlm.nih.gov/pubmed/17951592
https://doi.org/10.1037/0022-3514.90.5.862
http://www.ncbi.nlm.nih.gov/pubmed/16737378
https://doi.org/10.1037/0022-3514.85.2.291
http://www.ncbi.nlm.nih.gov/pubmed/12916571
https://doi.org/10.1080/02699930441000030
https://doi.org/10.1111/j.1467-9280.2005.01639.x
http://www.ncbi.nlm.nih.gov/pubmed/16313655
https://doi.org/10.1007/s10489-021-02277-7
https://doi.org/10.1002/per.2410040205
https://doi.org/10.1037/pspp0000480
http://www.ncbi.nlm.nih.gov/pubmed/37676124
https://doi.org/10.2466/pr0.1997.80.2.611
https://doi.org/10.1177/1088868318772990
http://www.ncbi.nlm.nih.gov/pubmed/29792115
https://doi.org/10.1177/0261927x20967028
http://www.ncbi.nlm.nih.gov/pubmed/34413563
https://arxiv.org/abs/2307.03109
https://doi.org/10.1186/s40537-021-00459-1
https://doi.org/10.48550/arXiv.2109.09487
https://doi.org/10.1371/journal.pone.0323096


ID: pone.0323096 — 2025/5/27 — page 30 — #30

PLOS One Personality insights from language processing

31. Cutler A, Condon DM. Deep lexical hypothesis: Identifying personality structure in natural
language. J Pers Soc Psychol. 2023;125(1):173–97. https://doi.org/10.1037/pspp0000443 PMID:
36395036

32. Debelak R, Aßenmacher M, Koch TK, Stachl C. From embeddings to explainability: A tutorial on
transformer-based text analysis for social and behavioral scientists. 2024. https://osf.io/bc56a

33. Devlin J, Chang MW, Lee K, Toutanova K. BERT: Pre-training of deep bidirectional transformers
for language understanding. 2018. https://arxiv.org/abs/1810.04805

34. El-Demerdash K, El-Khoribi RA, Ismail Shoman MA, Abdou S. Deep learning based fusion
strategies for personality prediction. Egypt Inform J. 2022;23(1):47–53.
https://doi.org/10.1016/j.eij.2021.05.004

35. Fan J, Sun T, Liu J, Zhao T, Zhang B, Chen Z, et al. How well can an AI chatbot infer personality?
Examining psychometric properties of machine-inferred personality scores. J Appl Psychol.
2023;108(8):1277–99. https://doi.org/10.1037/apl0001082 PMID: 36745068

36. Friedman EJ. Paths and consistency in additive cost sharing. Int J Game Theory. 2004;32(4).
https://doi.org/10.1007/s001820400173

37. Furnham A. The big five versus the big four: the relationship between the Myers-Briggs type
indicator (MBTI) and NEO-PI five factor model of personality. Pers Individ Differ.
1996;21(2):303–7. https://doi.org/10.1016/0191-8869(96)00033-5

38. Gallardo-Pujol D, Ziegler M, Iliescu D. Can psychological assessment contribute to a better world?
Eur J Psychol Assess. 2022;38(5):347–55. https://doi.org/10.1027/1015-5759/a000739

39. Gjurković M, Karan M, Vukojević I, Bošnjak M, Snajder J. PANDORA Talks: Personality and
demographics on reddit. In: Proceedings of the ninth international workshop on natural language
processing for social media. 2021. p. 138–52.

40. Halvey MJ, Keane MT. An assessment of tag presentation techniques. In: Proceedings of the 16th
international conference on World Wide Web. 2007. p. 1313–4.

41. Hashimoto Y, Shimotsukasa T, Yoshino S, Mieda T, Oshio A. The structure of Japanese
personality-descriptive terms. Eur J Pers. 2024;39(3):276–91.
https://doi.org/10.1177/08902070241245922

42. He P, Liu X, Gao J, Chen W. DeBERTa: Decoding-enhanced BERT with disentangled attention.
arXiv Preprint. 2021. https://doi.org/10.48550/arXiv.2006.03654

43. Hommel BE. Expanding the methodological toolbox: Machine-based item desirability ratings as an
alternative to human-based ratings. Pers Individ Differ. 2023;213:112307.
https://doi.org/10.1016/j.paid.2023.112307

44. Hommel BE, Wollang F-JM, Kotova V, Zacher H, Schmukle SC. Transformer-based deep neural
language modeling for construct-specific automatic item generation. Psychometrika.
2022;87(2):749–72. https://doi.org/10.1007/s11336-021-09823-9 PMID: 34907497

45. Hook JN, Hall TW, Davis DE, Van Tongeren DR, Conner M. The Enneagram: A systematic review
of the literature and directions for future research. J Clin Psychol. 2021;77(4):865–83.
https://doi.org/10.1002/jclp.23097 PMID: 33332604

46. John OP, Donahue EM, Kentle RL. The big five inventory—versions 4a and 4b. Institute of
personality and social research, University of California. 1991.

47. Jolly M. Myers-Briggs personality type dataset. 2023.
https://www.kaggle.com/datasets/datasnaek/mbti-type/data

48. Kosinski M, Matz SC, Gosling SD, Popov V, Stillwell D. Facebook as a research tool for the social
sciences: Opportunities, challenges, ethical considerations, and practical guidelines. Am Psychol.
2015;70(6):543–56. https://doi.org/10.1037/a0039210 PMID: 26348336

49. Liu H. Personality classification via Weibo based on deep learning model. In: 2022 IEEE 10th
International conference on information, communication and networks (ICICN). 2022. p. 677–81.

50. Liu Y, Ott M, Goyal N, Du J, Joshi M, Chen D. RoBERTa: A robustly optimized BERT pretraining
approach. 2019. https://arxiv.org/abs/1907.11692

51. Mairesse F, Walker MA, Mehl MR, Moore RK. Using linguistic cues for the automatic recognition of
personality in conversation and text. JAIR. 2007;30:457–500. https://doi.org/10.1613/jair.2349

52. Majumder N, Poria S, Gelbukh A, Cambria E. Deep learning-based document modeling for
personality detection from text. IEEE Intell Syst. 2017;32(2):74–9.
https://doi.org/10.1109/mis.2017.23

53. Marriott TC, Buchanan T. The true self online: Personality correlates of preference for
self-expression online, and observer ratings of personality online and offline. Comput Human
Behav. 2014;32:171–7. https://doi.org/10.1016/j.chb.2013.11.014

PLOS One https://doi.org/10.1371/journal.pone.0323096 June 18, 2025 30/ 32

https://doi.org/10.1037/pspp0000443
http://www.ncbi.nlm.nih.gov/pubmed/36395036
https://osf.io/bc56a
https://arxiv.org/abs/1810.04805
https://doi.org/10.1016/j.eij.2021.05.004
https://doi.org/10.1037/apl0001082
http://www.ncbi.nlm.nih.gov/pubmed/36745068
https://doi.org/10.1007/s001820400173
https://doi.org/10.1016/0191-8869(96)00033-5
https://doi.org/10.1027/1015-5759/a000739
https://doi.org/10.1177/08902070241245922
https://doi.org/10.48550/arXiv.2006.03654
https://doi.org/10.1016/j.paid.2023.112307
https://doi.org/10.1007/s11336-021-09823-9
http://www.ncbi.nlm.nih.gov/pubmed/34907497
https://doi.org/10.1002/jclp.23097
http://www.ncbi.nlm.nih.gov/pubmed/33332604
https://www.kaggle.com/datasets/datasnaek/mbti-type/data
https://doi.org/10.1037/a0039210
http://www.ncbi.nlm.nih.gov/pubmed/26348336
https://arxiv.org/abs/1907.11692
https://doi.org/10.1613/jair.2349
https://doi.org/10.1109/mis.2017.23
https://doi.org/10.1016/j.chb.2013.11.014
https://doi.org/10.1371/journal.pone.0323096


ID: pone.0323096 — 2025/5/27 — page 31 — #31

PLOS One Personality insights from language processing

54. McCrae RR, Costa PT Jr. Reinterpreting the Myers-Briggs type Indicator from the perspective of
the five-factor model of personality. J Pers. 1989;57(1):17–40.
https://doi.org/10.1111/j.1467-6494.1989.tb00759.x PMID: 2709300

55. Mehta Y, Fatehi S, Kazameini A, Stachl C, Cambria E, Eetemadi S. Bottom-up and top-down:
predicting personality with psycholinguistic and language model features. In: 2020 IEEE
International conference on data mining (ICDM). 2020. p. 1184–9.

56. Mehta Y, Majumder N, Gelbukh A, Cambria E. Recent trends in deep learning based personality
detection. Artif Intell Rev. 2019;53(4):2313–39. https://doi.org/10.1007/s10462-019-09770-z

57. Mohades Deilami F, Sadr H, Tarkhan M. Contextualized multidimensional personality recognition
using combination of deep neural network and ensemble learning. Neural Process Lett.
2022;54(5):3811–28. https://doi.org/10.1007/s11063-022-10787-9

58. Monroe BL, Colaresi MP, Quinn KM. Fightin’ Words: Lexical feature selection and evaluation for
identifying the content of political conflict. Polit Anal. 2008;16(4):372–403.
https://doi.org/10.1093/pan/mpn018

59. Naaman M, Boase J, Lai CH. Is it really about me? Message content in social awareness streams.
In: Proceedings of the 2010 ACM conference on computer supported cooperative work, 2010. p.
189–92.

60. Oberlander J, Nowson S. Whose thumb is it anyway? Classifying author personality from weblog
text. In: Proceedings of the COLING/ACL on main conference poster sessions, 2006. p. 627–34.

61. Ozer DJ, Benet-Martínez V. Personality and the prediction of consequential outcomes. Annu Rev
Psychol. 2006;57:401–21. https://doi.org/10.1146/annurev.psych.57.102904.190127 PMID:
16318601

62. Park G, Schwartz HA, Eichstaedt JC, Kern ML, Kosinski M, Stillwell DJ, et al. Automatic
personality assessment through social media language. J Pers Soc Psychol. 2015;108(6):934–52.
https://doi.org/10.1037/pspp0000020 PMID: 25365036

63. Paszke A, Gross S, Massa F, Lerer A, Bradbury J, Chanan G. PyTorch: An imperative style,
high-performance deep learning library. arXiv Preprint. 2019.
https://doi.org/10.48550/arXiv.1912.01703

64. Pennebaker JW, King LA. Linguistic styles: language use as an individual difference. J Pers Soc
Psychol. 1999;77(6):1296–312. https://doi.org/10.1037//0022-3514.77.6.1296 PMID: 10626371

65. Peters H, Matz S. Large language models can infer psychological dispositions of social media
users. arXiv Preprint. 2023. https://doi.org/10.48550/arXiv.230908631

66. Pierse C. Transformers interpret. 2021. https://github.com/cdpierse/transformers-interpret.
67. Pittenger DJ. Cautionary comments regarding the Myers-Briggs Type Indicator. Consult Psychol J

Pract Res. 2005;57(3):210–21. https://doi.org/10.1037/1065-9293.57.3.210
68. Pradhan T, Bhansali R, Chandnani D, Pangaonkar A. Analysis of personality traits using natural

language processing and deep learning. In: 2020 Second international conference on inventive
research in computing applications (ICIRCA); 2020. p. 457–61.

69. Ramezani M, Feizi-Derakhshi M-R, Balafar M-A. Text-based automatic personality prediction using
KGrAt-Net: a knowledge graph attention network classifier. Sci Rep. 2022;12(1):21453.
https://doi.org/10.1038/s41598-022-25955-z PMID: 36509800

70. Ramezani M, Feizi-Derakhshi M-R, Balafar M-A, Asgari-Chenaghlu M, Feizi-Derakhshi A-R,
Nikzad-Khasmakhi N, et al. Automatic personality prediction: an enhanced method using
ensemble modeling. Neural Comput Appl. 2022;34(21):18369–89.
https://doi.org/10.1007/s00521-022-07444-6

71. Rangel F, Celli F, Rosso P, Potthast M, Stein B, Daelemans W. Overview of the 3rd author
profiling task at PAN 2015. In: Working notes papers of the CLEF 2015 evaluation labs. CEUR
workshop proceedings. 2015.

72. Roberts BW, Lejuez C, Krueger RF, Richards JM, Hill PL. What is conscientiousness and how can
it be assessed? Dev Psychol. 2014;50(5):1315–30. https://doi.org/10.1037/a0031109 PMID:
23276130

73. Safari F, Chalechale A. Classification of personality traits on Facebook using key phrase
extraction, language models and machine learning. In: 2022 13th international conference on
information and knowledge technology (IKT). 2022. p. 1–5.

74. Saha S, Majumdar D, Mitra M. Explainability of text processing and retrieval methods: A critical
survey. arXiv Preprint. 2022. https://arxiv.org/abs/221207126

75. Saucier G, Iurino K. High-dimensionality personality structure in the natural language: Further
analyses of classic sets of English-language trait-adjectives. J Pers Soc Psychol.
2020;119(5):1188–219. https://doi.org/10.1037/pspp0000273 PMID: 31714107

PLOS One https://doi.org/10.1371/journal.pone.0323096 June 18, 2025 31/ 32

https://doi.org/10.1111/j.1467-6494.1989.tb00759.x
http://www.ncbi.nlm.nih.gov/pubmed/2709300
https://doi.org/10.1007/s10462-019-09770-z
https://doi.org/10.1007/s11063-022-10787-9
https://doi.org/10.1093/pan/mpn018
https://doi.org/10.1146/annurev.psych.57.102904.190127
http://www.ncbi.nlm.nih.gov/pubmed/16318601
https://doi.org/10.1037/pspp0000020
http://www.ncbi.nlm.nih.gov/pubmed/25365036
https://doi.org/10.48550/arXiv.1912.01703
https://doi.org/10.1037//0022-3514.77.6.1296
http://www.ncbi.nlm.nih.gov/pubmed/10626371
https://doi.org/10.48550/arXiv.230908631
https://github.com/cdpierse/transformers-interpret
https://doi.org/10.1037/1065-9293.57.3.210
https://doi.org/10.1038/s41598-022-25955-z
http://www.ncbi.nlm.nih.gov/pubmed/36509800
https://doi.org/10.1007/s00521-022-07444-6
https://doi.org/10.1037/a0031109
http://www.ncbi.nlm.nih.gov/pubmed/23276130
https://arxiv.org/abs/221207126
https://doi.org/10.1037/pspp0000273
http://www.ncbi.nlm.nih.gov/pubmed/31714107
https://doi.org/10.1371/journal.pone.0323096


ID: pone.0323096 — 2025/5/27 — page 32 — #32

PLOS One Personality insights from language processing

76. Serapio-García G, Safdari M, Crepy C, Sun L, Fitz S, Abdulhai M, et al. Personality traits in large
language models. Springer Science and Business Media LLC. 2023.
http://dx.doi.org/10.21203/rs.3.rs-3296728/v1

77. Sikdar S, Bhattacharya P, Heese K. Integrated directional gradients: feature interaction attribution
for neural NLP models. In: Proceedings of the 59th annual meeting of the association for
computational linguistics and the 11th international joint conference on natural language
processing (Vol 1: Long Papers). 2021. p. 865–78.

78. Stachl C, Boyd RL, Horstmann KT, Khambatta P, Matz SC, Harari GM. Computational personality
assessment. Personal Sci. 2021;2. https://doi.org/10.5964/ps.6115.

79. Stein R, Swan AB. Evaluating the validity of Myers‐Briggs type indicator theory: A teaching tool
and window into intuitive psychology. Soc Personal Psych. 2019;13(2).
https://doi.org/10.1111/spc3.12434

80. Stewart RD, Mõttus R, Seeboth A, Soto CJ, Johnson W. The finer details? The predictability of life
outcomes from Big Five domains, facets, and nuances. J Pers.
2022;90(2):167–82.https://doi.org/10.1111/jopy.12660 PMID: 34236710

81. Stillwell DJ, Kosinski M. myPersonality project website.
https://sites.google.com/michalkosinski.com/mypersonality. 2015.

82. Sun T, Roberts B, Drasgow F, Zhou MX. Development and validation of an artificial intelligence
chatbot to assess personality. 2024. https://osf.io/ahtr9

83. Sun X, Liu B, Cao J, Luo J, Shen X. Who Am I? Personality detection based on deep learning for
texts. In: 2018 IEEE international conference on communications (ICC). 2018. p. 1–6.

84. Sundararajan M, Taly A, Yan Q. Axiomatic attribution for deep networks. arXiv Preprint. 2017.
https://arxiv.org/abs/1703.01365

85. Tay L, Woo SE, Hickman L, Saef RM. Psychometric and validity issues in machine learning
approaches to personality assessment: a focus on social media text mining. Eur J Pers.
2020;34(5):826–44. https://doi.org/10.1002/per.2290

86. Teli MA, Chachoo MA. Lingual markers for automating personality profiling: background and road
ahead. J Comput Soc Sci. 2022;5(2):1663–707. https://doi.org/10.1007/s42001-022-00184-6

87. Thalmayer AG, Saucier G, Ole-Kotikash L, Payne D. Personality structure in East and West Africa:
Lexical studies of personality in Maa and Supyire-Senufo. J Pers Soc Psychol.
2020;119(5):1132–52. https://doi.org/10.1037/pspp0000264 PMID: 31566393

88. Theophrastus. The characters of Theophrastus. A Translation, with Introduction. 2018.
89. Tippins N, Oswald F, McPhail SM. Scientific, legal, and ethical concerns about AI-based personnel

selection tools: a call to action. PAD. 2021;7(2). https://doi.org/10.25035/pad.2021.02.001
90. Uher J. Personality psychology: lexical approaches, assessment methods, and trait concepts

reveal only half of the story–why it is time for a paradigm shift. Integr Psychol Behav Sci.
2013;47(1):1–55. https://doi.org/10.1007/s12124-013-9230-6 PMID: 23389471

91. Wolf T, Debut L, Sanh V, Chaumond J, Delangue C, Moi A, et al. HuggingFace’s transformers:
state-of-the-art natural language processing. arXiv Preprint. 2020.
https://doi.org/10.48550/arXiv.1910.03771

92. Yan Z, Wang R, Sun X. What you write represents your personality: a dual knowledge stream
graph attention network for personality detection. In: Wu F, Huang X, He X, Tang J, Zhao S, Li D,
editors. Social media processing. Springer Nature Singapore. 2024. p. 118–32.

93. Yang T, Shi T, Wan F, Quan X, Wang Q, Wu B. PsyCoT: psychological questionnaire as powerful
chain-of-thought for personality detection. arXiv Preprint. 2023. https://arxiv.org/abs/231020256

94. Yarkoni T, Westfall J. Choosing prediction over explanation in psychology: lessons from machine
learning. Perspect Psychol Sci. 2017;12(6):1100–22. https://doi.org/10.1177/1745691617693393
PMID: 28841086

95. Zeiler MD, Fergus R. Visualizing and understanding convolutional networks. In: Fleet D, Pajdla T,
Schiele B, Tuytelaars T, editors. Computer Vision – ECCV 2014. Springer International Publishing.
2014. p. 818–33.

96. Zhao X, Tang Z, Zhang S. Deep personality trait recognition: a survey. Front Psychol.
2022;13:839619. https://doi.org/10.3389/fpsyg.2022.839619 PMID: 35645923

PLOS One https://doi.org/10.1371/journal.pone.0323096 June 18, 2025 32/ 32

http://dx.doi.org/10.21203/rs.3.rs-3296728/v1
https://doi.org/10.5964/ps.6115
https://doi.org/10.1111/spc3.12434
https://doi.org/10.1111/jopy.12660
http://www.ncbi.nlm.nih.gov/pubmed/34236710
https://sites.google.com/michalkosinski.com/mypersonality
https://osf.io/ahtr9
https://arxiv.org/abs/1703.01365
https://doi.org/10.1002/per.2290
https://doi.org/10.1007/s42001-022-00184-6
https://doi.org/10.1037/pspp0000264
http://www.ncbi.nlm.nih.gov/pubmed/31566393
https://doi.org/10.25035/pad.2021.02.001
https://doi.org/10.1007/s12124-013-9230-6
http://www.ncbi.nlm.nih.gov/pubmed/23389471
https://doi.org/10.48550/arXiv.1910.03771
https://arxiv.org/abs/231020256
https://doi.org/10.1177/1745691617693393
http://www.ncbi.nlm.nih.gov/pubmed/28841086
https://doi.org/10.3389/fpsyg.2022.839619
http://www.ncbi.nlm.nih.gov/pubmed/35645923
https://doi.org/10.1371/journal.pone.0323096

	Text speaks louder: Insights into personality from natural language processing
	References




