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Monte Carlo simulation of x-ray emission by kilovolt electron bombardment

E. Acosta
Facultad de Mateniica, Astronorma y Fisica, Universidad Nacional de G@aoba, Medina Allende y Haya
de la Torre, 5000 Caloba, Argentina

X. Llovet
Serveis Cienfico-Tenics, Universitat de Barcelona, LkiSolei Sabars, 1-3, 08028 Barcelona, Spain

E. Coleoni and J. A. Riveros
Facultad de Matenica, Astronorma y Fisica, Universidad Nacional de G@aoba, Medina Allende y Haya
de la Torre, 5000 Caloba, Argentina

F. Salvat®
Facultat de Fsica (ECM), Universitat de Barcelona, Societat Catalana dsidai (IEC), Diagonal 647,
08028 Barcelona, Spain

(Received 3 December 1997; accepted for publication 26 February 1998

A physical model for the simulation of x-ray emission spectra from samples irradiated with kilovolt
electron beams is proposed. Inner shell ionization by electron impact is described by means of total
cross sections evaluated from an optical-data model. A double differential cross section is proposed
for bremsstrahlung emission, which reproduces the radiative stopping powers derived from the
partial wave calculations of Kissel, Quarles and Pratt Data Nucl. Data Table28, 381(1983].

These ionization and radiative cross sections have been introduced into a general-purpose Monte
Carlo code, which performs simulation of coupled electron and photon transport for arbitrary
materials. To improve the efficiency of the simulation, interaction forcing, a variance reduction
technique, has been applied for both ionizing collisions and radiative events. The reliability of
simulated x-ray spectra is analyzed by comparing simulation results with electron probe
measurements. €998 American Institute of Physid$0021-897808)01511-4

I. INTRODUCTION from the numerical solution of the transport equatidtiow-
ever, this kind of solution is only possible for relatively
Theoretical methods to compute accurate x-ray spectrgimple interaction models and planar geometries.
emitted from targets bombarded with kV electrons are re- In EPMA, Monte Carlo calculations have been mainly
quired for quantification in electron probe microanalysisused to determine the ionization-depth distribution function
(EPMA). These computation methods are useful for spectradp (pz) (see, e.g., Refs. 2 and.BSimulations of the continu-
background subtraction, specially in the low energy regionpus component of x-ray spectra have been carried out by
and for the development of procedures for quantitativeStatharfi and Heckel and Jugeltand more recently by Ding
analysis of thin films, small particles and rough surfaceset al® Similar Monte Carlo simulations have been reported
Calculated spectra are also useful in establishing the miniby Araki et al,” who included characteristic lines. Gauvin
mum detection limits for a specific sample. Last, but notet al® have used Monte Carlo simulation results to derive
least, reliable theoretical calculations help us to get a comealibration curves for quantitative analysis of particulate
prehensive understanding of the x-ray generation in the taimatter. In these cases, only the transport of electrons was
get, which is essential for the proper interpretation of meaconsidered. X-ray absorption and secondary x-ray fluores-
sured data. cence were taken into account by simply assuming exponen-
Monte Carlo simulation has proven to be the most suittial attenuation inside the sample. This procedure is only
able theoretical tool for the computation of x-ray spectra; itapproximate and, moreover, it is difficult to generalize to
can incorporate realistic interaction cross sections and can lgsmplex geometriege.g., samples with inclusions and par-
applied to complex geometries. Moreover, it allows us toticulate material$® This difficulty is overcome here by simu-
keep track of the evolution of all secondary particlesd |ating the transport of both electrons and photons, in such a
their descendantgenerated by primary electrons. The mainway that complex geometries can be handled easily and ac-
limitation of the Monte Carlo method arises from its randomcurately with the aid of available geometry packages.
nature; the scored quantities are affected by statistical uncer- The reliability of simulated x-ray spectra depends
tainties, which may be intolerably large, especially whenmainly on the accuracy of the adopted interaction cross sec-
studying quantities associated with events that very seldomions. As x rays are mainly originated by electron impact
occur. Alternatively, x-ray spectra can also be computedonization of inner shells and by bremsstrahlung emission,
the differential cross section®CS) used to simulate these
dAuthor to whom correspondence should be addressed,; electronic-maiPrOCESSES should be the most accurate available. This is not
cesc@ecm.ub.es the case for most of the calculations of ionization distribu-
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tions and x-ray emission for EPMA quantification, wherethree parameters that are determined in such a way that the
oversimplified approximations are commonly used. Thus, fomean free path between collisions and the mean and the vari-
inner shell ionization, the usual practice is to use either emance of the angular deflection in each elastic collision are
pirical formulas based on the asymptotic limit of the Betheidentical with the values obtained with a realistic numerical
theory (see e.g., Ref.)9or the semiclassical approximation DCS. The model is thus completely determined by the values
proposed by Gryzinsk? The first of these formulas are valid of the mean free path and the first and second transport mean
only for electron energies well above the ionization thresholdree paths, which have been calculated for all elements using
(which is not always the case in EPNJAvhereas the theo- a partial wave method with the Dirac—Hartree—Fock-Slater
retical foundation of Gryzinski's cross section is question-field, corrected for exchange effecfs.
able for all energies. In the case of bremsstrahlung emission, Inelastic collisions are described in terms of analytical
the common practice is to use a parameterization of the DCBCSs® based on a simple generalized oscillator strength
obtained from Sommerfeld’s thedfydue to Kirkpatrick and (GOS model proposed by Liliequigf In this model the
Wiedmanr? and Stathanf.It will be shown below that this ionization of each atomic electron shell is described by a
parameterization differs very significantly from the more ac-single oscillator, whose “resonance energy” is calculated in
curate partial wave calculation results tabulated by Kissesuch a way that the mean excitation energiabulated by
etall® Berger and Seltz8t is exactly reproduced. This model
The aim of the present article is to describe a more acyields stopping powers that coincide with the values recom-
curate, and still computationally simple, theoretical modelmended by Berger and Seltzer for energies above 10 keV,
for the simulation of x-ray spectra. The model involves im-and is expected to remain accurate for much smaller ener-
proved DCSs for inner shell ionization and bremsstrahlungyies, down to a few hundred eV. Radiative events are de-
emission. These DCSs have been implemented on a Mongeribed by means of an empirically modified Bethe-Heitler
Carlo program that generates x-ray spectra for homogeneolBCS (see Sec. Il B beloyw
(or multilayered samples with arbitrary composition. This The simulation of electron tracks is performed on the
program is largely based on the code system PENELYPE, basis of a mixed procedure. Individual hard elastic, inelastic
which has been shown to provide a reliable description ofind radiative eventsi.e., interaction with polar scattering
electron transport in the energy range of interest in EPRIA. angle§ or energy losdV larger than preselected, small cut-
In Sec. Il we give a brief overview of the structure of off valuesd. andW,) are simulated in a detailed way, that is,
PENELOPE and the underlying physical interaction modelsby random sampling from the corresponding DCS. Soft
The generation of x-rays is discussed in Sec. Ill, where weevents(i.e., interactions withd or W less than the cutoff
describe the cross sections for electron impact ionization andalues have a mild influence on the track evolution, which
bremsstrahlung emission and their implementation in thean be accurately described by means of simple multiple
simulation code. In Sec. IV we briefly describe the experi-scattering theories. The effect of tlgsually many soft in-
mental setup and the reduction of measured x-ray spectra teractions that occur between a pair of consecutive hard
an absolute scale. Simulation results are compared with meavents is described as a single artificial event in which the

sured spectra in Sec. V. particle is deflected and loses energy according to probability
distribution functions that are dictated by the multiple scat-
Il. THE PHYSICS OF PENELOPE tering theory(“‘condensed” simulation Between each pair

of consecutivelhard or artificial events the particle travels

and Energy LOss of Positrons and Electrong’a general- freely W.ith a wgll-defined energy. Thg angle cutdif is
purpose subroutine package for the simulation of coupIe&‘mom"’mc"’IIIy adjusted by the program in such a way that the

electron-photon transport in mattérlt generates electron- average deflection in each path segmxetween a pair of

photon showers in homogeneous media, of arbitrary Compoc;onsecutive hard elastic events nearly independent of the
' lectron energy; the energy loss cutdf, is directly set by

sition, for a wide energy range, from about 1 keV up to abouf

1 GeV. It also includes a geometry package for simulation O]the user. The practical advantage of mixed simulation is that

complex geometries consisting of homogeneous bodies Iimt-_he calculation of the effect of soft events is largely simpli-

ited by quadric surfaces. The complete code syste ied. As the simulation of individual soft events takes up a

(FORTRAN source files and data base available from the considerable fraction of the computer time, mixed simulation
Nuclear Energy AgencyNEA) data bank® is normally much faster than detailed simulation, and equally

The cross sections implemented in PENELOPE and th ccurate. The mixed algorithm implemented in PENELOPE

simulation algorithnii.e., the set of rules to generate random as been }‘ormulated in such a way that '.t pr_owde_s a consis-
electron tracks from a given scattering madehve been tent description of electron tracks in the vicinity of interfaces

described in detail elsewhe(see Refs. 14 and 17 and refer- (a point that requires special care when using condensed al-

ences therein For the sake of completeness, we summarizegor'thms' see, .9, Ref. p2
here the major features of the simulation algorithm.

PENELOPE(an acronym that stands for “PENetration

A. Electron transport B. Photon transport

Elastic scattering of electrons is simulated using a com- The considered photon interactions are cohef&aty-
bination of the Wentzelscreened RutherfoydCS and a leigh) scattering, incoherer@Compton scattering and pho-
fixed-angle scattering process. The analytical DCS contain®electric absorption. The cross sections implemented in
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PENELOPE are given by simple analytical formulas, with A. Characteristic x-ray emission
parameters determined from fits to updated interaction data
from different sources, mainly Cullest al?® and Berger and
Hubbell?* All random variables are generated by using
purely analytical expressions, so that the structure of th
simulation code is very simple. q
The DCS for coherent scattering is the Rayleigh for- QE%’ 2)
mula, with the atomic form factor given by a simple rational ) )
where q is the momentum transfer and is the electron

expression with parameters determined from a fit to the nu- . : .
merical form factors tabulated by Hubbet al2> Compton mass. The recoil energy is related to the polar scattering

scattering is simulated by means of the relativistic impulsé?9l€¢ Dy the kinematic formula

appro?dmlation’-,6 which -accounts f(_)r Doppler proadening Q=2E-W-2E(E—W)co¥. 2)
and binding effects. It is worth noting that the impulse ap- o )
proximation describes Compton interactions with bound! N€ DCS for ionization of bound shells by electron impact,

electrons, which may cause inner shell ionization and subs&OTpUted within the first Born approximation, can be written
quent characteristic x-ray emission. This x-ray generatior?

mechanism is normally disregarded when the simpler DCS  ¢25  7e* 1 df(Q,W) .
obtained from the Waller-Hartree approximatidKlein- VTV R =YV YV

Nishina DCS multiplied by the incoherent scattering dedw E WQ dw

function®® is used to describe Compton events. Photoelectrigvhere df(Q,W)/dW is the generalized oscillator strength
cross sections are obtained by interpolation in a table genefGOS density per unit energy transf& for ionization of

ated with the XCOM program of Berger and Hubt#ll. that shell. Here we approximate the GOS according to the
optical model proposed by Mayol and Salét,

Inelastic collisions of electrons of enerdy can be de-
scribed in terms of the energy lo¥¥ and the “recoil en-
grgy” Q defined by

2

df(Q,wW) mc ,
dw :2772e2ﬁ2f 7pl W)

X[ S(W—W")O (W' —Q)

Ill. GENERATION OF X-RAY SPECTRA

In the case of electrons, the simulation algorithm

adopted in PENELOPE was devised to provide an accurate +o(W=-Q)0(Q—-W")]JdW', (4)
description of the penetration and slowing down of thesg,heree is the electron charge is the velocity of light in
particles and, for the sake of simplicity, the description of\,5c,um ando,,(W') is the photoelectric cross section for
certain interactions that occur with exceedingly small prob-gnization of the considered shell by photons of enevdy
ability was oversimplified. Thus, the generation of character-(which is proportional to the optical oscillator strengtfihe

istic x-rays by direct electron impact was disregarded, sinCgsrm, 8(x) represents the Dira@ distribution and®(x)

the overwhelming majority of inelastic collisions involve (=1 if x>0, =0 otherwisg is the Heaviside step function.
electrons in the outer, weakly bound shells of the target atExchange effects are accounted for by means of a modified

oms. Also, bremsstrahlung emission was described by meags-nkur correctior(see Ref. 28 which leads to the formula
of a high energy approximation that gives the correct radia-

tive stopping power for all energies, but the “intrinsic” an- d’c  we* 1 mc /
gular distribution of the generated photofrslative to the m: E W_Qmj opr(W')
direction of the emitting electrgrbecomes inadequate when

the electron energy is less thanl MeV. Again, this ap- X[S(W-W")O(W'—Q)

proximation was fully justified since radiative losses repre-

sent only a very small fraction of the stopping power of

electrons with these energies. For our present purposes, thigth

is unfortunate since the spectrum is built by detecting pho- 5

tons generated precisely through these two processes. —1_ Q +( Q ) ®)
We have previously shown that PENELOPE provides a X E+-W -W \E+W -wW/

good description of the transport of kV electrbhsnd, o o

therefore, the generated electron tracks can be considered h€ total ionization cross section is given by

numerical replicas of actual tracks. Owing to this fact, we E/2 Qmax 020

can evaluate the space distribution of emitted characteristic Ui(E):f dw deWdQ. )

x-rays without altering the simulation routines. The only in- . Qumin

formation we need is the total ionization cross section of thavhereE; is the ionization energy of the shell and the limits

shell of interest as a function of the electron energy, whichof the integral overQ are given by expressiof2) with

determines the probability of ionization along each segment=0 and. Thus, the ionization cross section is completely

of an electron track generated by PENELOPEor the determined by the photoelectric cross section. Tables,pf

simulation of radiative events, the core of the simulationfor the different shells of all the elements have been calcu-

package had to be modified as described below. lated by Scofield® For the sake of simplicity, we shall only

+6(W=-Q)0(Q-W")] Cey dW' ®
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FIG. 1. Electron impact K-shell ionization cross section for (&) and
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with a,=0.35, and the Bethe-Powell formdla

me*Zb
okEk="—1. — In(ckUy) (19

K
with by=0.9 andcy=0.65, whereEy denotes the ionization
energy of theK shell,Uyx=E/Ey is the over voltage andy
is the number of electrons in the shell. Owing to the scarcity
of absolute measurement resiitss mere comparison with
experimental data does not provide definite conclusions
about the accuracy of the various formulas. For the two ele-
ments in Fig. 1, the present optical-data model predicts an
energy dependence of in reasonably good agreement with
experiment. This is also the case for other elements that have
been analyzed, using experimental data collected in Ref. 30.
As the physical contents of the optical-data model are sound,
we shall assume that it yields the best estimates-farVery
likely, it does provide a better description of the dependence
of o« on the atomic numbeZ than the analytical formulas
(8)-(11). In this respect, it is worth noting that these analyti-
cal formulas depend on the atomic number only through the
ionization energyEx (apart from a change in the scales, the
corresponding curves in Fig. 1 are identical for both ele-
mentg. Judging by the different relative positions of the
optical-data model curves for the two elements, we may ex-
pect that the true dependencemf on Z is somewhat more
involved.

PENELOPE generates electron tracks as a series of
“free flights” between consecutivéhard and artificial in-
teractions. Along each free flight, the energyof the elec-
tron is assumed to stay constant. To simulate the generation

Ge (b). Symbols represent experimental data from the compilation in Ref.Of Char_aCteriStiC x-rays, which result from vacancies pro-
30. The continuous curves are results from the optical data model describeduced in aK shell, we proceed as follows. For each free
in Sec. Ill A. The other curves represent cross sections obtained from thﬁight, we calculate the probability that an ionization has

analytical formulas of Gryzinski(dashedi Worthington-Tomlin (dot-
dashedl and Bethe-Powelllong-dashell (1 mb =10"2" cn?).

been produced in the considered shell, which is given by

Pion=5.7"0y(E), (12

consider the ionization of K shells. In this case, a hydrogeniavheres is the length of the free flight and"is the density
modef® provides a simple and sufficiently accurate analyti-of atoms of the consideretionized element per unit vol-

cal approximation foiorp,.

ume. After computing the ionization probability, we sample

K-shell total ionization cross sections of aluminium anda random valuet uniformly in (0,1) and consider that the

germanium, calculated from E(7), are compared with ex-

interaction is effective only whe&<P,,,. When an ioniza-

perimental data in Fig. 1. This figure also displays crosgion occurs, its position is sampled uniformly along the free
sections obtained from the following analytical approxima-flight. As the probability of ionization in a free flight is much
tions, of common use in EPMA studies: The GryzifSki less than unity, this procedure gives the correct average num-

cross section
okER=me*Z,g(Uy), 6)

where

ber of ionizations per unit path length.

Excited ions relax to their ground state by migration of
the initial vacancy to outer electron shells, which proceeds
through emission of fluorescent x rays or Auger electrons
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with characteristic energies. Our code, as well as .
PENELOPE, simulates the emission of characteristic x rays Al @ 1700
that result from vacancies produced a K shell. We con- 1100
sider only characteristic photons emitted in the first stage of
the de-excitation cascade, i.e., when the initial vacancy in the
K shell is filled by an electron from an outer shell. The 100L
probability that a radiative de-excitation occurs is obtained
from the fluorescence yields tabulated by Fink and Rao.
The considered characteristic photons KrgandKg, with
relative probabilities obtained from the line fractions given
by Khan and Karimf? Characteristic x-rays are assumed to
be emitted isotropically. 100
To improve the efficiency of the simulation, we apply 100 F el
interaction forcing, which is also known as the “method of e
statistical weights.” This consists of artificially increasing S0 E 10kev
the probability of ionization along a free flight, say to a value 0.0 ‘ s ‘ -
P;. To compensate for this increase of probability, charac- 0002 04 06 08 10
teristic x-rays emitted in the forced interaction are given a
weight o= P;,,/ Py less than unity. This manipulation does
not alter the computed spectra, but the statistical uncertain- L A ®) 120
ties (for a given calculation timeare substantially reduced. Tl E=500keV 1 10.0
In the calculations, we adopt a value Bf; such that, on e e ey
S i 15.0 ¢ 100
average, 0.1 forced ionizations occur along each free flight. -~
100 4 ~~--.

0.0

50 [ 100keV B BTy
Tl 1100

."”o‘""f“i’i: 5.0

(B/Z)° W do/dW (mb)

B. Bremsstrahlung emission

PENELOPE samples the energy/ of the emitted
bremsstrahlung photons from a modified Bethe-Heith)
DCS for an exponentially screened Coulomb field, integrated
over the angles of scattering and emission. The original 100 B
Bethe-Heitler DC&® provides a simple analytical formula .
for the energy distribution of the emitted photons, which is 50 ¢
well suited for random sampling. However, it is based on the 10 keV
Born approximation and, therefore, valid only for high en- 0'00.0 sz 0.4 016 08 1.0
ergy electrons? Salvat and Fermadez-Vare® introduced an W/E
empirical correction term that extends its validity to lower

(B/Z)’ W do/dW (mb)

N 1 20.0

energies. The modified energy-loss Bethe-Heitler DCS for an . Au © 1150
element of atomic numbeé# is given by s E =500 ke

10.0
5.0
100

vV

dogy

1
W:CBH <¢1(f)+ ZQDz(E) ) (13

100 [ e
wheree is the reduced energy of the emitted photon

W
E+mc2

The quantitiesp,(€) and ¢,(€) are functions ofe and Z
given by simple analytical expressiofisee Ref. 18 The 100 b
“normalization” constantCgy is determined in such a way 50 s
that the DCS given by Eq13) exactly reproduces the radia- v

tive stopping powers for electrons in single element materi- 0.0 : : : :

als tabulated by Berger and SeltZénvhich were derived ' ' ’
from the partial wave calculations of Kisset al'® Thus the
DCS (13) provides a fairly good approximation for the elec- FIG. 2. Reduced energy-loss DCSs, i.e., DDCS integrated over angles and
tron mean free path between radiative events and for theultiplied by (8/Z)?W, for bremsstrahlung emission by electrons in(4,
distribution of energy losses in those events. However, thég (b) and Au(c). Dashed curves, Kirkpatrick-Wiedmann-Statham formula,

L . . . g. (17); continuous lines, modified Bethe-Heitler formula, E#3). Dots
angUIar distribution of the emitted photons must be obtaine present tabulated results of Kiss¢lal. (Ref. 13. Notice that the vertical

by other means. scale for each energy is the closest to its label.

(14 1 100

E=

(B/Z)’ W do/dW (mb)

W/E
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The direction of the emitted photon, relative to that of values for small energies. This is the most commonly used
the primary electron, is defined by the polar angland the model in Monte Carlo simulations for EPMA. However,
azimuthal angle¢. Considering that the atomic field is Sommerfeld’s theory is known to be in error for kilovolt
spherically symmetric, the angular distribution of the emittedelectrons, as pointed out by e.g., Chapnearl® Surpris-
photon is independent @f; therefore, the azimuthal scatter- ingly, we have found that the Kirkpatrick-Wiedmann-
ing angle is distributed uniformly in the intervéd,2 ). In Statham (KWS) formula predicts angular distributions in
PENELOPE, the polar angle is sampled from the distributiorfairly good agreement with the calculations of Kiss¢lal.

obtained from the classical dipole approximati@ee, e.g., The KWS double differential cross secti¢pDCS) for
Ref. 39 bremsstrahlung emission is given by the following general
) ) expression:
| )= 3 [1+ cos— B 1-8 ,
Paipotel CO 167, 1-B cos) |(1-3 com)?’ d®oxws  0x(1—C0S0) +ay(1+coS6) a7

(15 dwdd (1— B co¥)?

where 8=v/c is the velocity of the electron in units of the whereo, andoy, are parameters that depend on the electron

speed of lightc (8%2=1—y~?). This angular distribution is incident energyE, the emitted photon energw and the

reasonably accurate for energies abevel MeV, but be- atomic numbe#Z of the target. Kirkpatrick and Wiedmatfn

comes incorrect at lower energies. obtained analytical approximations for the parametgrand
The double differential cross sectigBDCS), differen- o, and Stathathmodified the expressions @f, and oy to

tial in the photon energy and direction of emission, used irproduce a better fit to the theoretical data at small electron

PENELOPE, can be written as energies. The final analytical formulas fey and o, can be
2o 1 1 found in Ref. 6.
BHd P
=C (<P (e)+—¢ (E)) —— Paipold COH). Energy-loss bremsstrahlung DCSs obtained from the
dWdQ BT €'’ 2 POl modified Bethe-Heitler formul&13) and from the KWS for-

mula (17), integrated over angles, are compared with Kis-
Sempauet all* have shown that PENELOPE gives a fairly sel's et al’s data in Fig. 2(the area below the curves is
accurate description of bremsstrahlung spectra generated Ipyoportional to the radiative stopping poweNotice that, for
kilovolt electrons in thick samples, in spite of the limitations low energy electrons, the BH formula gives an energy-loss
of the intrinsic angular distributiofiL5). The reason for this DCS proportional toV 1, in accordance with the numerical
is that, in the case of bulk targets, the electron trajectories aesults. Moreover, owing to the definition of the normaliza-
rapidly randomized by elastic scattering and the angular distion constaniCgy in Eg. (13), the areas below the modified
tribution of photons emerging through the surface is practiBH curves and below the data of Kisg#lal. are equal. On
cally insensitive to the intrinsic angular distribution. How- the other hand, the KWS formula clearly overestimates the
ever, for thin films and small particles the effect of the energy-loss DCS, and the radiative stopping power, in the
angular dependence of the cross section may be importanbnsidered energy range.
and a more accurate intrinsic distribution should be used. In order to get a more accurate formula for the DDCS

Kissel et al® computed bremsstrahlung DCSs for ener-than the approximations given by Eq46) and (17), we

gies between 1 and 500 keV by partial wave methods. Theishall tentatively combine the modified Bethe-Heitler DCS,
results are the most accurate data available for the enerdyq. (13), with the angular distribution derived from the KWS
range of interest in EPMA, but they consist of large tablesDCS

difficult to handle within a simulation code. Previously, o,(1—cog6) + o, (1+co o)
Kirkpatrick and Wiedmantf proposed an analytical DCS Prws(€COSP) =Ny > , (18
based on the Sommerféfdtheory, which was subsequently (1= cos)

modified by Stathafhto get a closer fit to the theoretical where

N B (1-B%) 19

b=
2{2Ba,—2B(1- B*) o, +[log(1—B)—log(1+ B)1(1— B?)(oy— o)}
|
is a normalization constant such that d?opk 1 1
dwan ~ CeH (901(€)+ z@z(é)) 5 Prws(COSH).
1 (21
cod¥)d(cosd)=1. 20 - . . .

LlpKWS( )d( ) 20 As shown in Fig. 3, this analytical formula predicts values
that are in closer agreement with the numerical cross sections
tabulated by Kissett al'® In the present simulations, brems-

The proposed DDCS reads strahlung emission is simulated according to this DDCS.
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FIG. 3. Electron bremsstrahlung reduced DDCSs for different elements and photon-to-electron enertly/ Eatids W/E=0.3 (a); Al, W/ E=0.6 (b); Au,
W/E=0.3(c) and Au,W/E=0.6 (d). Dot-dashed curve®nly for Al), modified Bethe-Heitler DCS model with dipole angular distribution, @6); dashed
curves, Kirkpatrick-Wiedmann-Statham DDCS, E#j7); solid curves, modified Bethe-Heitler DCS with KWS angular distribution, (2d). Dots represent
numerical data calculated by Kisset al. (see Ref. 18 The vertical scale for each energy is the closest to its label.

That is, the mean free path and energy loss distributions anmean free path is of the order of 1/5 of the electron range.
the same as in the original PENELOPE code, but the initialThis assures that a mean number of five bremsstrahlung pho-
direction of the emitted photon is generated according to théons per primary electron are produced.

intrinsic distribution (18). The algorithm for random sam- A steering program has been written to simulate EPMA

pling of cod is described in Appendix A. Changing to this ea5urements using the PENELOPE routines modified as
improved angular distribution required only a minor modifi- described above. The proaram generates eneray distributions
cation of the original PENELOPE code. ! ve: brog g gy distribut

Since bremsstrahlung emission by keV electrons is a Iovx(/)f x rays emitted from the specimen, per incident electron

probability process, we again apply interaction forcing toand per unit solid angle, in .the direction of the x ray df—:-tector.
reduce the statistical uncertainties. In this case, we multiphy© calculate each theoretical spectrum we have simulated
the bremsstrahlung inverse mean free path by a factorbout 500 000 primary electron tracks. The statistical uncer-
P,>1 and, to compensate for this, bremsstrahlung photongginties of the results in the significant portions of the spec-
and their descendents, are assigned a weightl/P;,. The trum (characteristic peaks and background at intermediate
factor Py, is chosen in such a way that the reduced inversenergieg are then less than 5%.
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IV. EXPERIMENTAL METHOD: ABSOLUTE SPECTRA and at high energies, due to partial transmission through the
i intrinsic zone. In general, the efficiency can be evaluated by
Thick targets, pure elements and compounds have beeﬁ%ing radioactive sources of known activify, well-

irradiated with 20 and 30 kV electron beams at normal inCi-gjiprated fluorescence sources or synchrotron radidion,

dence using an electron microprobe CAMECA SX-50. SpeCyq/or theoretical method As a first approximatione(E)

tra of emerging x rays have been obtained by using a PG4, he computed by assuming exponential attenuation of the
IMIX energy dispersive spectrometer, located in a directionyhgton heam in the inactive layers and in the intrinsic zone.
forming an angle of 40° with the sample surface. The specriq\ever, this approach may be in serious error due to the
trometer Is a SLi) detector. According to the manufactur- ¢)iowing reasons. First, the different layers are generally
ers specmcatlons, the &_") crystal is 3 mm thick and has nonuniform(see, e.g., Ref. 4(and their average thicknesses
an active area of approximately 12.5 friihe detector has 5o poorly known. Secondly, absorption of photons with
a 7-um-thick beryllium window and a contact gold layer qqerately high energy in the inactive layers produces sec-

0.02um thick. The thickness of the Si dead layer is pth. 5 qary radiation(photoelectrons and x rayshat may yet
The emerging photon beam has been collimated with .5¢h " the active zone. Recently, Lepyal®! have shown

diaphragm(300 um in diametey placed in front of the be- 5 the so-called silicon “dead layer” acts as a partially
ryllium window, at 53 mm from the target. This avoids Spu- octive ayer, the corresponding events being recorded in the

rious x-ray peaks caused by electrons backscattered onto the, tail. Finally, uncertainties of adopted attenuation coef-
pole piece of the final lens of the microscope column anGiients also affect the estimated efficiency.

other objects near the specimen. Probe currents have been Assuming, for a moment, that simulated spectra are re-

measured with a Faraday cup placed on the sample hold§f,pie (see below; one can use them to analyze the consis-
and have been chosen so as to yield a counting rate belon.y of calculated efficiencies. We have tentatively evalu-
1000 counts per second, thus minimizing pulse pileup efyieq the efficiencye(E) by considering purely exponential
fects. Typical acquisition times were 3000-4000 s. attenuation and using the detector layer thicknesses given by
Acquired x-ray spectra have been converted to absolutg,e manufacturer. Direct comparison of simulated spectra

intensity units, i.e., number of photons emitted per unit enyith experiments confirms that the efficiency is close to
ergy interval and unit solid angle per incideombarding ity for photons with energy in the interval from3 up to

electron. It is worth pointing out that measurements in abso-_1g ke as predicted by the simple calculation. However

lute units serve as the most stringent test of the physicahis caiculation underestimate$E) at lower energies, and
parameters used in the simulation algorithm, although they, e estimates it at higher energies, justifying the presence of
may contain systematic uncertainties. The conversion of thg,e atoresaid sources of error, To get at least a rough esti-
acquired spectra to absolute intensity is made by using thg,,te ofe(E) for the complete energy range of interest, we

equation have computed it by considering absorption only in the most
N significant passive layer, i.e., the Be window, and using an

& (22)  effective value for the crystal thickneg$.5 mm, as sug-
Noe(E)AQAE gested by the work of Patersenal*? With this method one
n 9ets efficiencies that are accurate to withig% for energies
between 3 and 15 keV and “plausible” outside this range.
Therefore, comparison of simulated and measured spectra is
meaningful forE=3-15 keV and only indicative for lower
and higher energies.

Finally, uncertainties from counting statistics range typi-
cally from 3 to 6% in the continuous component of the spec-
We recall that the electron microprobe has a built-in continu{'@ and 1%-2% in the characteristic peaks. Other sources of

ous beam current monitoring and feedback system, whickncertainty, such as errors in the estimate of the take-off

stabilizes the beam current to 0.3%. The calculated numbétndle and target uniformity, are considered to be negligible.
of incident electrons is estimated to have less than 2% un‘[he various error contributions discussed above lead to an

certainty. The width of the photon energy chana@ of the overall uncertainty of 5%-7% for the experimental absolute

spectra is given by the computer of the PGT IMIX system.SPectra.

The high energy part of the x-ray spectrbremsstrahlung

tip) has been used to verify the accelerating potential values, COMPARISON OF SIMULATED AND MEASURED

The solid angleAQ has been computed agd?, whereA is PECTRA

the area of the entrance aperture of the collimator, cusl Energy distributions of x-rays emitted from the speci-

the distance between the sample and the collimator. Usingen in directions close to that of the detector have been

the values folA andd given by the manufacturer, the uncer- simulated using the code described above. To account for the

tainty in AQ is estimated to be less than 2%. response of the detector, Monte Carlo spectra have been con-
The efficiency of a SLi) x-ray detector is essentially voluted with a Gaussian distribution with an energy-

unity over a wide photon energy intervéal-3-15 ke\). It  dependent full width at half maximuFWHM). The depen-

takes lower values at low photon energies, due to absorptiodence of the FWHM on incident photon energy has been

in the different inactive layers in front of the intrinsic zone, estimated by measuring x-ray spectra for different pure

N(E)=

where N, is the number of counts in a particular photo
energy channel\, is the total number of incident electrons,
AQ is the solid angle subtended by the x-ray deteckdt,is
the width of the energy channel ardE) is the detector
efficiency, which is a function of the photon energy.

The number of incident electromé, has been evaluated
by multiplying the target currerit, by the acquisition time.
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specimens, whose characteristic x-ray energies span the re-

gion between 1 and 10 keV. Simulated spectra have been 10
normalized to one incident electron to make them directly
comparable to measured absolute spectra.

Simulated and experimental spectra, at incident electron 107 k-
energies of 20 keV, for Cu and Ag metallic targets as well as
for a Fe-Cr-Ni alloy(standard reference material 479a, cer-
tified by the National Bureau of Standard&BS), with
weight concentrations of 71%, 18.1% and 10.9%, respec-
tively), are compared in Fig. 4. It can be observed that the
agreement is, in general, satisfactory in the “meaningful”
region between 3 and 15 keV. The calculation also describes
the continuous component of the spectra accurately, even in
regions where uncertainties ig(E) may be somewhat
larger. In the case of Ag, the peak at 3 keV corresponds to e s s 0 s 20
L, x-rays that are not simulated by the present version of the Energy (keV)
code. The code, however, does give a realistic description of
the spectral background below this peak, thus providing B ®
valuable information for background subtraction in quantita- B Ag
tive analysis. : E=20keV

When comparing simulations with experimental data, we |
must recall that there are various detection artifacts, such as 0 F ..
incomplete charge collection, pulse pileup and sum pé&iks, et
which cannot be totally avoided, and whose effects are not
taken into account in the simulations. These effects, com-
bined with the uncertainty of the adopted ionization cross
sections, originate small discrepancies in the characteristic
peaks. It should also be noted that, due to incomplete charge
collection, the low energy end of the spectrum accumulates
degraded counts from all higher energy x rays, especially in
the 0-3 keV regiort®

Figure 5 displays spectra obtained at incident electron 0 5 10 1 20
energies of 30 keV from a Cu target and the Fe-Cr-Ni alloy Energy (keV)
target. Although characteristic peaks again show small dis- :
crepancies, duplicating the differences found for 20 keV 1070 v o
beams, the agreement between simulation and experiment is
again satisfactory. The Cu measured spectrum shows a small i E=20keV
(and undesirabjesum peak. In both cases, the simulation is T
seen to predict the shape of the spectral background accu-
rately in the energy range 3-15 keV, where the uncertainty in
e(E) is small.

Monte Carlo simulation of electron-photon showers can
also be used to study secondary fluorescence produced by
bremsstrahlung photons. Figure 6 shows a comparison be-
tween the complete simulated spectrum from a ZnS target 10° |
(continuou$ and the spectrum simulated for the same target
but disregarding ionization produced by electron impact
(dashedl It can be observed that, although electron impact . , ‘
ionization has been disconnected, there is an important count 0 5 10 15 20
rate at the characteristic line energies due to continuum fluo- Energy (keV)
rescence. Thus, the presen_t Monte Carlo SImUIatIO_n OIf:IG. 4. Simulatedsolid line) and experimentaldots x-ray spectra from
electron-photon showers provides a valuable tool to validat@opper(a), silver (b) and SRM479a NBS certified standaml generated by
theoretical models describing the continuum fluorescenc@o kV electron beams at normal incidence.
contribution, which is impossible to discriminate experimen-
tally.

It can be concluded that the physical models describedertainly less than those obtained with other models previ-
here offer a consistent description of x-ray spectra generatenlsly proposed. Our simulation algorithm is well suited to
by kV electron beams. The differences between simulatiorompute x-ray spectra from elemental and compound targets,
and experiment are mostly due to measurement artifacts, arahd is a valuable tool for quantitative microanalysis. A study

1
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T ' ' T FIG. 6. Measureddoty and simulatedlines) X-ray spectra from a ZnS
10° b target irradiated with a 20 kV electron beam at normal incidence. The con-
®) SRM479a tinuous spectrum is the result of a complete simulation. The long dashed
~30 keV spectrum is the result of a simulation in which the generation of character-
E=30ke istic x rays by electron impact has been switched off.
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o APPENDIX A:
107 v
2 In this appendix we describe the algorithm used to
sample the initial direction of bremsstrahlung photons from
the KWS distribution(18)
10_10 1 il 1 1 1
5 10 15 20 25 30 oy(1— cos 0)+ a'y( 1+cog 0)
Energy (keV) Prws(cosh) =N, (1— B cosh)?
FIG. 5. Simulatedsolid ling) and experimentaldoty x-ray spectra from  \we first note that this distribution can be cast in the follow-

copper(a) and SRM479a NBS certified standafio) generated by 30 kV

electron beams at normal incidence. Ing form

Prws(X) = U1P1(X) +Uzp2(X) +Usps(X), (A1)
. . . _ wherex=cos and
of x-ray spectra for other geometries of interest in mi-
croanalysig(oblique incidence, multilayered targgtsill be 1—x?
published elsewherf¥. In its present form, our computer pl(x):Nl(l_Bx)z’ pZ(X):NZ(l_IBX)z'
code can only generate characteristic peaks resulting from (A2)
K-shell ionization of any element; work to include L-shell X2
ionization is in progress. P3(X)=Nz3———
Pros (1-px)?
are distributions, normalized to unity, with normalization
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TABLE I. Efficiency e of the combined composition-rejection algorithm for
random sampling from the probability distribution functi®DF given by
Eq. (Al).

Al (2=13) Ag (Z=47) Au (Z=79)
W(keV) E(keV) E(keV) E(keV)

10 30 50 10 30 50 10 30 50
1 67 67 68 67 67 68 67 67 68
10 66 66 66 66 66 66 66 66 66
20 65 65 65 65 65 65
40 63 64 64

3 2
B> (1- %)
N3

T 2{28- B+ (1- I[IN(1—B)—In(1+ B)]}
(A5)

The relative weights in EQAL) are given by
N ooy Ngoy Nyoy
Ny o TN, TN
The distributionp,(x) can be sampled by using the inverse
transform method, which gives the sampling formula
26-1+p8

X 2Ber1-p

where ¢ is a random number uniformly distributed in the

interval (0,1).
The distributiongp; and p; can be rewritten as

Uz=

Ul = (AG)

(A7)

N
p1(X)= N—iu(x)pz(xx () =1-x2, (A8)

N3

P3(x)= N_zrs(X)Pz(X)a ra(x)=x% (A9)
Sincer 4(x) andr;(x) are smaller than 1, a rejection method
can be used to samplefrom p; andps.

The sampling algorithm for the combined distribution
(Al) is:

(1) Sample an integeir(=1,2,3 from the point prob-
abilities

Ul NgO’X U2 NgO'y
m(l)=5-= , m(2)=g = :
2, N, 2U; N, (AL0)
_ U3 _Nﬁ(fy
=50 TN,

(2) Sample a valu¢ from p,(t) using Eq.(A7).
(3) If i=2, deliverx=t.
(4) If i=1, generate a random numbér
(@) If €>r,(t)=1—12, go to step 2.
(b) Deliver x=t.
(5) If i=3, generate a random numbér
(@) If £€>r4(t)=t2, go to step 2.
(b) Deliver x=t.

As a measure of the effectiveness of the sampling algos ;™\, Chapman, C. C. Gray,

rithm, we define the efficiency as the percentage of gener-
atedt values that are not rejectdde., 100k is the average

Acosta et al.

number of times that step 2 is executed to generate a single
value ofx). Efficiencies(obtained after sampling 100 060
values for energies of interest in EPMA are given in Table I.
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