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Presentation & Acknowledgements

It is not only that every choice we make is in essence an intertemporal choice, this
is, a choice among objects located in different moments of time. It is much more. 1
believe the most precious objective in life, happiness, to be so closely linked to the way in
which we make intertemporal decisions, that I cannot think of a better way to understand
the individual welfare problem than to study the theory of intertemporal choice. And
economic science deals mostly with this problem, as we economists shall not forget. 1
therefore have felt passionate about focusing my dissertation on this field...so passionate,
that, in fact, I expect to continue this research for many years, somehow even through
my entire life.

This dissertation is therefore the product of a true vocation. But this vocation
grew in me thanks to many people. Looking back, I realize that the very beginning of it
happened in the early undergraduate years, when I was first exposed to the influence of
so many interesting fellow students and professors around “La Espiral”. This was an
informal and interdisciplinary group we created to meet and discuss mainly philosophical
questions aside from university; and I owe to all these people many ideas, interests and
reading suggestions. Also, of course, the friendship, a true and long lasting friendship.

From those days I also remember how I was fascinated by the problems of
ethics, and its implications for economic theory. I started attending several ‘ethics and
economics’ courses, and reading both classical works (Stuart Mill, Hume, Smith, etc) and
modern texts (Elster, Hirschman, Sen, etc). But the original and main source of
inspiration of these interests was no doubt the course ‘Etica y Economia’ that Professor
Antoni Domenech teached at Universitat de Barcelona. I feel specially in debt with him
for so many insights, authors, ideas and reading suggestions...among others, and perhaps
most importantly, the reading of the masterwork by Aristotle, Nicomachean Ethics.
Ultimately, he and his work have helped me understand why intertemporal choice is so
important for economic and political thinking.

All these interests culminated in me entering the PhD program in Mathematical
Economics at the University of Barcelona. My choice of a mathematics department
appeared surprising to many people around me, but I had a quite clear vision that ethics
and economics and, specifically, economic rationality was, if taken seriously, going to
demand more and more mathematical modelling. In that, and in many other things, I was

influenced by the works and methodologies of Sen and Harsanyi. In fact, the problem of



individual rationality emerged in me as the fundamental interest in my readings and in my
first research ideas, since I realized then that most of the problems we could label as
‘ethics and economics’ problems, dealt ultimately with our utilitarian theory of the
‘individual good’, whose comprehension clearly demands some mathematical knowledge.

Once I had finished the doctoral courses, I discovered the work of Ken Binmore
on justice. I am grateful to Félix Ovejero for this and many other advices. This episode
was very important for me because Binmore was an economist speaking ethics in the
language of game theory and mathematics. Also, his approach appeared to me in so many
ways correct...Fortunately, I was then invited to visit precisely the centre directed by
Professor Binmore, the Economic Learning and Social Evolution (ELSE) centre at
Universtity College London. There I benefited from an atmosphere full of economic
knowledge and scientific spirit, and, of course, from the strong influence that reading
Professor Binmore’s texts had on me. I am very grateful to Professor Binmore for giving
me this possibility and must apologize for not being able at that moment to give back any
scientific product. I am also grateful to the many good friends I made in the department
during my visit.

If I where to choose one single finding of all I made while visiting London, 1
would pick the very simple, but important idea that our model for individual decision
making was simultaneously interesting and incorrect. In those days I for the first time
understood the fundamentals of decision under uncertainty, and, in general, the problem
of measuring utility. Also, in those days I remember being captured by Kahneman and
Tversky’s 1979 paper. It was then when I decided to focus my research on individual
decision making.

Once back in Barcelona, I entered the Departament de Matematica Economica,
Financera i Actuarial at Universitat de Barcelona, where 1 have teached several courses in
Mathematical Economics for the last six years. While working in this department I have
enjoyed a very friendly atmosphere, made many good friends and learned a lot from my
colleagues. I am truly grateful to all members in the department. Specifically, I want to
mention M* Gracia Casado, Pilar Baguena, Marina Nufez, Pere Calleja, Josep Marfa
Izquierdo, Marcial Pérez, Jordi Sales, Javier Martinez Albéniz, Merce Boncompte, Jordi
Esteve, Xavier Varea, Javier Sarrasi, Mari Angels Pons, Hortensia Fontanals, Merche
Galisteo, Teresa Preixens, Teresa Costa, Fernando Espinosa, Jesus Montes, Jesus Marin,
Jorge Navas, Carme Ribas, Oriol Roch, Anna Castaner, David Ceballos, Manu Bosch,

Lluis Bermuidez, Didac Ramirez, Antoni Alegre and Carles Rafels.
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During these years, 1 also started Netquest, a company dedicated to online
tieldwork technologies and services, aimed at helping social and market researchers to
conduct studies via the Internet. I must especially thank Mauricio Edo, Oriol Llaurado
and Santiago Llobet in this company for their programming help in the experiments
presented here, and also thank the company Ya.com for letting me access such a large
sample of Internet Spanish population for these experiments. In general, I must thank
everybody in Netquest for their support and ideas during these years.

Several ideas in this dissertation have been presented in seminars or conferences.
An earlier version of chapter 3 was presented in Bari, Italy, within the Experimental
Economics and Dynamic Choice workshop in January 2005, and I am grateful to the
many valuable comments I received there. Also, part of this chapter was presented at the
Barcelona Economics Decision Group seminar at Universitat Pompeu Fabra in February
2005, were I benefitted from important objections and insights. Finally, part of this thesis
was also presented in the VIII Seminari en Finances at Universitat de Barcelona, from
where I also obtained valuable comments. Previous versions of chapter 1 were presented
at the Seminario de Teorfa Social Analitica organized by José Noguera, and published in
Papers. Revista de Sociologia. 1 am very grateful to all members of this seminar for their
support and for the stimulant intellectual discussions.

I want also to express my gratitude to everytbody in the Barcelona Economics
Decision Group at Universitat Pompen Fabra, especially to Robin Hogarth, Natalia Karelaia,
Irina Cojuharenco, and to Marc Lemenestrel, whose generosity and help were truly
helpful for this project. The existence of this group and its seminar here in Barcelona
constitutes a great benefit for all of us who want to study individual decision making.

Chapters 2 and 3 owe very much to Professor Daniel Read. Both chapters are
based on experiments designed and conducted jointly with him (and, for the experiment
in chapter 2, also together with Mara Airoldi). Working with him and learning from his
profound knowledge of intertemporal choice theory has been very stimulant for me.

Writing this dissertation had not been possible without my supervisor, Carles
Rafels. He guided my initial enthusiasm and ideas into an academic project, and has
always been ready to help me. Carles has been a true master for me, from whom I have
learned not only mathematical economics. I am truly grateful to him also for showing
such a confidence in me from the very begining. I plan to work hard to make this bet pay

off.
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My family and friends have also had a strong impact on this project. I am grateful
to my parents and my sister for their support in so many ways along these years. Also I
want to thank David Casassas, Alfonso Buil and Ramon Souto for their direct help,
continuous encouragement and intellectual inspiration along these years. I believe ours to

be ‘perfect’ friendships in aristotelian terms.

Finally, this dissertation has overcome several difficulties, the main one being the
lack of time. It was conceived, developed and written while working full time in a private
company, and working part time as a Lecturer at University. This means that writing it
has disturbed virtually all vacations, weekends and leisure time of the last years. It has
been, as I have said, the product of a true vocation. But also the product of true love,
since the whole project had not been possible without the complicity of my wife Judith. I

dedicate this dissertation to her and to our love.

Barcelona, 28 de octubre de 2008
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General Introduction

Man seems to be deficient in nothing so much as he is in time.

Zeno

After the first ring, many of us press the ‘snooze’ button in the alarm clock. And
this decision reflects aproximately the following reasoning: “I can’t really wake up right
now, but I will in 5 minutes”. When this lapse of time is over, the typical next move is to
press again. Usually this struggle goes on for two or three more rounds, until you reach
an ‘ultimatum wake up time’, one that you know is the latest you can afford. Now we can
ask ourselves, is something wrong about this? Is this behavior anomalons?

The concept of anomaly necessarily relates to that of proper function. If during a
flight the captain claims there is an anomaly in the landing gear, we all interpret we are in
trouble, something is not working properly. In economics, proper function is usually
defined as rational action, so to claim there is an anomaly in someone’s behavior, is in
fact to claim that he is doing something wrong. Now, how can we say another person is
wrong in his behavior when this behavior only affects him? Well, this is admittedly a very
difficult task. But not an impossible one, since a person can —and usually does- disagree
with himself. Take our previous example. The day before, he thinks he should wake up at
7:30 am, but when 7:30 am arrives, this person disagrees with his own previous plan and
considers 7:35 am a better choice. And then at 7:35 am he considers 7:40 am a better
one; and so on. Suppose he then, once asked, admits later on, retrospectively, that it had
been much better for him to follow the initial plan (because he would have had more
time to have breakfast and read the paper, had arrived on time at work, had had less risk
of having an accident, etc). Could we then claim that pressing the ‘snooze’ button was
wrong?

Well, let me postpone my own view on this question for the general discussion
that closes this dissertation, and focus now on what the standard economic theory of
intertemporal choice would have to say about the problem above. Now, put in simple

words, intertemporal choice theory would say yes, this is wrong. This behavior is



General Introduction

irrational. What makes it irrational is the dynamic inconsistency of it, the fact that it
generates an internal struggle within the individual. And to make this behavior rational,
economic theory would demand that either the original (previous-night) preference was
changed into a more realistic wake up time, or that the new (first-ring) preference is
changed into waking up'. But one thing must hold: the individual should not deviate
from a previous plan. Such thing would be objectively wrong.

Whether this approach is correct or not is an unsolved question, as I shall defend
later in this text. But what is without doubt is the fact that the ethical intuition underlying
this position (i.e., inconsistency is bad for you) has normatively grounded what we call
the theory of rational intertemporal choice for a long time. In fact, exponential
discounting (often referred to simply as discounted utility) is considered the standard model
for intertemporal decisions becanse it is a model that guarantees dynamic consistency and
no other model based on additive utility functions does that. This explains why this
model has the priveleged status of being considered #be model for rational intertemporal
choice.”

Although imperfect, the microeconomic theory of choice has thus a specific
model of rational, proper action in intertemporal choices. Consequently, any empirically
observed departure from this model can be labelled as an anomaly from the standpoint
of economics. In other words: despite it being obvious that, until economic science
solves all normative problems of the theory we should not call such deviations
‘anomalies’, it has been accepted in the discipline to label them as ‘anomalies’, much in
the same spirit as the Allais Paradox is called an anomaly of decision under uncertainty. It
is a technical meaning, and that is also the only meaning that this word will have in this
dissertation.

Now there are several anomalies other than the snooze anomaly (dynamic
inconsistency) that have been reported since Thaler (1981), which can be considered the
starting point of this literature. All these ‘mistakes’ in the evaluation of delayed
consumption in fact have served to cast light into the problem of finding a better model
of human intertemporal decision making. A further investigation into these anomalies is
therefore aimed at contributing to a more profound understanding of temporal decisions,
and thus, ultimately, to a better understanding of the determinants of individual well

being. I believe the findings presented next to be such a contribution, even if they

1 See Strotz (1956) for a discussion about these two rational ways to cope with dynamic inconsistency.
2 Note, however, that this privilege rests not only on the referred ethical intuition (1), but also on the
assumption that intertemporal choice should be modelled via a utility function (2) that is additive (3).
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General Introduction

tipically cast more new questions than probably solve old ones. But I truly believe all
effort put into this direction to be extremely worthwhile, since I consider the problem of
propetly defining an individual’s well being in the context of time to be one of the most
urgent problems to solve in social sciences. “The good of man must be the end of the

science of politics”, as Aristotle put it. And we still don’t know what the good of man is.

This dissertation is organized as follows. In the first chapter I present an in depth
review of discounted utility as the standard for rational intertemporal choice, and of all
anomalies reported in the literature. When reviewing the mathematical foundations of
discounted utility, I have decided to also study the axiom system underlying the theory to
a certain extent, in order to give the reader a better intuition of the value of this theory,
and of the main assumptions on which it is built. And when reviewing the anomalies, I
have tried to comment the main empirical findings, explain the theoretical models that
have been proposed to capture such behaviors, and provide the relevant literature in each
case. The main contribution of this chapter is thus to unify in a single text for the first
time an axiomatic account of the theory together with a more state-of-the-art kind of text
that presents simultaneously the history of the theory, and the detailed description of all
important contributions. Also, there are some arguments, examples and proofs that are
new or correct other texts. Finally, at the end of the chapter I have included a discussion
on the normative inability of the theory, something too often disregarded as a problem in
the literature.

The second chapter explores a very important question for the first time. It is
known and accepted that there are several important anomalies in intertemporal choice.
Possibly we could even say that hyperbolic discounting -one possible theoretical solution
to dynamic inconsistency- together with excessive discounting —discounting more than
financial market rates would recommend-, both are seen as two major anomalies. Now
the question I put in this second chapter is whether these anomalies depend on the
methodology used for experimentation or, on the contrary, are truly robust. During the
past twenty five years, virtually all experiments in intertemporal choice have tried to elicit
‘discount functions’ from the individuals by asking them questions in a very specific way.
But changing the way these questions are put turns out to have a strong impact, as I
show. More generally, chapter 2 explores how much of a framing effect there is in several
well established findings through a big experiment —the largest in size ever for

intertemporal choice, to my knowledge- where a sample of the spanish (Internet)
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General Introduction

population is asked to make intertemporal decisions on a web questionnaire. This
experiment is an important contribution since it shows that two of the most well known
anomalies in intertemporal choice are dependent on method variance.

Chapter 3 deals with something different. Here I further explore possible
connections between the three most important anomalies known, namely hyperbolic
discounting, the magnitude effect and the sequence effects. The starting point is an effect
virtually unattended in the literature, that I label the constant sequence effect. Individuals
tend to be more patient (reveal lower discount rates) when choosing among constant
sequences of outcomes than when choosing among single outcomes. Before the work I
present here, the literature had considered this to be a mere side effect of another
anomaly, hyperbolic discounting. It therefore had not atracted too much attention, since
an explanation for it already existed, it was thought. But I will show in chapter three that
this explanation is wrong, and provide a new and better one relating it to the magnitude
effect, not to hyperbolic discounting. Although this is the main thing investigated in
experiment 1, I will also show that there are signs of other, new underlying anomalous
behavior behind the constant sequence effect. In a second experiment, I then further
explore how individuals discount constant outcomes embedded in a sequence as
compared to the discounting of single outcomes adding up to the same total amount, and
find new anomalous behavior. It is struggling that such simple objects as constant
sequences produce anomalous preferences, since we face constant sequences of
outcomes very often in our everyday life, as, for example, whenever we decide on a
purchase that consists of paying in several monthly installments. Chapter 3 thus opens
what I believe to be an important new line of research, namely the evaluation of constant
sequences as a good testing device of our theories. While a sequence of outcomes is
simultaneously a set of multiple outcomes, and a set of subsequent outcomes, the
literature has focused its attention until now in the second feature. And there it has found
several anomalies because people are not indifferent among different shapes of a
sequence; but my results indicate that the first feature is equally important, in fact,
possibly even more fundamental, because it addresses more basic questions to the
standard models in intertemporal decision making.

The dissertation will end with a summary and conclusion section, in which I
comment on the main findings presented, and discuss future direction of research. At the

end of the text I also provide tables and graphics for total and partial results of the
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General Introduction

experiments, together with the description of materials and an evaluation of the quality

and representativity of participation.

In sum, the dissertation that starts in the next page is thus a combination of two
chapters further exploring some of the main anomalies in intertemporal choice, together
with one chapter presenting the historical development of the field, the mathematical
foundations underlying its main findings, and also unsolved methodological questions
surrounding the standard theory. So the fundamental objective of this dissertation is to
contribute to the deepening of our understanding of how the presence of time affects
decision making, hence, how time affects individual well being, individual happiness. As I
hope the dissertation will show, we are still too far from a sufficient understanding of this
problem so as to provide a radically better modelization of it; so to deepen our
understanding of intertemporal choice is basically to contribute, step by step, to a better
description of new anomalous phenomena occurring in intertemporal decision behavior,
accumulating empirical work and discussing unfortunately mostly partial effects. We
probably need now more data (experiments) than models, so that, if one day a Newton
shows up, we make sure he has sufficient data available. Playing Newton with no
previous systematic data collection, seems too difficult. Playing Tycho Brahe seems to
come first.

Therefore, if this dissertation contributes to the available empirical evidence of
effects in intertemporal choice, then it will have accomplished a first significant mission.
Then, if it also served to open a passage through the anomalies of human decision
making, so that someone can look through it and see the way out to a different, better
solution for modelling intertemporal choice, it would have fulfilled also my highest

expectations.
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Chapter 1
Rational Intertemporal Choice Reviewed

“(...) In conclusion, any connection between utility as discussed here and any welfare
concept is disavowed. The idea that the results of such a statistical investigation could
have any influence upon ethical judgements of policy is one which deserves the
impatience of modern economists.”

Panl Samuelson

“A Note on the Measurement of Ultility” (1937)

1.1 Introduction

This final, cautious remark by the influential economist Paul Samuelson in 1937
was to be in fact the bzrth of what has ever since been the standard economic model for
rational intertemporal choice: the theory of discounted utility. This theory has been so
widely used by economists as to cover from an agent’s investment behaviour to —of
course- policy issues such as the proper allocations of wealth among different
generations. It is claimed, in fact, that discounted utility is to inter-temporal decision-
making what expected utility is to decision-making under uncertainty (Loewenstein &
Prelec 1992). And there is no doubt Samuelson’s 5 pages paper established a central
approach to time preference in modern economics.

Now we may ask ourselves whether such a phenomenal success has been due, as
Samuelson himself feared, to the impatience of economists, too ready to disregard the
limitations of discounted utility. The answer, as we shall see in Chapter 1, is “not only”.
While we review its main features, we will see how, despite its simplicity, Samuelson’s

approach achieved to capture many previous insights on time preference into one single



Chapter 1: Rational Intertemporal Choice Reviewed

formula, solving several technical problems of the theories preceding his own.
Discounted utility incorporated, for the good and for the bad, several assumptions that
the intellectual legacy of many economic thinkers laid down to Samuelson, starting from
Adam Smith and the Classical School, and going all along through neoclassical
economics to reach the fundamental contribution of Stanley Fisher. No wonder, then,
that discounted utility was instantly established as the orthodoxy.

Why then was Samuelson that much worried? To the just mentioned inherited
assumptions, he had added new ones for mathematical convenience. The result was a
very parsimonious theory of intertemporal choice that had significant limitations.
Samuelson himself was perfectly aware of them, and that shall be no surprise. He had
both the sensitivity to the need of the empirical grounding of economic theories’ and a
deep knowledge of mathematical economics. In other words, Samuelson could perfectly
realize the mathematical attractiveness of his newborn theory, but knew also its rather
limited scientific reach; and that is why he was concerned with an abuse of his model by
modern economists.

This abuse occurred, and has actually lasted until the early 80s, when the first
systematic experiments were done. Then there came the beginning of a vast literature
studying the so-called anmomalies of discounted utility, anomalies that have cast serious
doubts on the validity of discounted utility as a proper theory of rational dynamic choice.
It is the aim of this first chapter to review both the foundations of discounted utility and
the major findings regarding the above mentioned anomalies, and describe the main
alternative intertemporal choice models appeared in the second half of the 20" century,

all of them challenging Samuelson’s formula in one way or another.

Chapter 1 in this dissertation will, hence, consist of an up-to-date insight into the
economic theory of rational intertemporal choice, starting at the eatly neoclassical
authors and ending with the most recent findings in the field. My purpose is to develop a
critical review that provides the reader of the remaining chapters with the theoretical
background needed to evaluate the relevance of the results presented in this dissertation.
Throughout the next pages I will therefore describe the mathematical and psychological
foundations of discounted utility and its theoretical alternatives into some detail, and try

to extract, in the conclusion to this first chapter, an evaluation of the normative and

3 In fact, Samuelson is the father of ‘revealed preference’, a theory aimed at founding microeconomics
empirically (see Samuelson (1938)).
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Chapter 1: Rational Intertemporal Choice Reviewed

positive validity of discounted utility as the standard theory for rational intertemporal

choice.

1.2 The Legacy of Classical Economic Thought

The idea that the value of a good depends on the timing of its consumption was
already present in economic thinking in the 18" century4. But an in-depth study of the
economic and psychological motivations underlying time preference had to wait until the
publication in 1834 of The Sociological Theory of Capital, written by who is in consequence
considered the father of intertemporal choice modelling: John Rac’. According to Rae,

there are four determinants of what he labelled “the effective desire of accumulation™:

L The Bequest Motive
11. Self-restrain
I11. Uncertainty of Human Life

IV.  Excitement of Immediate Consumption

Factors I and II are considered to promote the desire of accumulation, while factors III
and IV are supposed to limit it. All four factors jointly determine a person’s time
preference. Thus, for example, the more uncertainty an individual has over his life (factor
III), the less he will care about the future, and, consequently, the lower will be his desire
of accumulation. On the other hand, the higher his affections towards his heir (factor I),
the more value he will give to the future, and, consequently, the higher will his desire of
accumulation be.’

The marginalist William Stanley Jevons took years later the following more
technical view (Jevons 1888 [1871]): to maximize total utility over time, a person ought to
distribute consumption of a good over ‘n’ days so as to equal each days’ marginal utility

v,, that depends upon consumption increasingly, times the probability p, of the good

remaining consumable:

4 Even a formula for present value existed already in that times, thanks to contributions like that of Halley
(1761), more famous for the comet that bears his name -as reported by Mark Rubinstein (2003)-.

> The relevance of Rae’s work as a pioneering one in this topic is made clear by Irwin Fisher’s dedication of
his famous Theory of Interest: ““To The Memory of John Rae and of Eugen von B6hm-Bawerk Who Laid the
Foundations Upon Which I Have Endeavoured to Build”

¢ And, hence, according to Rae, the higher his nation’s wealth will be. Interestingly, Rae’s own theory on
the Wealth of Nations was precisely based on the different desire of accumulation of their inhabitants.
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Chapter 1: Rational Intertemporal Choice Reviewed

(1) lel:V2p2:"':vnpn

Since (p,),., ,1is to be assumed a decreasing sequence for obvious reasons, and under

the assumption of decreasing marginal utility, this equation means that future
consumption of the commodity should be less than present consumption, since lower
consumption means greafer marginal utility7. Jevons assumed that this kind of time
preference, owing to the fact that there is an intrinsic uncertainty on whether future
consumption is ever going to happen, is completely rational. But he also acknowledged
an zrrational time preference, due to men not being perfectly foresighted and to take this
fact into account, he defined ¢,, ¢, ¢, ¢te., to be “the undetermined fractions which express the
ratios of the present pleasures or pains to those future ones from whose anticipation they arise” (Jevons,
1888, 111.62). Such discounting factors completed his previous equation to make it as

follows:

@ VPiq, =VaPrqy ==V, D4,

We can immediately see how these new ‘irrational’ factors become a further explanation
of why people allocate less consumption to the future than to the present, for it is natural

to assume that instant pleasures will be more valued than the anticipation of the same

pleasures occurring sometime in the future. If, in consequence, (q,)., ,is also

considered a decreasing sequence, then equation (2) means that individuals allocate lower
consumption to the future than to the present for two distinct motives, of which one is
deemed rational —intrinsic uncertainty because of the passage of time- while the other is
considered irrational —undervaluation of future pleasures-.

In 1884, Eugen von Bohm-Bawerk (1890) claimed that this systematic tendency
to underestimate future pleasures may be due to humans lacking the capacity to make a

complete picture of their future wants, especially when it comes to remotely distant

7 That lower consumption means higher marginal utility is true only under the assumption of diminishing
marginal utility of consumption, a natural one to be done by Jevons. Under his view, there are thus two
competing forces: diminishing marginal utility invites us to postpone consumption, while uncertainty
recommends us not to do it.
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ones’. Bohm-Bawerk’s voluminous work Capital and Interest was mostly devoted to the
study of time preferences. Together with other very insightful psychological
considerations, this work interests our review because it further developed the
methodology, already present in ]evons9, based upon considering the allocation to
different consumption periods as a mere fechnical question; in essence, as a matter of
efficiency, given some preferences.

This feature is of crucial importance to the understanding of how and why
contemporary intertemporal choice theory gradually moved away his focus from the
psychological determinants of time preference, and hence abandoned, in favour of a
robust mathematical theory, any rationality consideration (other than internal

consistency, as we will see).

The ‘technical’ approach originated by Béhm-Bawerk was further perfected by
the American economist Irwin Fisher, who achieved a formalization of time preference
in terms of economic trade-offs among consumption in different periods (Fisher 1930).
According to Fisher, every person has his own rate of ‘impatience’, one that depends
upon objective (size and risk of future income) and subjective factors (foresight, strength
of will, habit, uncertainty, selfishness, influence of fashion). But in a monetary market,
people will freely lend and borrow until their personal rate of time preference equals the
interest rate available in the market. Fisher’s idea is that an individual whose degree of
impatience is, for example, higher than the interest rate, will be willing to borrow money
from another individual whose impatience is lower than the market interest rate. But
once he has borrowed, his current income will be higher, making him automatically less
impatientlo. This process will last until his or her rate of impatience equals the market
interest rate. An analogous reasoning is valid for someone whose impatience is lower
than the interest rate. In equilibrium, thus, people’s degree of impatience is expected to
equal the market interest rate.

Fisher’s theory was very close to discounted utility. In fact, it was a theory of

discounted utility, although Fisher did not propose a single formula to evaluate

8 This line of research has been lately further developed in Loewenstein, O’ Donogue & Rabin (2003), who
show that people systematically tend to mis-predict their future utility by considering it too similar to their
current utility.

1 depart here of the opinion of Fredrick, Loewenstein and O’Donoghue (2002) who consider B6hm-
Bawerk to be the first to favour this methodology. My position is based on the formulae just presented,
where Jevons clearly argues for an allocation that maximizes utility over different periods as if they were
different alternative ‘uses’ of the good.

10 Here underlies the crucial assumption of the degree of impatience being inversely proportional to
income, “Impatience Principle A” in Fishet’s theory.
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consumption paths, among other things, because he was too aware of the variability of all
influencing factors. What Fisher proposed is that we view the individual in the market as

allocating money to satisfy the following equilibrium-formula in The Theory of Interest:

X, X, X

n

+ + +..+ =0
1+i  (1+i)(1+iy) (I+i)(+5)x...x(1+17)

Xo

This equation states that the present value of all ‘additions’ x,,x,,x,,...,x, equals zero,

where additions for every period mean positive or negative amounts added to a period’s

income (because of borrowing or lending). Thus, if an individual wants $100 from next

yeat’s income allocated to his current income (x, =+100), then he will have to remove

(subtract) more than $100 from next year’s income (x, =—110, for example), so that the

sum of present values of both additions equals zero. What interests us from this
approach is both the fact that Fisher already thought in terms of compound interest, and
also, as we can see in the formula, the fact that he considered a different interest rate for
every period, arguing that interest rates certainly could differ among periods even for the
same person.

The use of different interest rates per period together with his assumptions about
the many psychological factors influencing intertemporal decision-making, all are signs of
how economists before Samuelson treated intertemporal choice. Their fundamental
legacy was double: on one hand, the multiplicity of psychological factors influencing time
preference, some of them considered irrational; on the other hand, the possibility of
achieving a technical-mathematical description of intertemporal efficient a/locations based
on interest rates. Discounted utility continued developing the latter, while leaving aside
the former. From a descriptive point of view, intertemporal choice theory lost then its
concern for the multiple phenomena affecting time preference. From a normative point
of view, the theory lost all distinction among rational and irrational' ! causes of time
discounting. It gained, nevertheless, the usefulness of a simple and robust mathematical

formulation.

1T Among which neoclassical economists counted lack of education and poverty (Peart 2000), conferring
institutions the task of correcting these sources of irrationality.
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1.3 'The Formulation of Discounted Utility

In 1937, Paul Samuelson wrote a very influential paper: “A Note on the
Measurement of Utility” (Samuelson 1937). In his paper, Samuelson showed that, under
certain assumptions, it was possible to infer (to measure) the utility function underlying a
series of choices made by an individual over a certain period of time. The basic idea was,
thus, to find what mathematical structure makes it possible to unambiguously determine the
form of an individual’s utility function for consumption over a specified time period. The
spirit of Samuelson’s paper resembled in fact very much his idea of revealed preference,
first published only one year later.

To achieve such a ‘measurement of utility’, Samuelson stated the need of several
assumptions. A most fundamental one is the one that assumes that “during any specified
period of time, the individual behaves so as to maximize the suz of all future utilities”.

Mathematically, the individual is thus supposed by Samuelson to maximize the following

integral:
T

J = [V(xn-dt )
0

Where V(x,t) is the utility value of income x in time 7. But then, future utility is not
directly comparable to present utility. Future utilities need to be “reduced to comparable
magnitudes by suitable time discounting”, in Samuelson’s words. Now the natural
question to ask is sow should such a discounting occur. And here came Samuelson’s most
decisive assumption: discounting was considered independent (separate) from utility. An
individual’s future utilities were disentangled into a regular utility function for money"
U(x) -also called ‘instantaneous utility’-, and a discount function D(¢) that assigns a
weight to utility at every time period. The original utility function is substituted by the

following one:

V(x,t)=U(x) - D(f)

The individual is assumed to have an ‘instantaneous utility’ for money that does not

depend on the timing of its consumption. Any time preference is thus confined to the

12 Samuelson’s theory was intended to explain only preferences over money income.
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discount function D(#). And in consequence, the individual is now assumed to maximize

the following integral:
T

J:jU@yDamt @)
0

The disentanglement of value into instantaneous utility and discount function is
an arbitrary assumption that imposes a particular szructure on time preference. Samuelson
did, thus, impose two fundamental assumptions: behaviour as maximization of the su» of
future utilities”’, and discounting of future utilities computed as a separate function.

In fact, Samuelson went further and proposed a specific discount function to
arrive at a solution to his original measurement problem: the exponential discount
function. The choice of exponential discounting was inspired by the following reasoning:
in Samuelson’s setting, an individual is supposed to efficiently allocate a stream of money
income over time. If for a certain period the individual chooses not to consume, the
unconsumed money yields an interest in the next periods. And it was reasonable for
Samuelson to compute this interest as a ‘compounded interest’, since compound-interest
was at that time already widely used in financial economics. For the sake of simplicity,
Samuelson chose continuously compounded constant interest for his model. Under all

these assumptions, the integral assumed to be maximizing by the individual became the

following:
T

J=IU@)€”& ©)
0

where 7 =In(1+7) is a constant rate, and i is the per-period equivalent interest rate to

continuonsly compounding at interest 7.

Samuelson’s model is also called ‘constant discounting’ or ‘exponential
discounting’. And Samuelson’s choice of this model was not as arbitrary as one may be
tempted to think. As we will next see, exponential discounting has a rationale as a model

for intertemporal choice.

13 Which implies ‘consumption independence’ (see axiom 3 in section 1.4.2) and therefore excludes certain
common preference patterns.
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1.4 The Axiomatic Foundations of Discounted Utility'*

1.4.1. The Axiom System Underlying Discounted Utility

I will now present and discuss the complete axiom system underlying Discounted
Utility. In fact, different axiom systems were proposed in the second half of the 20"
century”. Here 1 have chosen mainly to combine the classical work by Krantz et al
(1971), with two contributions by Wakker (1989) and Ahlbrecht & Weber (1995). The
reason for this choice is that, first, Krantz et al (1971) is the most general approach to
additive representations (as I will show later); second, Wakker (1989) is the most intuitive
approach to additive representations; and third, Ahlbrecht & Weber (1995) is a clear
discussion on the implications of every axiom for the specific theory of intertemporal
choice, with emphasis in normative questions regarding the rationality of the different
discounting models I will consider.

The following development is, thus, a true combination of all three pieces of
work with my own elaborations, to give the reader of this dissertation the best possible
unified description of the implications of the axioms for rational intertemporal choice.
The spirit of this reconstruction resembles that of Ahlbrecht & Weber (1995);
nevertheless, the difference the reader will find with that paper is that (a) I present the
algebraic (more general) approach to additive representations, while they refer to the
topological approach; (b) I use the more standard Cartesian product structure as set of
alternatives, while they use a more sophisticated set; and (c) I enter into many
mathematical details that their development does not'. In sum, the development that
follows tries to describe the axiom system for intertemporal choice in the spirit of
Ahlbrecht & Weber (1995), but with the rigor of the classical reference Krantz et al.

(1971) and enhanced by examples, illustrations and some proofs on myself.

14 By the term ‘discounted utility’ I will from now on refer to the model implied by Samuelson’s integral
(3), i.e. exponential discounting.

15 Axiom systems for discounted utility have been proposed by Koopmans (1960), Lancaster (1963),
Fishburn & Rubinstein (1982). See also Ok & Masatlioglu (2003) for a more recent axiomatic theory of
time preference that takes in several departures of the standard discounting model.

16 T describe the axioms and theorems together with examples, and give, where possible, sketches of the
main proofs (in this section, 1.4.1). Also, I have tried to correct Ahlbrecht & Weber (1995) regarding
certain imperfections: the authors do not mention in their theorem 2 that they need at least three periods
for the additive representation to result, while I do not only mention it, but also justify it and give examples
of why this is so. Also, they use a set of alternatives for which, to my knowledge, no additive representation
theorem exists, while I, as mentioned before, use the more standard Cartesian product -Wakker (1989)
shows that the Cartesian product is crucial for additive representation (see remark I11.4.1, page 73)-.
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The starting point is the following setting. The objects of choice will be streams

of consequences (consumption paths). Let [ = {O,l,...,n} , with ne N, be a finite index

set. Possible consequences in period i€ I are real numbers belonging to an arbitrary'’

non empty set X, C R. I will also use R" to refer to the set of positive real numbers

including zero, and R™ to refer to the positive real numbers excluding zero. For a
consequence stream I write x =(x,,X,,...,x,), where x, € X,indicates consumption in

period i. Thus, I define the set of alternatives as a Cartesian product structure as follows:

Q=J]x

iel

Now consider a binary relation = defined over the set £ to describe a decision-maker’s
preferences, so that if he weakly prefers stream x over y then we write x = y. Now let

us establish the following standard axioms:

AXIOM 1 (transitivity)

Vx,y,ze Q ,ifx >y andy >z, thenx >z
AXIOM 2 (completeness)

Vx,ye Q ,eitherx »yory>=x

Also, two associated binary relations ~ and > are defined from > as usual:

x~yox-yandy = x
x>y&x>=yandnotx ~ y

Axioms 1 and 2 guarantee that the individual’s preferences = over € are a weak

order”®, and are common to those of choice theory without the time dimension. I will

b

from now on refer to (Q,i) as an zntertemporal choice problems in which = is a weak order

171 will follow here the so-called algebraic approach that dispenses with the topological assumptions on
X, by using instead two axioms, restricted solvability and the Archimedean axiom. I will introduce them

next. For a discussion on the pros and cons of the algebraic or the topological approach to additive
representations, see Wakker (1988).
18 A weak order differs from a total order in that it need not be antisymmetric, this is, in a weak order (or

preference) it is not necessarily the case that if x>~ and y > X then X =) . In contrast, a total

order is a weak order that is antisymmetric. A natural example of simple order is <R, 2> 1 it is a weak order

(complete and transitive), and it is also antisymmetric.
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or preference relation defined over the set of alternatives €2, given an index set of

periods /.
But more mathematical structure than (Q,i) is needed to arrive at a tractable

model of intertemporal choice. In particular, we want to disentangle two sources of
utility, on one hand the utility of consumption, and on the other hand the
utility/disutility of how long one has to wait for that consumption. For such
disentanglement, intertemporal choice theory first establishes the existence of an additive
representation, meaning utility of a consequence stream equals the sum of utility of
consumption in each separate period, as we saw in Samuelson’s formulation. To obtain such a
representation we will need to introduce more assumptions.

Our first step concerns the independence of the weak order with respect to equal

substreams. Let me introduce this concept:

Substreams: Consider @ # A/ and let x, denote the element of HXI. with 7-#h
i€A

coordinate x; forall ie A.1will call x, a substream. Given x, x, can be considered the

restriction of x to A. Of course, Xip =X and x, =x. In general, the length of x, is

|A| . Similatly, let x_, denote the element of HX . with 7-#h coordinate x, forall i¢ 4.
ig A

Finally, for x,ye HX .» X_,»¥, denotes the stream with i-th coordinate x, forall i¢ 4,

iel

and with i-th coordinate y, forall ie 4.

I now introduce the crucial axiom for the existence of an additive utility function
representing the weak order = . This axiom is called ‘independence of equal substreams’,

and was already discussed informally by Fisher (1927).

AXIOM 3 (independence of equal substreams (IES))

For any non-empty A C I, take arbitrary x,x',y,y'e Q; then

Xy, m X' gy, eox vy, mx

29



Chapter 1: Rational Intertemporal Choice Reviewed

. . . . 19
This axiom imposes independence of common consequences . It means that

preferences over streams of consumption are not affected by changes in substreams that
are common to those streams. For example, imagine the set X, € R" represents possible
salaries to be earned in year i from the company you work at. Consider a five-year salary
stream X = (X,,X,,X,,X;,X,), where X, represents the annual salary to be received in year
i (expressed in thousands of euro), with ie 12{0,1,2,3,4}. Now let an individual

choose among the following two options:

x=(10,15,10,20,10)
x'=(10,10,10,20,16)

These two options share the amounts in periods 0, 2 and 3. So let us define 4 = {0,2,3} ,

and use the language of substreams to say that both options have the common substream

v, =(10,10,20)e X, x X, xX,. We in fact can refer to the above mentioned streams as:

Stream A: x_,y, =(10,15,10,20,10)

Stream B: x'_, y, =(10,10,10,20,16)

Now say he prefers x_,y, over x'_, y, (stream A over stream B), because he is willing

to sacrifice six thousand euro in period 4 in order to get five thousand in period 1. Then
IES implies that this preference should not be affected by changes in the amounts that

are common to both alternatives. In particular, consider a choice among the following

new options in which the common substream y, =(10,10,20) has been replaced by

v, '=(8,12,14):

Stream C: x_,y,'=(8,15,12,14,10)

19 For the case of 4 being a singleton, IES is equal to what is called coordinate-independence (CI), so that
IES implies CI; but it is also important to observe that, for finite Cartesian products like the one we are

considering (£2), CI implies TES: if the preference among two alternatives X and X' (with common

substreams, say X_,V, =~ X', V) is unaffected by the replacement of a common coordinate (because

of CI), we may replace one by one all identical coordinates Y, for i € A without affecting the preference
by any of these replacements, and thus arriving at IES.

Also, when the complementary set, I \ A, is a singleton, IES becomes weak separability.
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Stream D: x'_, y,'=(8,10,12,14,16)

If the individual chose A over B before, then IES demands that he now chooses C over
D. But in general, this means that our intertemporal choice model will not be able to
capture many preferences for specific ‘patterns’ of consumption. For many people the
fact that stream D has an increasing pattern makes this option automatically more
valuable. So many people would violate IES by choosing A over B and D over C.
Probably, for such people, the utility of the salary in one year depends on other year’s
salaries, a preference that is incompatible with the assumption of independence among
consumption in different periods™. (There is plenty of empirical evidence for such
preferences; see, for example, the pioneer work of Loewenstein & Sicherman (1991). 1

refer here to section 1.7.3 for a more detailed comment on this anomaly)®'.

Let us now continue our reconstruction of the axiom system for intertemporal

choice. Under certain topological assumptions on the sets of alternatives - X, to be a

i
connected topological space, and  endowed with the product topology-, which I here
have not imposed, axioms 1, 2 and 3 would already be sufficient for an additive
representation for any continuous weak order, provided there were at least 3 essential
coordinates™. Note that an essential subset of coordinates is one for which the weak

order yields not indifference for all of its elements.

DEFINITION 1

Suppose (€,>) is an intertemporal choice problem. For a subset A < I and a subset
P c Q we define that 4 is essential on P if and only if

X_ V= X_ W,

for some x_,v, and x_,w, in P

20 A simple model, were utility in one year only depends on utility in the year before has, unfortunately,
proven not sufficient to fully explain observed violations of independence; see Loewenstein & Prelec
(1993).

2 Note that a preference for an increasing stream per se can be captured by additive utility, provided that
one assigns negative time preference to the individual (i.e., that he prefers late consumption over soon
consumption); in the previous example, nevertheless, the individual revealed positive time preference with
the choice of B over A, which means that his preference for an increasing sequence are not due to negative
time preference.

22 This result is to be found in Debreu (1960) and Wakker (1989, pp.49). I will comment later on the rather
surprising case of only two essential coordinates, which needs one more axiom to guarantee the existence
of an additive representation.
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In other words, it means that the periods in A4 are relevant for the ordering of elements

in P. I will refer to an essential coordinate whenever A is a singleton.

From now on I will write (Q, =, IES ) to refer to an intertemporal choice
problem in which the preference relation > satisfies the independence of equal
subalternatives (axiom 3). The classical result by Debreu (1960) says that given such an
(Q,E,IES ) in which >~ is continuous, there exists an additive representation provided
that there are at least 3 essential periods, and that we assume certain topological
properties on €.

For an approach without topological properties on €, I present next the axioms
restricted solvability and the Archimedean axiom, following Krantz ez a/ (1971), pp.301-

303. A solvability condition was already present in Fisher (1927), but the first use in an

algebraic version of additive representation is in Luce (1960).

AXIOM 4 (restricted solvability)

A binary relation >~ on € satisfies restricted solvability if, for all i€ [ Z{O,l,...,n} s

whenever there exist X;,7;,7,€ X; and v_,w_; € H X, for which
jel\{i}

VW Z XYV Z YW,

then there also exists x,'€ X, such that x,'w_, ~x,v_,.

1 -1

More visually, if you think of 7 +1-dimensional streams, this property states that for

every i€ I, whenever
(WO,...,j/l.,...,wn ) > (vo,...,xl.,...,vn) >~ (wo,...,)jl.,...,wn)
then there exists x,'e X, such that

1

(wo,...,x,. e W ) ~ (vo,...,xl.,...,vn)

n
For the case of two-period streams, [/ ={0, 1} , we can interpret restricted solvability

geometrically as follows (see Figure 1.1). The indifference curves represent the sets of

indifferent streams.
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Restricted
solvability
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Figure 1.1

One way to interpret this is that, given the inequalities such as, for example, yw = xv
and xv 2= yw, we can always solve them by finding the appropriate element x' in X
that yields x'w ~ xv, this is, that solves the inequalities. Or, put in other words —and for
the (n+1)-periods case-, it excludes the possibility of measuring holes in the sets X, of
our Cartesian product structure in the following sense: whenever you find a weak
preference like p,w_, = x,v_, = y,w_,, then you have to be able to find a x,'e X, so that
you can solve the equation into x;'w_, ~x;v_;. The absence of such a x;' would mean

there are elements missing in X, that prevent us from measuring the value of the

difference expressed in the above weak preference in terms of the coordinate i.”

23 More generally, restricted solvability is a structural axiom that asserts that solutions exist to certain
classes of equations or inequalities. For example, imagine you want to measure the lengths of two different
shoes. It is clear that, in order to measure this difference, we need a sufficiently enough dense measuring
rod so that we can measure their difference precisely. Put in other words, imagine shoe @ is longer than

shoe b, and we write @ > b ; Imagine also I have a measuring rod made of equally spaced points. Then,
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How restricted solvability is related to continuity

The topological assumption assumed by the approaches to additive representation in
Debreu (1960) or Wakker (1989) imposes that every X, is a connected topological

space’. Now, put together, the continuity of a weak order and the connectedness™ of a
topological space imply restricted solvability (see Lemma II1.3.3 in Wakker 1989, p.44).
And this is one crucial connection between the so-called topological approach to additive
representations and the algebraic approach. I have chosen to follow the algebraic
approach because restricted solvability is a more general assumption. To see why, 1

present next an example of a continuous weak order defined over a two-period space

X,xX,, where both X, and X, are not connected, and still > satisfies restricted

solvability.

Define possible consumption in each period as a subset of the natural numbers as

follows:
X, =X, =N\{0}
Note that these sets are not connected, since for both sets it is possible to find two

disjoint subsets O, = {1,2,3} and O, = {4,5,...} that are closed, and such that

X,=0,uU0, and X, =0, U0,.

Now define = on X, XX, by:

(x,y)=(xy)ex+y2x'+y'

restricted solvability means that I will always find a € belonging to this measuring rod such that

a ~ boc. Restricted solvability says that I can make the measuring rod as dense as I zeed to solve my
equations.
% The topological assumption in fact assumes also se¢parability -to deal with the trivial case of only one

essential coordinate; see Wakker 1989, p.43- and the Cartesian product HX ; to be endowed with the
iel

product topology.

2 A binary relation > on €2 is continuous if for any X€ L) the sets {yE Q/xty} and

{y'e Q/y'>= x} are closed sets. On the other hand, a topological space X is connected if it cannot

be partitioned into two disjoint closed sets O, and O, such that X =0, U O, . An example of such a

set is an interval of the real numbers.
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It is clear that >~ is a continuous weak order: completeness and transitivity hold, and

continuity also holds, since for all (x',y')e X, XX, the sets

{(x", ") e XX, (x%,p") = (6, 37)] and {(x, 7)€ Xox X, :(x',0") = (%,7)]

are closed sets.

And see that restricted solvability holds also. Suppose you have:
(n,m)=(n',m') = (n,,m)

For restricted solvability to hold it is needed that we can guarantee there exists x€ X,

such that
(x,m) ~ (n',m') ot, equivalently, x+m=n'+m'

The question reduces now to see whether there will always exist x =n'+m'=m thatis
positive. But from the first inequality we know that n'+m'2n, + m , which implies

x>0.

As this example shows, = is a continuous weak order that satisfies restricted solvability,

while being defined over a Cartesian product whose X, are #of connected.

It is also possible to find an example of a weak order that is #of continuous but

does satisfy restricted solvability. Define possible consumption in period i as the set
X, =R", and consider the space of two-period streams, X, X X,. Define the following

function:

i —1 if (x,»)=(0,0)
u(x,y)=

xy if (x,y)#(0,0)

Now define a binary relation = as follows:

(x,y)=(x\y") @i(x,y) 2i(x', y")
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The idea of such a preference relation is to modify a well-known preference relation
defined by the product of the components, by making all streams in the axes indifferent

among themselves, except stream (0,0). This weak order is complete and transitive, but
not continuous. To see why, define the set W of all streams weakly preferred to (0,1).
This set will consist of all streams but not (0,0), which belongs to the boundary of W'

This means that W is not closed, and thus, that > is not continuous.

This preference relation nevertheless satisfies restricted solvability. Due to the symmetry

of > we only need to prove it for one period. Take x,y,ye X, and v,we X, for which
yw>=xv>=yw. 1 will show there exists x'e€ X, such that xv~x'w for each of three

possible situations:

(a) Either x=0 or v=0 (but not both)

Then, #(x,v) =0 by definition. In consequence,
1. choose x'=0 in case w# 0 and you get u(x',w)=0

2. choose any x'e X, in case w=0 and you get z(x',w)=0

(b) Both x=0 and v=0
Then, #(x,v)=-1 and because (x,v)>(y,w), we know also (y,w)=(0,0). In

consequence, choose x'=0 and you get u(x',w)=1u(x,v)=-1.

(c) Both x#0 and v#0

. xv
Then, because xv>=yw, necessarily w# 0. Thus, choose x'=— and you get
~ w

u(x'\w)y=u(x,v)=xv.

Restricted solvability is, nevertheless, a sufficient but not a necessary axiom of
additive representations (Krantz ez o/ 1971, p.23). In contrast, the last axiom we need to

ensure an additive representation of > seems to be a necessary axiom: the Archimedean
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axiom™. It is called Archimedean because it corresponds to the Archimedean property of

the real numbers that states that, for any positive number x (no matter how small), and

for any number y (no matter how large), there exists an integer 7 such that nx=>y.

The meaning of the Archimedean property is that any two positive numbers are
comparable, this is, that their ratio is not infinite. In the context of our measurement
problem, the Archimedean property makes sure that it is always possible to compare
differences in amounts of different periods, i.e., that consumption in one period is never
infinitely better than consumption in another one. In order to present more formally the
Archimedean axiom in our intertemporal choice problem, I need the following two

definitions.

DEFINITION 2 (induced relations >,)

Given (Q,=,IES),let Acl and P=]]X, cQ. I will call =, an induced order and

ied
define it by:

for x,,x, e P,

x,'=, x, if and only if for some y_, e []X, , x,'y_, =x,»_,.
jed

LEMMA 1 (=, are weak orders)

For all A c [, the binary relation =, of Definition 2 is a weak order.

Proof: first suppose =, is not complete; then, there exist x,,x,'€ P such that both
x,'#,x, and x, %, x,'. This means, consequently, that there is no y_, such that
x,'v.,~x,y_,or x,y ,~=x,'y_,,which contradicts the completeness of .

Second, suppose there exist x,,x,',x,"€ P such that x,">, x,' and x,'>=, x,. This

) , )
would mean there exist y_,,y_,'€ H X ; such that:
jel\A

n 1
X'V X,V

x,'v_,'=x,y_," ,which by IES also implies x,'y_, = x,y_,.

26 For a discussion on necessary, sufficient and independent axioms of additive representations, see Krantz

et. al (1971), p. 21-25.
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Then, by the transitivity of =,
x, "y ,=x,'y yand x,'y_, =x,y , implies x,"y_, = x,y_,, which implies that

"
X, "=, x,.

As we can see, then, the independent weak order = over the whole Cartesian
structure of consumption streams induces weak orders =, for consumption in a subset

of periods 4.

The second definition I need before I can present the Archimedean axiom is that of
standard sequence. The idea undetlying standard sequences was also already used by
Fisher (1927), but the formal use for an algebraic approach to additive representations I
make here is due to Krantz (1971).

DEFINITION 3 (standard sequence)

Given (Q, =, IES ) For any set § of consecutive integers (positive or negative, finite or

infinite), a set {xf /xie X, seS§ } is a standard sequence on period i if and only if there

1
z ,and forall s,s+1e S, x'y . ~x"z .

exist y_,,z_, € H Xj such thatnot y_; ~

jel\{i}

—i

The notion of standard sequence is of crucial importance for the understanding
of additive representations, and thus, also for the understanding of an additive
intertemporal choice model as Discounted Utility. Let me therefore present the

construction of a standard sequence in a two-period setting (see Figure 1.2).
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XZ
Il A standard sequence
on period 1
z \ —
1 3 > Xl
X, x; X X

Figure 1.2

Given a weak order = represented by the indifference curves in the example of Figure
1.2, elements x|, x;, x; and x; form a standard sequence on period one. The way to
construct such a standard sequence is thus clear: start at an arbitrary point x/y and
descend along the indifference curve that goes through this point until an arbitrary x7z.
Then, go up vertically until you reach the height  and meet the indifference curve that
goes through x;7z . Descend along this indifference curve until you reach back the height
z at point x;z. You may continue this process to construct a standard sequence as long

as you want and can (depending on the nature of the set of consequences in period 1 and

on the nature of the preference ).

The notion of a standard sequence is therefore crucial to additive measurement:

Suppose we had an additive representation of the preference relation =, so there existed

functions u,,u, into the real numbers such that

(x',y')t(x,y) @ul(x')+u2 (y')Zu1 (x)+u2 (y)
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Then, what we are doing here is establishing that the change in value of moving from
consuming X to consuming X, is equivalent both to that of moving from x; to x; and
to that of moving from X, to x|, since all three ‘intervals’ value the same in terms of
elements in period 2, namely the value we give to moving from z to y. We thus say that
X, X', x, and x; are equally spaced in period one. The term equally spaced is

therefore sometimes used in the literature instead of that of standard sequence.

The difference in value of moving from z to y acts thus as a ‘measuring rod’

establishing the value of the difference among consuming any two subsequent elements

in the standard sequence. For example, we can establish that
1, () + 1t (v)= uy () + 11 (2)
u, (x}) + 1, (y) =u,(x)) +u, (Z)
() +u, (v) =1, () +1u, (2)

So that in fact, for example, we could say that u, (xf)—ul (xll)=3(u2 (v)—u, (Z)),

which means that changing consumption from x, to x; equals three times the change in

consumption from z to y.

DEFINITION 4 (strictly bounded standard sequence)

Given (Q, E,IES). Aset B= {xl.l,xl.z,...,xf,...} is a strictly bounded standard sequence

on period i if it is a standard sequence and there exists X, € X, such that X, > x; for all

1

x €B.

Now, if an additive representation exists, then if a standard sequence is infinite, it cannot
be strictly bounded. The reason is that if it could be strictly bounded, then the value of
moving consumption from any of its elements to the above bound would not exist (since

it would be infinite times the measuring rod).
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X, A A strictly bounded,
infinite standard
\ sequence
y \

NN
~ DL

1 2 5
xl xl xl xl xl Xfl (X 1) X

Figure 1.3

This principle states that consumption in one period cannot become infinitely more
relevant than consumption in another period (see Figure 1.3). Consumption in one

period shall always be ‘comparable’ to consumption in a different period.

The condition I just discussed corresponds to the so-called Archimedean
property of the real numbers: for any positive number x, no matter how small, and for
any number », no matter how large, there exists an integer 7 such that nx 2> y. This is
equivalent to saying that any two positive numbers are comparable, i.e. their ratio is not
infinite. Another way to express this property is the following: the set of integers n for
which y > nx, is finite.

Now, since this property is true for the real numbers, it has to be also true in our
preference relation, since we are seeking a representation of preferences into the real

numbers. The following axiom is thus a necessary axiom for additive representations.

AXIOM 5 (Archimedean axiom)

Every strictly bounded standard sequence is finite.
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We are now ready to formulate an additive representation theorem. Note that, since

1= {0,1,...,}1} , then n =2 means three or more periods.

THEOREM 1 (Additive Representation Theorem,; Krantz, Luce, Suppes & Tversky, 1971)
Suppose there is (€2,>=,JES) with n>2, where > satisfies restricted solvability and the
Archimedean axiom, and suppose also at least three periods are essential. Then there

exist real-valued functions u, on X,, i€ [, such that for all x=(x0,xl,...,xn) and

1

y= (yo,yl,...,yn) belonging to €2,

(X5 X500, ) = (s V1 3,) € zui(xi)zzui(yi)

iel iel

1If {ul. '} is another such family of functions, then there exist numbers & >0 and f3,
with i=0,1,...,7, such that

u'=ou +p

The first version of a theorem of additive representation was proven by Debreu (1960),

although, as I have mentioned before, Debreu’s approach uses topological assumptions
on the sets X,. I have preferred the more general algebraic approach by Krantz, et. al
(1971) (see pp. 307-309 for their proof), which replaces those assumptions with restricted

solvability and the Archimedean axiom. Another (topological) version of this theorem is

proposed by Wakker (1989), who presents a more intuitive proof (Wakker, 1989, pp. 49).

The case of only two essential periods

The additive representation theorem refers to the necessity of having at least three
essential periods, something it is easy to assume in the context of intertemporal choice
problems. Nevertheless, it is interesting to note that, surprisingly, additive representations

. . . . 27 . . .
need one more axiom in the case of only two essential coordinates™: this axiom is the so-

27 Note that the case of only one essential period is of no interest, since it would have a trivial additive
representation by assigning zero utility to any consumption in the non-essential periods.
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called Thomsen condition. Let me briefly explain what the Thomsen condition is, and
why it is needed in the case of only two essential periods.

Suppose you had an additive representation over = on X, XX,. Then, it would be true

that

(V) = (v, w) © uy (X)) +u, (v) 2 u, (¥) +u, (w)
(7.8) = (z,v) & uy () +u,(s) 2 uy(2) +u, (v)

Adding the two inequalities, we get

uo(x)+”1(v)+uo(y)+u1(s)Zuo(y)+u1(w)+uo(2)+u1(v)

Substracting u#,(y) and u,(v) to both sides, this yields

uy(x)+u,(s) 2 u,(w)+u,(z), which by definition is equivalent to (x,s) > (z,w).

As we have seen, thus, a necessary condition for additivity is that, whenever (x,v) = (y,w)
and (y,s) = (z,v), then (x,s)>= (z,w). This property is called double cancellation (also
called the Thomsen condition® when you replace = with ~).” Now when n>2 (three

or more periods), then IES implies the Thomsen condition, and the representation

theorem can therefore dispense with it. But for the case of only two periods, this is not
the case. Next I develop an example where a weak order = over X XX, satisties IES

but not the Thomsen condition:

Define = over X,xX,, where X,=X,=R", by:

(x,v) = (y,w) & x+v+min{x,v} > y+w+min{y,w}

This preference relation does not satisfy the Thomsen condition, and can therefore not
be represented by an additive utility function. An example that contradicts the Thomsen

condition follows:

28 See, for example, Wakker (1989), page 67; or Krantz et al. (1971), page 251.
2 Note that another necessary axiom for additivity is independence (IES), which, in fact, is sometimes
called single cancellation.
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(6,6)~(18,0)
(18,18) ~ (42,6)
but

(6,18) = (42,0)

Graphically, this example looks as follows (see Figure 1.4):

X
> 4 Weak order > that
violates the Thomsen

condition

18

6 BN -
O—

6 18 42

Figure 1.4

The intuition behind this condition is that if you traded off 12 units of the second period
against 24 units of the first period (by declaring indifference among (18,18) and (42,0));
and you traded off 6 units of the second period against 12 units of the first (by declaring
indifference among (6,6) and (18,0)), then these trade offs should also ‘sum’, i.e., you
should also be ready to trade off 1246 units of period two against 24+12 of period one
and declare indifference among (6,18) and (42,0). If this is not the case (as in the
example, as incicated by the circled points) then, clearly, an additive representation will

fail to exist.

Note that this preference relation is a weak order (easy to see), and satisfies the

independence of equal subalternatives (IES). To see why, suppose it would not satisfy
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IES. This would mean there exist x,y€ X, and v,we X, such that (x,v) = (y,v) but
(¥,w)>(x,w), which is impossible because, following the definition of >,

(x,v) = (¥,v) would imply x = y, while (y,w) > (x,w) would imply y >x.

IES is a stronger condition for three or more periods than it is for two, which is why IES
is sufficient for a weak order (under restricted solvability and the Archimedean axiom) to
guarantee an additive representation whenever there are three or more essential periods:
the Thomsen condition is, in the case of three or more essential periods, already implied
by axioms 1-5. In fact, it is interesting to note that if we translated the previous example
into an analogous one with three periods, where preferences were defined by

(x,v,8) = "(y,w,t) & x+v+s+min{x,v,s} > y+w+t+min{y,w,t} ,

then it would not anymore satisfy IES, as can be seen by the following example:
(5,5,3)~'(6,4,3)

(5,5,5) = '(6,4,5)

This may give an intuition of the fact that IES is a much stronger condition for three or

more periods than it is for two.

ok

Let me now take up again the reconstruction of the axiom system. Axioms 1 to 5
imply the existence of an additive representation of the intertemporal preferences =

over Q. A natural question to ask now is whether, if periods i and j share the same set
of possible consequences (X; = X), then their utility functions are equal (4, =u,); ot,

more generally, whether they are proportional to each other (u, =, -u). The conditions

for equal utility functions are, obviously, strong: it is necessary that a property called
‘permutability’ holds; for example, with streams of consequences over only two periods,
this would mean that, whenever xv = yw, then also vx = wy (since this is obviously a

necessary condition for u, =u, ). Permutability can also be easily shown to be sufficient

for equal utility functions.

On the other hand, the necessary and sufficient condition for all utility functions

u; to be proportional to u is especially interesting for us, since Discounted Ultility is based
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crucially on it. This condition is that standard sequences be invariant across periods. This is, if
the set {xl.l,xl.z,...,xi"} of elements in X, is a standard sequence in period i, then it has to
be even so a standard sequence in period j. In fact, it suffices to state this property with
three-term standard sequences as follows: if a,,b,,c; is a standard sequence on petiod i,

_ _ _ . . . . 30
and a;, = al.,bj = bl.,cj =c,, then aj,bj,cj is also a standard sequence in period j.

AXIOM 6 (invariance of standard sequences)
Given (Q,~,IES), with I ={0,...,n} and X, =X, =...= X, = X . The preference

relation > satisfies the invariance of standard sequences if, whenever {a,,b,,¢,} is a
standard sequence in period i, with a,,b,,c; € X , then, forany je I, {a j,bj,c j} whith

a,=a;,b, =b,c, =c, is also a standard sequence in period ;.
Graphically we can get a better intuition of what this property means. The
following Figure (Figure 1.5) shows a standard sequence {al.,b,.,cl.} in period i. Note

that intervals between consecutive elements of this standard sequence are all equivalent

to the interval [s,¢] in period i'.

30 . . . N
The reason why stating this property only for three-term standard sequences is sufficient is that we can
build any arbitrarily longer standard sequence by an overlapping concatenation of three-term standard

n-2 n—1 n
i X X

; l} are standard sequences in

. 1 2 3 2 3 4
sequences as follows: if {x,. s X, 5 X; },{xl. , X, X, },....,{x
period 7, then there exist by definition #—2 measuring rods v, w;v',w';v", w";...€ I I '¢'Xf'

JFl

Thus, if an  additive  representation  exists, then by  definition  this  implies
— ' n — " " . .
uﬂ.(v)—uﬂ.(w) = ufl.(v )—uﬂ.(w )= u_, (v )—uﬂ.(w )..., which means there exists a common

"

. ) . . L
measuring rod for all elements, and thus, {xl. s Xj 5eees Xi (IS also a standard sequence in period 1.
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Standard sequence
{a,b,c} in period i

IR g

LA
\ T

a b. c, !

1 1 1

Figure 1.5

Now imagine you take this standard sequence and put it in a different period j by
making a, =a;,b, =b,,c; =¢;. The question is whether there will exist p, and ¢, in
another period k # j such that a,p, ~b,q, = b, p, ~c,q, . If the answer is yes then this

would mean that {ai,bl.,cl.} is also a standard sequence in period j. Of course, p, and

g, need not be the same as s, and .. The important thing is that {a,,b,,¢,} keeps

being a standard sequence, for whatever ‘measuring rod’ in period k. The idea behind
this property is that preferences over differences among elements in a certain period are

maintained across periods: in period i the individual values equally going down from ¢, to

b, than going down from b, to a;; so in period j he should even so (see Figure 1.6).
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X, =X
A {a,b,c} isalsoa
standard sequence in
period ;
NN
"’ \ \
" \ -
> Xj =X
a b, ¢
Figure 1.6

In general, differences in consumption need to be proportional across periods. An
example may illustrate this principle. Suppose someone, in period 1, values going down

from €100 to €90 double than going down from €30 to €20 (for example, suppose
u, (100)—2,(90)=100-90=10 and #,(30)—u,(25)=30-25=5). Then, the

invariance-of-standard-sequence property demands that in another period, say period 2,
going down from €100 to €90 is also seen as double to going down from €30 to €20,

even if possibly, in this new period utility for money is different, say,

u, (100)—u,(90) =80—-72=8 and u, (30)—u, (25)=24-20=4. Of course, when u,
and u, are proportional, then u, (x)=du, (x), and u, (x)—u, (») =6 (u, (x)—u, (»)),

which implies that standard sequences are invariant across the two periods.
We can now establish the next important result:

THEOREM 2 (Additive Representation with Weights)
Given (Q, E,IES), where X;=X,=..=X =X and n22 (three or more periods),

suppose that = satisfies restricted solvability and the Archimedean axiom, and suppose
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also at least three periods are essential. There exist a real-value function # on X and

nonzero numbers 0,,0,,...,0, , such that for all x = (xo,xl,...,xn) and y= (yo,yl,...,yn)

in Q=X"",

(XO’xl""’xn)t (yO’yl""’yn) And 251 'U(Xi)ZZé; 'u(yi)

iel iel

if and only if,

the preference relation = satisfies the invariance of standard sequences axiom.

Moreover, the scalars 0., i =0,...,n are unique up to a multiplication by a

positive constant.

The proof of this result is to be found, for example, in Krantz et al. (1971), page 310. Let
me sketch the ‘sufficiency’ case, which states that, under axioms 1-5, the invariance-of-
standard-sequences property implies the existence of an additive utility function with
weights:

By hypothesis, there exists a representation of the form
D u(x,)
i=1
1

Now consider a standard sequence in period zero made of {bo,bl,... 1> with measuring
rod in another period i such that pb" ~¢qb™, and let, without loss of generality,
u, (bO)ZO forall je I.Letalso uo(bl)Zl and forall j#1,let u; (b1)=5j.Now, for
every b=, b', extend the previous standard sequence {bo,bl,...} until b (so that the

distance of the last term in the sequence from b is less than the mesh of the sequence;
also, let 77 designate the number of steps through the standard sequence that you have

needed to reach this point, and m designate the number of steps you would need to

reach b'). We can then, with the help of this standard sequence, find the following

approximations:

u, (b) = ﬁ[ul. (p,)—u, (ql.):I , and also
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L=uy (8') =, (p,)~u,(q,)]

Thus,

But now —and this is the key point-, since the previous standard sequence is also a

standard sequence in any other period, we can find the saze approximations in period j.

It is interesting to note that, obviously, to reach element b in this new period requires
the same number of ‘steps’ in the standard sequence as before, because we are in fact

using the same standard sequence:

u,(b)= ﬁ[uk (r,)—u, (s, )] , and also

S, =u, (bl)z’%[”k(’”k)_“k (Sk):l

Now,

and thus, we artive at
u; (b)=6;-u, (D)

which, in the limit, and stating #, =u, becomes u, (b) = 5j 7 (b)
ok

The next step in our axiomatic derivation of Discounted Ultility is to study under
what circumstances 0, = o' for all periods i€ [, this is, under what circumstances

discounting is exponential as it is in Samuelson’s original model. The crucial property is
that of stationarity. The intuition behind this principle is that only time distance azong the
objects is relevant for the preference order, but not distance 7 the objects of choice. For
example, if receiving 10€ today is preferred to receiving 11€ tomorrow, then stationarity

implies that receiving 10€ in 364 days has to be preferred to receiving 11€ in 365 days.

Let me state this principle formally:
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AXIOM 7 (stationarity)

Given (Q, ~,IES ) , where n 23, the preference relation = is stationary if and only if

there exists xe X such that, for all a°,d',...,a"",b°,b",...0" "' e X,
(ao,al,...,a”’l,x) - (bo,bl,...,b”’l,x)

if and only if

(x,ao,al,...,a”’l)i (x,bo,bl,...,b”’l)

Note that this condition is much weaker than the above mentioned ‘permutability’, since
only certain equivalences for special permutations are preserved. But it suffices to imply
the invariance-of-standard-sequences property, which means that it ensures the existence
of an additive representation with weights (Theorem 2). To see why, imagine a,b,c is a
standard sequence (Definition 3) in the first period, with mesh equal to the interval
[q, p] in the second period. Then, by definition of standard sequence, we have that

n—

ap ~ bg and bp ~cq”'. Now, forany a’---a" 'x,
apa’ ---a"'x ~bga’ ---a"'x, and

bpa’---a"'x ~cqa’---a"'x

Then, by stationarity, both

1
and

3 -1 3 -
xapa’ ---a" ~xbga’ ---a"
3 n—1 3 n—1 . . .
xbpa’ ---a" ~xcqa’ ---a"" , which means that a,b,c is a standard sequence in the

second factor, with mesh equal to [q, p] in the third.

But stationary a/so implies exponential discounting, i.e. &, =0 .

THEOREM 3 (Additive Representation with Exponential Discounting)

Suppose that = on X" with n>2 (three or more periods), is a binary relation that
satisfies axioms 1, 2, 3, 4 and 5, and suppose also at least three periods are essential in the

sense of Definition 1. There exist a real-value function ¥ on X and a unique number

0 >0, such that for all x=(x0,x1,...,xn) and y=(y0,y1,...,yn) in X"

3T am using here ~ to mean o}
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(X5 Xses X, ) = (Vs Viseos ) € D8 u(x,) 2D 8" u(y,)

iel iel

if and only if,

the preference relation = satisfies the axiom of stationarity.

I already showed that stationarity implies the invariance-of-standard-sequences property.
Now let me sketch the proof of stationarity implying exponential discounting for a three
periods case (for a complete proof of this Theorem see Koopmans 1960 (with countably
infinite many periods); Fishburn & Rubinstein 1982 (based on single outcomes, not

streams); or Strotz 1956 (whose approach is based on dynamic consistency, as I will show

in the next section):

Suppose
a'a’x ~ b'b’x . Then, by definition,
ou (al ) +6,u (a2 ) +0,u(x)=ou (b1 ) +0,u (b2 ) +d,u(x), and thus,

é‘lu(al)+52u(a2):é'lu(bl)+52u(b2)
o)l = Gu(3) ()

u(a)-u(®') o,

u(bz)—u(az) 0,

But also, because of stationarity,

xa'a® ~xb'b* and

Ou(x)+Ou (al ) +0,u (az) = Ou(x)+Ou (bl ) + O, (b2 ) , thus,

52u(a1)+53u(a2) = 52u(b1)+53u(b2) and
o) -u(b) = S {u(b) (")

u(d)-u(b) s
u(bz)—u(az) S,

which means that
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Stationarity thus yields the so-called constant (exponential) discounting model for
intertemporal choice, after which people ‘discount’ the value of an outcome with a
constant per-period discount factor. To get a better intuition of why this happens, note
the following: just before theorem 3, we stated that stationarity implies the invariance-of-

standard-sequences property. Under stationarity, if a standard sequence in period i has

mesh [q, p] in period i+1, then, as we saw, it is even so a standard sequence in period

i+1, and it has he same mesh [q, p] in period i+2 (see the argument above). In other

words, if 10€ in period i are equivalent to 11€ in i+1, then 10€ in i+1 are also

equivalent to 11€in i+2.

The property of stationarity has been regarded as a dynamic consistency property in much
literature, because, if people are assumed to have stationary preferences, and provided
these preferences are maintained across periods™, then stationarity guarantees that any

consumption plan the individual chooses, he will stick to it.

For example, suppose that (0, 0,0,0,1 1) >~ (0,0,0,10,0) for a binary relation >~ on X,

meaning the individual prefers receiving 11€ in 5 days rather than receiving 10€ in 4 days.

Imagine  that, contradicting stationarity, he also has the preference
(10,0,0,0,0)>(0,11,0,0,0), possibly because of impulsiveness. Cleatly, this will

prevent the individual from behaving consistently #f he maintains this preference structure over
the next 4 days. Only in that case it could be the case that he today planned to wait until day
5 to get 11€, but once in day 4, he would reconsider this plan and choose to get 10€
immediately. Stationarity is thus said to be a dynamic consistency condition only under

the assumption of invariant preferences over time.

Theorem 3 completes our reconstruction of the axiom system underlying Discounted

Utility. Nevertheless, and because it was such an important result —and had such an

32 If the individual changes his preferences from one period to another, of course nothing prevents him
from abandoning previous plans, even if the mathematical structure of these preferences is of the
exponential kind. For an interesting discussion on the important role of this invariance-of-preferences
(hidden) assumption in considering stationarity as dynamic consistency, see Ahlbrecht & Weber (1995).
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impact on economic theory-, let me next present a discrete-time version of the
mathematical argument by the pioneer work founding Samuelson’s exponential

discounting model on the condition of dynamic consistency.

*k

1.4.2 Dynamic Consistency and Exponential Discounting

In effect, the very first to show that dynamic consistency forces &, =", for all

ie I, was Robert Strotz in the seminal paper “Myopia and Inconsistency in Dynamic
Utility Maximization” (Strotz 1956). As can be guessed, his main objective was to study
time preference from a dynamic perspective; this is, to analyse the effect of individuals
continuously maximizing Samuelson’s integral (see section 1.3) at every point in time. But
the dynamic re-examination of the optimization problem, Strotz proved, entails the risk
of dynamic inconsistency: an individual, for example, may now choose to save money for
a whole year, but in six months re-evaluate his decision, and choose to spend it,
abandoning his initial plan. This problem, to which Strotz devoted much of his paper,
casts, as we shall see, ultimate doubts on the fundamental concept of consumer
sovereignty. Strotz therefore studied what is mathematically needed in order to rule out
the possibility of dynamic inconsistency. And there was, as we have just seen in the

previous section, an answer to this question: ‘exponential discounting™.

I will present the essence of Strotz’ mathematical argument in a very simple
setting, in which I consider an individual who wants to distribute his leisure time for
Saturday and Sunday from the perspective of Friday, but is then allowed to re-evaluate
his decision again from the perspective of Saturday. I thus will consider only three time
periods, and will use a discrete-time, three-period approach (see Strotz for the general,
continuous case). Basically all interesting considerations on dynamic consistency as
founding exponential discounting will appear already in such a simple formulation. For
the continuous and more general approach I nevertheless refer the reader to the original

paper, Strotz (1950).

3 It is important to note that Samuelson himself already realized that exponential discounting had the
property of dynamic consistency. From Samuelson’s paper one can even interpret that this was a further
reason for Samuelson to choose this particular structure. But the first in depth axiomatic study of dynamic
inconsistency was Strotz (1956).
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Suppose it is Friday and an individual —call him David- realizes this weekend he
only can afford k hours of his preferred activity -watching sports on TV- since he needs
to get some work done over the weekend. He thus decides to allow himself a total of k
hours TV during the weekend. Suppose also his preferences only depend on TV
consumption, and not on what he does the rest of the time, and that they are such that
the pleasure he derives from watching TV marginally decreases with consumption™.
Now take David's preferences at time 7 over the set of all possible TV consumption

paths to be represented by the following utility function:

n
uT(‘xo""’xn) = zé‘i—r \/;1
i=0

where i is the period at which the object of choice is located, and 7 is the moment at

which the individual makes the choice (both i,7e N); (x,,...,x,)€ R'fl represents a
consumption plan, and 4/x; is an ‘instantaneous utility function’ assigning a marginally

decreasing value to consumption x at period i, while &,  :Z —(0,1] is a discount

function that weights the utility of consumptions depending on the time-distance
between a future (or past) period i and the present period 7. In other words, suppose
David behaves as if he maximized the discrete-time equivalent to Samuelson’s integral
(2), to which we have incorporated a specific instantaneous utility function. We can now
ask what maximization problem does in fact face David on Friday. David's utility as seen

on Friday (at 7= 0) is the following:

Uy (X, X,,%,) = 0y | X, + O, -\/)c_1+52 X,

where x,,x,,x, are TV hours watched, respectively, on Friday, Saturday and Sunday. We

want to find a maximum for this function in the subset

3 The problem becomes trivial if that is not the case: under the assumption of positive time preference, in
the absence of marginally decreasing utility David would allocate all budgeted leisure into the nearest
possible period. It is the assumption of diminishing marginal utility that makes intertemporal choice
problems interesting, since it constitutes a counterbalance to positive time preference.

55



Chapter 1: Rational Intertemporal Choice Reviewed

S, ={(x0,xl,x2)e R’ :x,+x, +x, =k}

Now, because S, is a compact set and u, continuous in S, we know there exists a
maximum. Also, since u, is strictly concave in S, (u, is the sum of strictly concave
functions), any maximum we find is global in this domain. So let us first consider any
possible interior solution (x,,X,,x, >0). The maximization problem in this case is as

follows:

max Uy(Xy,X,,X,)
S.t.

X,+x+x,=k

Using Lagrange multipliers we find the following first-order conditions for a maximum:

o 5k
R S S

® é‘lz'k
X _52 2 2
y 0, +0,

sk
P48+

Thus, we find an optimal consumption plan ()c(;k , X, ,xz) (there is no need of second-

order conditions due to the concavity of u,), with which the individual achieves maximal

utility. Now, in order to formulate a dynamic consistency problem, the question to ask is

what decision-problem this individual faces one day after, on Saturday (before
consumption). He has already consumed x; on Friday, and at 7 =1 his utility function

now looks as follows:

U, (X, X,,X,) =0, A Xy + 0y A% +0,-+/X,

And his new maximization problem is
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max  u,(x,,x,X,)
s.t.

X +x, =k-x,

First-order conditions for a maximum are now the following:

e k-(6] +6,)
X = 52
(8 +07+68,)-(1+5
0,

x;*: k(é‘12+522)

2
(5§+65+5§>'<1+§g)

1

Thanks to the concavity of u,(x,,X,x,), we find again that the solution

(x",x,") is the unique maximum of this program, and that the individual will thus

follow this new consumption plan. The natural question to ask now is under what
conditions will this plan be consistent with the previous one; in other words, when will

optimal consumption for Saturday and Sunday as seen from the standpoint of Friday

(x;,x,) equal optimal consumption for Saturday and Sunday as seen from the
standpoint of Saturday (x,,x,") (i.e., when will David behave dynamically consistent).
Note that, xf zxf T )c2 zxz*, since xo is fixed when choosing x1 * and
k=x,+x +x,. To impose dynamic consistency we therefore only need that optimal

consumption for Saturday as seen from Friday equals optimal consumption for Saturday

as seen from the standpoint of Saturday:
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As we can see, a necessary and sufficient condition for the consistency of David's
behavior is that the relative importance of Saturday and Sunday is the same both from
the point of view of Friday and Saturday. An inconsistency may thus only arise if David

does not discount according to this particular structure.

Also, note that the previous argument easily extends to any number of periods:

from the standpoint of 7= 0, the individual would choose

Ok
R S
* é'lzk

X 252 2

y Tt O
. 8k

X =— =
e

while from the standpoint of 7=1 he would choose
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x** _ 5,21 k
. SR
. 5k

X, —_——
1 2 2
& +.+6,

. Ok

n

X =—)—
n 2 2
0, +..+9,

Now if we impose that every x; planned at 7=0 should coincide with every x;

planned at 7=1, we get that

&k Ok :>5_02_ Oy +...+65.
O +..+0, &\ +.+0., &, & +.+0.,
8k 6k O & t..t0,

= - -
O +..+0. O +.+0., O O, t..+d,

n—

o,k ok :5”2_502+...+5j
Oy +.+0 O +.+8, 6, O +.+0,

n

which implies

i_ é‘i+l _ _ n _51'—7
5 6.,

7+l
. . . 3
which guarantees consistency among any two arbitrary moments™.

The previous results yield the following specification of the discount function for

outcomes at distance i—7:

35 The argument is the same I just followed for the special case 7=0 and T'=1.

59



Chapter 1: Rational Intertemporal Choice Reviewed

D(i-1)=06""

This is known as exponential discounting, and in fact, if we make

1
(1+7)

we can express the constant discount factor d in terms of a per-period interest rate 7.
According to exponential discounting, thus, an outcome x; at distance i—7has the

following present value:

1
u,(xi)_m.ui(xi)

This way of discounting can therefore be seen also as the inverse of compounded
interest. Now consider the continuously compounded case: we need just to evaluate the
limit of the exponential discount function when the period has been divided in infinitely

small parts:

1 1 —n(i=7) 1 —m-r-(i-7) -
n—eo 7 n—eo nlr m—eo m
(2
n

We thus get to D(i—7)=e"""”, which is exactly Samuelson’s proposed discount

>
function (Samuelson, as we saw before, chose this discount function because it was
natural for him to think of the individual as receiving continuously compounded interest
for the postponed money). What we have proved here, nevertheless, is that this structure
is not only convenient, but necessary, if we want to guarantee the individual’s dynamic
consistency.

In sum, we have seen that in order to rule out dynamic inconsistency from the
individual’s behavior, we need to assume exponential discounting. We have shown this
result only for the discrete time case, and also just considering a specific instantaneous
utility function; I refer to Strotz (1956) to find a more general proof where time is

continuous and instantaneous utility can be any concave utility function.
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Exponential discounting appears thus as the necessary mathematical structure to
guarantee dynamic consistency if an additive utility framework is adopted; and hence, since
dynamic consistency is per se considered a rationality requirement, exponential
discounting is regarded also as #)e rational intertemporal choice model. I will discuss what
this exactly means -and whether it is true- later in the conclusions to chapter 1 (section
1.8). What needs to be stated at this point is that Strotz (1956) linked the mathematical
structure of Samuelson’s intertemporal choice model to the intuitively rational principle
of dynamic consistency. And also, that despite the importance of dynamic consistency,
other strong assumptions underlie the theory of Discounted Utility. Let me now translate

all these mathematical assumptions into their psychological implications.

1.5 Psychological Assumptions Inherent in Discounted Utility

All axioms we just saw imply restrictions to intertemporal preferences. ‘Measuring’
utility with the Discounted Utility model relies thus upon many psychological
assumptions whose empirical validity will be discussed later in this chapter. Let us now

summarize these assumptions.

(a) Constant Time Preference

As we just saw, stationarity as a dynamic consistency principle only makes sense
under the assumption that the mere passage of time has no influence upon a person’s
time preferences. In other words, constant time preference assumes that humans keep
their time perception constant across time. This assumption goes against the common
intuition that a child’s time perception may well differ from his own once he has grown
up. For a child, to wait for a month is an enormous effort; for an adult, that is a short
period of time. Constant time preference is, nevertheless, a necessary assumption in
order to defend exponential discounting as the rational intertemporal choice model.
Without it, exponential discounting would not anymore be grounded on the basis of

dynamic consistency.
(b) Dynamic consistency

Dynamic consistency, the rationale for stationarity, is one of the strongest

psychological assumption in Discounted Utility. It demands from the individual that his
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preferences for any two objects of choice do not depend on the particular moment of
decision, but only on the relative distance among these objects. If waking up at 7am in
the morning is seen as the best option from the standpoint of the previous night, then it
has to be preferred also when the alarm starts ringing at 7am. This particular form of
invariance is in fact violated by virtually everybody when the decision problem is

conveniently chosen (as we will see later in this chapter).

(¢c) Positive Time Preference

Although not a necessary assumption, positive time preference (impatience) is usually
accepted as part of the discounted utility model™. Psychologically, it means that decision
makers prefer to have goods sooner rather than later, and ‘bads’ later rather than sooner,
which seems a reasonable hypothesis to stick to, and is observed empirically almost
invariantly. Surprisingly, though, some violations have been found for this apparently
weak assumption: people sometimes have preferences for ‘happy endings’, for example,
when they prefer to hear the best song at the end of a concert; or, also, many people
prefer ‘bads’ sooner rather than later, for example: people who know they necessarily
have to pass a painful experience (operation), often prefer to go through it as soon as

possible. (I will present and comment the literature in section 1.7.3)

(d) Utility Independence

A further assumption in Discounted Ultility is that a person’s well-being in one period
is independent of his or her consumption in any other period. According to this, one’s
preferences over, let us say, having pizza for dinner today, should be unaffected by the
fact that we had pizza yesterday. As Koopmans (1960) put it, ‘we cannot claim a high
degree of realism for such a postulate, because there is no clear reason why
complementarity of goods could not extend over more than one time period’. This
assumption is, nevertheless, what makes it possible to represent intertemporal
preferences by an additive utility function as we saw in Theorem 1. As we saw in the last
section, under the discounted utility model all value of a sequence of outcomes is
obtained by adding the discounted values in each period. The independence of equal
substreams excludes preferences for specific distributions of utility across time as, for

example, an increasing sequence of payments. This assumption has also proved

empirically wrong, as I will show in section 1.7.3.

% In fact, Koopmans (1960) derived impatience as a necessary trait in time preferences provided the
number of periods is countably infinite.
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(¢) Stationary Instantaneous Utilsty
Another underlying assumption in discounted utility is that the instantaneous utility
function u(x) remains the same across time, or, put in different words, that the

individual’s tastes do not change over time (see Theorem 2 in the previous section). This
is obviously not true in humans, for reasons including maturation, satiation, social
influence, or even the physiological effects of aging (see Loewenstein & Angner 2003 for

an up to date review on preference change).

() Domain Independence

If one uses the same discounted utility model to describe intertemporal preferences
in different domains, one is then assuming a unitary time preference, invariant across all
forms of consumption. But the truth is that people discount utility from different sources
at very different rates. Chocolate bars can be expected to be discounted at a much higher
discount rate than money, for example (a chocolate bar now or two in a week?). While
this is not a hypothesis within the model —remember that Samuelson restricted the
validity of discounted utility to preference over money income- it is still worth bearing
this assumption in mind, since many of the multiple applications of Discounted Utility

have been in domains other than money.

Discounted Utility relies thus upon several strong assumptions, possibly the most
salient one being dynamic consistency. Moreover, since discounted utility is the only
intertemporal choice model that guarantees dynamic consistency, and dynamic
consistency is per se considered a rationality requirement, Samuelson’s model has been
regarded as #he rational intertemporal choice model. This strong normative support for
exponential discounting had two effects in the further development of discounted utility.
First, it gave fresh impetus to the descriptive validity of the theory: given that it was
deemed implausible that regular people could survive without being able to stick to their
own plans, exponential discounting was hard to deny also from a positive perspective’’.
And second, it had a blinding effect: the rest of the assumptions underlying Discounted

Utility received little attention. As a result, discounted utility established not only as the

37 Of course, many of these arguments do not pass severe scrutiny. Here I just want to describe how such
arguments have helped the establishment of discounted utility; in the conclusions to Chapter 1 I will try to
show why they may be wrong, and what implications this has had for the development of intertemporal
choice theory.

63



Chapter 1: Rational Intertemporal Choice Reviewed

standard normative model, but also as the best attempt for a positive theory; it

established, in fact, as the standard theory of rational dynamic choice.

1.6 Hyperbolic Discounting

Over the last 25 years the view of discounted utility as the standard, rational
theory for dynamic choice has changed dramatically. After the widening of experiments
in intertemporal choice, virtually all assumptions in discounted utility have proven invalid
as general principles of behavior. And interestingly, the first principle of discounted
utility to be contradicted was constant discounting: instead of remaining constant over
time, observed discount rates appear to decline with time (or, equivalently, discount

factors &, are increasing in time). A common interpretation of this phenomenon is that

people consider postponing consumption one period a bigger sacrifice when the period
is near than when it is far in the future, contrary to Samuelson’s assumption. Discount
rates that decline with time-distance reveal ‘decreasing impatience’, or, as it is often
referred to in the literature, hyperbolic discounting.

The finding of hyperbolic discounting has not only directly challenged discounted
utility, but also opened the Pandora’s Box of empirical testing, which has produced a
large series of experiments revealing many so-called anomalies of intertemporal choice. 1et us

now revise all these anomalies in some detail.

Thaler (1981) was the first study to test the declining discount rate hypothesis. He
asked subjects to specify the amounts in one month, one year and ten years they
considered equivalent to receiving $15 now. The median responses were, respectively,
$20, $50 and $100. If we compute the annual equivalent discount rate underlying these
choices, we find that subjects revealed an annual discount rate of 345% for the one-
month period, 120% for the one-year period and 19% for the ten years horizon, a pattern

that clearly supports the hyperbolic discounting hypothesis. Other studies have found

3% As explained previously (see the general introduction), the term ‘anomaly’ is used in the literature to
mean a departure from the behavior that a normative model (here, discounted utility) would prescribe. The
term was adopted by the researchers specially after the influential article Loewenstein & Prelec (1992) was
entitled “Anomalies in Intertemporal Choice” to establish a parallelism between these anomalies and the
widely known anomalies in the field of choice under uncertainty.
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similar results (Benzion, Rapoport and Yagil 1989; Chapman 1996; Chapman & Elstein
1995; Pender 1996; Redelmeier and Heller 1993) 7

A second type of empirical support for hyperbolic discounting comes from
experiments on dynamic inconsistency. Several studies report systematic preference
reversals between two rewards as the time-distance to these rewards diminishes (Green,
Fristoe & Myerson 1994; Kirby & Herrnstein 1995; Millar & Navarick 1984; Solnick et al.
1980)". For example, many people do in fact prefer €101 in thirty-one days over €100 in
thirty days but at the same time €100 now to €101 tomorrow (see Figure 1.7). Kirby &
Herrnstein (1995) looks at such reversals and finds an astonishing 34 out of 36 subjects
who behave inconsistently. Such overwhelming results are to be explained by the fact
that their questionnaires adapted to individual preferences: the authors first asked
subjects what is the shortest delay for €101 at which they would still prefer €100 today.
Now imagine someone said two-days, meaning for shorter delays he would prefer the
larger-later amount; then they would move both amounts forward (keeping constant the
two-days distance between them) and ask subjects to choose again until either their
preference reversed in favour of €101, or a certain number of questions passed. This
methodology has the advantage of yielding the maximal amount of preference reversals,
although, on the other hand, it may be questioned methodologically by the fact that
subjects may perceive they are expected to reverse their preference. The authors did
nevertheless post-experimental interviews, and report that subjects were in fact
expressing their true preferences. And, in general, the finding of dynamic inconsistency is

today considered robust in the literature.

¥ See, however, the findings I present in Chapter 2 showing that this effect disappears if subjects are told
what interest rates underlies each choice, making the validity of the standard decreasing-discount-rates
finding rely upon a certain experimental methodology, namely asking subjects to choose among money
quantities withour indicating the underlying interest rates.

40 These results have been also replicated in pigeons (Ainslie & Herrnstein 1981; Green et al. 1981).

65



Chapter 1: Rational Intertemporal Choice Reviewed
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Figure 1.7

1.6.1. Mazur Discounting

Let me now present the so-called Mazur discounting through a numerical example
in which an individual, call him David, has a non-exponential discount function, and
incurs into dynamically inconsistent behavior. Imagine David has to choose among two

possible actions/consumption-paths x and y:

* x: watching TV 2 hours on Saturday and 3 hours on Sunday; or

* y: watching TV 4 hours on Saturday and only 1 hour on Sunday.

Suppose David’s instantaneous utility function is the following:

u:R™ >R

x = u(x)=1In(x)

and take a non-exponential discount function known as Mazur-discounting by

experimental psychologists:
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1
Si-1)=— @
1+0,7-(i—7)
Saturday Sunday
i=1 =2 Lezsure Budget
X 2 3 =5
Y 4 1 =5
Instantaneons Ultility
u(X) =In(X) 0,69 1,10
u(Y)=In(Y) 1,39 0
Standpoint of Friday
(7=0)
= 1 2
o (i-7 ) 0,59 0,42 Friday’s choice:
u° (X) 0,4071 0,462 = 0,8691
MO(Y) 0,8201 0 = 0,8201
Thus, X > Y
Table 1.1

On Friday David chooses consumption path x. He prefers to work a little bit harder on
Saturday, and be able to watch TV on Sunday also (see Table 1.1). But then Saturday
comes. It would be a mistake to conclude that David will necessarily stick to Friday's
considerations. Rather, if he is to maximize utility as seen from the point of view of
Saturday, he must reconsider his choice. Suppose his discount function remains the

same, but both the present moment 7 and the values of the discount function for each

4 Of course, any person with a minimal financial expertise will find a daily ‘interest rate’ of 0.7 as
completely foolish to have. But such rates have been observed, specially for non-monetary objects of
choice (see, for example, the empirical estimates on discount rates reported in Fredrick, Loewenstein &
O’Donoghue 2002).
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period have changed.
Saturday Sunday
i=1 i=2 Leisure Budget
X 2 3 =5
Y 4 1 =5
Instantaneons Ultility
u(X)=In(X) 0,69 1,10
u(Y)=In(Y) 1,39 0
Standpoint of Saturday
(7=1)
o0(i—1) 1 0,59 Saturday’s choice:
u'(X) 0,69 0,649 = 1,339
u'(Y) 1,39 0 = 1,39
Thus, ¥ = X
Table 1.2

This leads David to behave inconsistently. On Friday he chose consumption path

X, but the next day he chooses consumption path y (see Table 1.2). This shift in
David’s preferences is due only to the fact that his discounting is not constant. In fact,

0,59 0,42 (6 6,
2 | L#2|
1 7059 |, 5

which means David does not discount time so as to guarantee dynamic consistency.

The discount function we have used in this example is the simplest hyperbolic

discounting model, first explored by the psychologist Mazur** (Mazur 1984).

“ Although the first to propose this discount function was Herrnstein (1981).
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. .43
Mazur’s Discount function™:

()

And its correspondent per-period discount factors are:

(1+r (z—l)j (i=1)

1+7r-i
(i=0)

O

Note that the discount factor is not constant, but an increasing function of time. When

objects of choice are distant in the future, deferring consumption one period is not too
relevant (example: i =50 would mean 5, =0,9818 for a per-period r =0,2, meaning a

difference in value of aprox. 2% among objects in periods 49 and 50). In contrast,

deferring consumption one period starting from the present is much more significant
(i=1 would mean &, =0,8333 for the same per-period i =0,2, meaning a difference in

value of aprox. 17% among outcomes in periods 0 and 1). This preference pattern may

therefore produce dynamic inconsistent choices.

1.6.2. Finding a General Hyperbolic Discounting Model

A more general hyperbolic discounting function was proposed in Loewenstein &

Prelec (1992). Let us present here their main result. Their starting point considers an

4 Mazur’s discount function resembles very much the model of ‘simple interest’ in mathematical finance.
The only (but important) difference is to find in the different definition of the discount factor. The ‘simple
interest’ model defines the discount factor as follows:

o)
I+r-i

Such a function yields intransitive choices, while Mazut’s discount factor yields transitive choices. The
reason for this is that Mazur discounting always evaluates objects from the perspective of the present
moment, while the simple interest model acts more dynamically, i.e. it compares the relative values of
objects from the perspective of the timing of those objects (not from the present). Interestingly, the reason
for this subtle different formulation is the fact that mathematical finance was created to explain exchanges of
financial prospects and thus to describe how people will act in the future, while decision theory is devoted
to describe preferences an individual has over future objects of choice from his standpoint. When an
individual evaluates two distant objects, he does so from the perspective of the present. But if you think in
terms of exchanges in a financial market, the financial value of two distant objects is to be compared af the
time when the eventual exchange occurs.
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additive and separable utility function describing preferences over streams of

COHSCunnCCS44:
U(Xyseens X,) = D 0(x,) D(i)
i=0

where v(x;) is a value function assigning values to departutes from a reference point (or
status quo)®, and D(i), the discount function, is an arbitrary real function assigning
weights to consumption in period 7. Periods belong to an index set [ = {0, 1,...n}. What

interests us here is their derivation of a specific structure for the discount function.
The authors’ idea is to capture the empirical finding that “people are more sensitive to a
given time delay if it occurs earlier rather than later”. This principle can be formulated as

follows: if a person is indifferent between receiving x>0 immediately and y >x at
some later period j, and we suppose, as standard, that D(0)=1, then he/she will

strictly prefer the better outcome when both outcomes are delayed by a common lapse i:
v(x) =v(y)-D(j) = v(x)- D(i) <v(y)-D(i + j)

Both i, j€ I'; now in order to re-establish equality, the larger outcome would need to be

delayed by a greater delay. If we postulate that this delay is a linear function of the delay

to the smaller, eatlier outcome (i), then
v(x) =v(y)-D(j) = v(x)- D(i) = v(y) D(ki+ j)

for some positive constant k (Note that in the case of k=1 we would get the standard

stationarity assumption). The same is true, obviously, for a different common delay i':

v(x) =v(y)- D(j) = v(x)- D(i') =v(y)  D(ki'+ J)

4 It is worth noting that Loewenstein & Prelec’s model was conceived in fact as a reference-dependent
model in the spirit of Kahneman & Tversky (1979), but their result has ended up widely used in the
context of regular utility functions as the one I will present.

4 Loewenstein & Prelec (1992) develops an intertemporal choice model that accounts for several
anomalies; the use of a value function aims at being maximally general, capturing the different preferences
for gains and losses in the spirit of Kahneman & Tversky (1979).
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We then can compute the discounted value of any point laying in between as follows:

v(x): D(Ai+ (1= D)i") = v(y)- D(k(Ai+(1- A)i")+ j)
=v()- D(Aki + )+ (1= A)(ki'+ /)

where A€ [0,1]. Now from

v(x)-D(i)=wv(y)-D(ki+ j), and under the natural assumptions that D(.) is a
monotonic function and v(y) # 0, we can state both that

kit = Dl(vm-D(z‘)j

v(y)
and

v(x)-D(i") = v(y)- D(ki'+ )

kit = D_l(vu)-D(i')j
v(y)

from where we can obtain

v(x)-D(/Ii+(l—/I)i'):v(y).D(/l,D—l (M}F(I_MD_I(v(x).D(i')B_
v(y) v(y)

Let now

v(x)
v(y)

;w=D(i);z=D(i") and u=D"

and we arrive at the equation

ru” (Au(w)+ (1= Du(z)) =u' (Au(rw) + (1= Du(rz)),

0

whose only solutions are the logarithmic and power functions™:

46 See Aczel (1966), p152 equation 18.
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u(iy=cln(i)+d
or
u(iy=ci" +d

Now since D(i)=u""(i), then we find that the discount function must be a generalized

hyperbola:

D(i):(1+(xi)_§, a,B>0

And the corresponding (increasing) per-period discount factors are
B
l+a(i-1) |~
1+ ai

Loewenstein and Prelec’s general hyperbolic discount function is extremely flexible: &
captures how much the function departures from exponential discounting. In the limit,

when & goes to zero, we obtain the exponential discounting model:

s |
lim(1+¢i) «=e”

a—0

And whenever o = 3, then we get Mazur discounting:

. N2 1
D) =(1+ai) « = (1 /)

1.6.3. Quasi-hyperbolic discounting

Another simple functional form that captures a preference for immediacy has received
recently a lot of attention. Phelps and Pollak (1968) first proposed the following discount
function to study intergenerational altruism (people in one generation caring for people

in subsequent generations):

1 ifi=0
D(i) = . ,
{,85’ ifi>0
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Note that in the first period, utility is discounted by BJ, while subsequent petiods are

discounted by O only. This very parsimonious model, afterwards applied by Elster
(1982) and specially Laibson (1997) to individual decision-making, assumes constant
discounting in all but the first period, in which the individual is supposed to be more
impatient (f<1). Recently this model has received new important support thanks to
McClure, Laibson, Loewenstein & Cohen (2004). In his paper the authors show that two
separate neural systems are in fact involved in the evaluation of immediate and delayed
rewards. Parts of the limbic system (the [ -system, they call it) are preferentially activated
by decisions involving immediate rewards, while parts of the lateral prefrontal cortex and
posterior parietal cortex (the more ‘deliberative’ or rational & -system) are uniformly
activated independently of delay, thus making it possible to associate the relative
participation of each system with the choice of the immediate or delayed reward.

The importance of the prefrontal cortex to intertemporal choice is widely
accepted, among other things thanks to the incredible story of Phineas Gage, a member
of a railway construction gang in Vermont, in the year 1848. When he was preparing an
explosion, he started tamping directly onto the explosive powder with his iron rod. The
sparks immediately struck fire, producing a big blast that shot up the iron rod towards his
head. The iron penetrated his left cheek bone and went out through the top of his head,
crossing the whole frontal part of his brain and landing 300 feet away. He survived the
accident without any apparent damage to his mental capacities. He could even return to
work in a few weeks, and no difference was to be observed in his behavior. But,
according to everyone who had contact with him thereafter, there was in fact one
difference: Phineas Gage had become impulsive, capricious and completely unable to
plan ahead, and spent the rest of his life drifting in the moment, from one abandoned job
to another, until his early death at age thirty-eight (Damasio 1994; Macmillan 2000).

For a review of recent developments in Neuroeconomics, see Camerer,

Loewenstein & Prelec (2005).

The also called (f,0) discounting, together with other hyperbolic discounting

models, all have helped recently explain many phenomena: they have been used to study
paradoxes in the consumption-saving behaviour (Laibson 1997; Laibson, Repetto &

Tobacman 1998; Angeletos et al. 2001), or even procrastination, since (f,8) preferences

lead a person to put off an onerous activity more than he would like to from a prior
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perspective (O’Donoghue & Rabin 1999b, 2001; Fischer 1999). (,0) -preferences also

have been used to analyse addiction (O’Donoghue & Rabin 1999a, 2000a; Gruber &
Koszegi 2000; Carrillo 1999), since it predicts over-consumption of highly addictive
products. In sum, the hyperbolic discounting literature has been very influential and

celebrated as a first big success of the interaction between psychology and economics.

1.6.4. Subadditive Intertemporal Choice and the Experimental Challenge to Hyperbolic

Discounting.

More recently, however, much of this enthusiasm with hyperbolic discounting
has come up against important criticism. Read (2001) has questioned the usual inference
made from existing experimental evidence by researchers in intertemporal choice.

Typically, subjects are confronted with the choice of a smaller-sooner (SS) outcome and a

larger-later (LLL) outcome, occurring at delays # and 7,, respectively. But then, Read

points out, the standard procedure is to set #, =0, i.e., to present the choice among an

tmmediate SS and a delayed LL, thus confounding two factors possibly affecting choice:
the delay (to LL) and the znterval (among SS and LL). The typical finding in experiments is
that, the farther away you set LL, the greater the implicit discount factor. Example:
imagine someone declares he is indifferent between €400 now and €450 in six months,
but also between €400 now and €475 in 12 months. The usual interpretation is that he

discounts the first six months with

ﬂ=0,889,

o =
0—6 450

and the second six-month-period with

8 =220 0,047
475

meaning an increasing discount factor (increasing patience or decreasing impatience) that
supports the hyperbolic discounting hypothesis. Of course this interpretation builds on
one fundamental assumption: the idea that discounting over a certain period is
independent of whether this period is embedded in a longer interval or not. Put in other

words, we need to make sure that, for example, when discounting over 12 months, the
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individual ‘uses’ his six-month-factor to discount the first half, and a new factor for the
second half, rather then a completely new discount factor for the whole period.

Read has done several experiments to test these hypothesis (Read 2001; Read &
Roelofsma 2002; Read, Airoldi & Loewe 2005) and has found there is in fact no evidence
for an increasing discount factor. In one of his experiments he found the smaller-sooner
and the larger-later amounts among which a participant was indifferent, and computed
the resulting yearly discount factor for several intervals. A clear result in Read’s
experiments is that annual-equivalent discount factors are lower for shorter intervals, and
higher for longer intervals, something he labels ‘subadditive discounting’. When
individuals discount over a longer interval they do behave more patiently; but,
interestingly, there is no evidence of discount factors increasing with de/ay to that interval.
When Read expands delay keeping the interval constant, he finds no evidence of an
increasing discount factor, a finding that contradicts hyperbolic discounting’.

Read’s argument, thus, is that the hyperbolic discounting literature has been
mixing interval discounting with delay discounting: since virtually all experiments set the
SS at delay equal zero, they thus confound interval discounting with delay discounting,
and conclude there is an increasing discount factor. What Read has shown, on the
contrary, is that individuals discount over intervals, and do not change their discount
factors with delay to interval.

The results obtained in Read’s experiments cast important doubts on the
existence of hyperbolic discounting, and starkly show how far we still are from
successfully capturing behaviour into a mathematical model. In fact, while Read does not
find any evidence of hyperbolic discounting in experiments based on choice tasks, he
does find some evidence of it in experiments based on so-called matching tasks (Read
2003), where subjects are directly asked to state equivalent amounts, instead of having to
choose among options. As was already conjectured by Ahlbrecht & Weber (1997), true
hyperbolic discounting (increasing discount factors) is only observed in matching tasks,
something that reminds us of how determinant frames can be in intertemporal choice,
t00™".

An objection that someone could be tempted to make against Read’s challenge to
hyperbolic discounting is that dynamic inconsistency apparently is a robust empirical

finding, and it’s only explanation seems to be precisely hyperbolic discounting. But, as

47 But not ‘quasi-hyperbolic’ discounting, a model compatible with the absence of increasing patience.
48 See chapter 2 within this dissertation for a further framing effect in intertemporal choice.
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Read shows (Read 2003), dynamic inconsistency can be explained in other ways"”: first, it
can be explained very parsimoniously by another, well established anomaly called
‘magnitude effect’, according to which individuals discount more the lower an amount is
(see section 1.7.2). If, for example, an individual prefers one apple today over two apples
tomorrow, but at the same time he prefers two apples in 365 days over one apple in 364
days —as in the classic example by Richard Thaler-, we may understand this dynamic
inconsistency as one provoked by a different per-period discount factor for one apple
than for two apples (magnitude effect). Imagine one apple having utility 10, and two
apples having total utility 14. Now imagine that, due to the magnitude effect, one apple is
discounted with a constant factor of 0.5 while the two apples are discounted with 0.7.

Then, one apple today would be preferred to two apples tomorrow because
10-0.5° >14-0.7"; while two apples in 365 days would be preferred to one apple in 364
days due to 14-0.7°” >10-0.5* .

Another possible account of the dynamic inconsistency phenomenon is
impulsivity. It is in fact very difficult to find a dynamic inconsistent behaviour in the
choice of things such as gasoline or paper, as Hoch & Loewenstein (1991) pointed out.
Dynamic inconsistency appears related to either impulsive desires (chocolate) or myopia
(deciding to go eatly to bed, then watching movie until late at night), but many decisions
do not produce neither one nor the other, so modelling individuals’ time preferences in
general with hyperbolic functions may not be justified at all. Rather, we could think of
explaining dynamic inconsistency ad hoc as something produced by visceral influences on
behaviour (Loewenstein 1996)™.

Read has not been the only one casting doubts on the validity and convenience of
hyperbolic discounting. Rubinstein, A. (2003) showed that hyperbolic discounting could
be challenged empirically in a similar way as exponential discounting has been challenged

before (see Chapter 2 for a detailed description of his experiment 2). Rubinstein

4 Read himself claims that, in fact, the hyperbolic discounting explanation of dynamic inconsistency is
particularly bad since it leads to absurd predictions. If one is to explain the typically observed dynamic
inconsistencies with hyperbolic discounting, he needs to assume very low discount factors; and such low
discount factors would predict the same person prefers, for example, 27.000€ now over 1 million in one
year, which, of course, is a wrong prediction (Read 2003).

% Read (2003) even points out a third alternative explanation of dynamic inconsistency, one based on the
theory of ‘temporal construal’, developed in Liberman & Trope (2003). Following these authors, time
distance to consumption alters the relative weights of the central and peripheral features of objects of
choice: when buying a car, if the car is delivered right away, the individual may prefer a sports car,
underweighting the central feature of a car (family transport) in favour of a peripheral feature (having fun
driving). On the other hand, if the car is delivered in six months, the same buyer may choose a family van.
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concludes from several experiments that finding a good description of behaviour requires
to open up the black box of human decision-making, rather than to simply try out

alternative mathematical structures within the same framework.

Despite all this criticism, hyperbolic discounting has established as an important
alternative to exponential discounting, one representing the benefits of experimental
economics and psychology. In fact, the question we may ask ourselves is why has not any
hyperbolic discounting model -say quasi-hyperbolic discounting, for example- achieved
to displace exponential discounting, as one could reasonably expect (it explains dynamic
consistency, it fits data statistically better — see Fredrick, Loewenstein & O’Donoghue
(2002)-, it is parsimonious, and it fits intuition). I will try to answer this question in the

conclusions to this chapter.

1.7 Other Discounted Utility Anomalies

As I have shown eatrlier, discounted utility not only relies upon the hypothesis of
constant discount rates. Many other discounted utility assumptions exist and have been
tested, and a collection of other well known anomalies has established in the literature in
a similar way as there is a collection of expected utility anomalies (Loewenstein & Prelec
1992; Fredrick, Loewenstein & O’Donoghue 2002). Hence, as we will next see, there are
many common preference patterns that Samuelson’s proposed mathematical structure is

unable to capture.

1.7.1. Excessive Discounting

Although the discounted utility formula does not limit the discount rate to any
specific amount, we may consider discounting at, say 100% a year an ‘anomaly’. In
contrast with other anomalies reviewed in this section, the ‘irrationality’ underlying
excessive discounting does not consist in any violation of the previously reviewed axioms
of intertemporal choice; rather, it consists in the fact that one can always borrow money
in the market at an interest rate that is most of the time between 3% and 8%’'". Someone

choosing €100 now over €200 in one year seems therefore not to be a rational economic

*! This argument was first developed by Fisher (1930).
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agent: taking instead €200 in one year, he or she could still borrow today €100 in the
market at some market interest rate (obtaining thus immediate utility from €100), pay
back the loan in one year using the €200 chosen before, and end up being better off.
Empirical results nevertheless show dramatic deviations from this normative behavior.
Thaler (1981), Benzion, Rapoport & Yagil (1989) or Fredrick, Loewenstein &
O’Donoghue (2002) find discount rates ranging from 25% to 3000% per year. Excessive
discounting occurs both when choosing among non-monetary objects and when
choosing among monetary objects, although at very different degrees depending on the
characteristics of these objects. For example, small amounts are usually discounted at a

much higher rate than big amounts, as we will next see.

1.7.2. The ‘Magnitude Effect’

Larger outcomes are discounted at a lower rate than smaller outcomes. In
virtually all studies that vary outcome size, a clear ‘magnitude effect” has been revealed by
the choices of subjects, an effect that is now one of the most robust findings in
intertemporal choice (Ainslie & Haendel 1983; Benzion, Rapoport & Yagil 1989;
Chapman & Winquist 1998; Green, Fristoe & Myerson 1994; Green, Fry & Myerson
1994; Holcomb & Nelson 1992; Kirby 1997; Kirby & Marakovic 1996; Kirby, Petry &
Bickel 1999; Loewenstein 1987; Raineri & Rachlin 1993; Shelley 1993; Thaler 1981). See,

for example, 1 month discount rates in Table 1.3 found in Thaler (1981)” :

Amount 1-month equivalent
$15 $20 (345%)
$250 $300 (219%)
$3000 $3100 (39%)

Table 1.3

The ‘magnitude effect’ strongly affects intertemporal choices, and has been shown to

explain several phenomena (see, for instance, chapter 3).

5 1-month equivalents are median values. Discount rates (in parenthesis) correspond to continuously
compounded rates.
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1.7.3 Sequence Effects

Discounted utility evaluates a sequence of outcomes by adding each outcome’s
discounted values, independently of whether the sequence has any particular shape
(increasing or decreasing, for example). The literature has nevertheless found that people
systematically prefer increasing sequences of consumption over decreasing ones that add
up to the same total amount (Ariely & Carmon 2003; Fredrick & Loewenstein 2002;
Loewenstein & Prelec 1993; Loewenstein & Sicherman 1991). For example, Loewenstein
& Sicherman (1991) found that people prefer an increasing wage profile over a declining
or flat one, even after being reminded that a decreasing sequence has a higher total
present value due to higher interests of the larger-sooner outcomes. Analogously, when
sequences were framed as streams of pain (headache pain, for example), respondents
showed a clear preference for decreasing over increasing sequences, indicating pain was
preferred sooner rather than later (Chapman 2000). Another version of this effect, the
preference for ‘happy endings’, was found by Ross & Simonson (1991) and Loewenstein
& Prelec (1993): if a good outcome is embedded in a (small) sequence together with not-
so-good outcomes, people prefer the sequence where the good outcome occurs later
rather than sooner, contradicting positive time preference and potentially causing
violations of IES.

In addition to this preference-for-improvement finding, other sequence effects
are reported in the literature. Loewenstein & Prelec (1993) found a preference for
uniformly spreading of outcomes in a sequence. People tend to prefer (0,1,0,1,0,1,0)
rather than (0,0,1,1,1,0,0) showing a tendency to like evenly distributed sequences. Also,
research in retrospective evaluation of experiences started by Kahneman et al. (1993) has
shown a preference for two particular ‘moments’ in a sequence, the peak and the end.
Several studies have found that a weighted average of experiences at these two particular
points in time suffices to explain individuals’ retrospective overall evaluation of
experiences. The reason for it is that memory stores only highlights of an experience, and
this is the only information that is afterwards used when the time comes to make a
retrospective evaluation (see also Ariely & Carmon 2003 for a review on the evidence).

In sum, preferences for sequences appear to be essentially different from
preferences for single outcomes. Once people perceive they are choosing among objects
embedded in a sequence, they act according to a collection of new reasons regarding the

specific shape of the sequence (see Read & Powell 2002 for a qualitative study on these
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reasons). Put in other words: we can conclude that ‘gestalt’ properties matter; and

discounted utility does not account for them (see section 1.4.1).

1.7.4. The Sign Effect

In many studies gains are discounted at a higher rate than losses. Imagine
someone receives a traffic ticket and is asked how much he is willing to pay to delay the
payment by three months. Now consider the same problem framed with gains: someone
has won a prize and is asked how much he would need to be paid to accept receiving the
money three months later. Thaler (1981) showed that the underlying discount rates differ
significantly for both framings. In fact, in many studies subjects have shown a preference
to incur in a loss immediately rather than delay it (Benzion, Rapoport & Yagil 1989;
Loewenstein 1987; MacKeigan et al. 1993; Mischel, Grusec & Masters 1969; Redelmeier
& Heller 1993; Yates & Watts 1975).

1.7.5. The Delay-Speedup Asymmetry

Loewenstein (1988) found that respondents who expected receiving a VCR in
one year would pay an average of $54 to receive it immediately, while those who
expected receiving it immediately demanded an average of $126 to delay its receipt by a
year. Other studies have confirmed these findings (Benzion, Rapoport & Yagil 1989;
Shelley 1993), which suggest that an individual’s reference point is relevant for his

intertemporal choices.

1.7.6. The Date-Delay Effect

Future outcomes are discounted significantly more when time is expressed in
delays (e.g., ‘in six months’) compared to when it is expressed in calendar dates (e.g., ‘on
June 14th.’). This anomaly has been found very recently by Read et. al (2005). In one of
their experiments the authors find, for example, that while only 29% of the subjects
chose 450 in 13 months over 370 in 4 months, 60% of the subjects did make that choice
when time was expressed as calendar dates (450 on June 25, 2004 over 370 on September
26, 2003). Moreover, the authors found no evidence of increasing discount factors (i.e.,

hyperbolic discounting) when calendar dates were used, while they did find it when time
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was expressed as delays. We can therefore conclude that the way time is expressed
strongly affects decision-making.

The reason for this effect remains still unanswered. The authors nevertheless
suggest an explanation inspired by Rubinstein, A. (2003) and Leland (2002), who
proposed a procedural decision-making theory according to which subjects look at the
time dimension of the objects of choice and, if they find the two timings sizilar, then
they decide upon the money dimension, which implies the choice of the larger-later
amount, a choice that we then interpret as a more patient choice”. Now Read et.al
propose that when timings are expressed as calendar dates, they are perceived as more
similar than when they are presented as delays, possibly because dates usually are quite
similar (e.g., 2003 vs 2004). Moreover, they propose that similarity between calendar
dates separated by a common interval does #of change the later they occur, and for that
reason we do not observe increasing discount factors in the calendar dates framing; in
contrast, when asked in terms of delays, the further away a given interval lays, the more
similar the timings of SS and LL are perceived by the individual, and thus the higher the
induced discount factor appears to be. I will have more to say on the possible

explanations to this effect in the final conclusions chapter.

1.8 Alternative Models of Intertemporal Choice

We have seen a collection of anomalies that casts serious doubts on discounted
utility as a theory of intertemporal choice. The reported findings are quite intuitive, too;
in fact, most of us could well be represented by these preference patterns, despite which
they cannot be accommodated into Samuelson’s mathematical structure, as I have
shown. Now the obvious question is the following: what alternative models have been
proposed to account for the observed anomalies? Following Fredrick, Loewenstein &
O’Donoghue (2002), I will next classify them into two distinct groups: on one hand,
there are models that maintain the basic structure of DU but modify either the
instantaneous utility function or the discount function (or both); on the other hand, there
are models that depart more radically from DU by adopting completely different views of

intertemporal decision making phenomena.

53 See chapter 3 for a more detailed description of Rubinstein’s similarity theory.
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1.8.1. Models Moditying or Enriching Discounted Ultility

The main alternative model within this category is obviously Hyperbolic
Discounting, already reviewed in previous section 1.6., including several different

hyperbolic discounting functions. Within this family of alternative models we can -as we
have seen (section 1.6)- refer to (/5,0) discounting as possibly the most succesful one in

explaining many relevant-to-economics phenomena (consumption-saving behavior,
procrastination, addiction or information acquisition).

Other models departing partially from DU are those enriching in several ways the
instantaneous utility function: first, there are habit-formation models, in which utility from
current consumption can be affected by the level of past consumption (first proposed by
Duesenberry (1952), and further developed by Pollak (1970) and Ryder & Heal (1973)),
therefore affecting intertemporal choices. Second, there are reference-dependent models
incorporating standard findings of prospect theory such as value derived from departures
from a reference point, that might depend upon past consumption, expectations, social
comparison, status quo, etc; or loss aversion, meaning negative departures from reference
point yield more ‘disutility’ than equivalent positive departures; and diminishing
sensitivity for gains and losses, meaning that the value function is concave over gains and
convex over losses. A good example of such a model is Loewenstein & Prelec (1992),
where the authors apply a reference-dependent model in order to simultaneously explain
hyperbolic discounting, the magnitude effect, the sign effect and the delay-speedup
effect. Other contributions of reference-dependent models applied to intertemporal
choice are Bowman, Minehart & Rabin (1999) and Shea (1995a, 1995b), both studying
how loss aversion in consumption affects consumption growth over the years.

Third, there are models incorporating wfility from anticipation. The idea underlying
these models, as in Loewenstein (1987), is that individuals derive utility from two
sources, one of them being current consumption and the other one being the
anticipation of future consumption. Such a model can be used to explain several of the
previously presented anomalies: for example, it can explain why people may have a
preference for improving sequences, since the further away an outcome lays, the more
anticipatory utility it yields, which means that higher outcomes produce more overall
utility if located later rather than sooner; also, and for similar reasons, it can explain the
sign effect, and other effects like inconsistency or the fact that people discount different

goods at different rates. Fourth, there exist models accounting for visceral influences on
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behavior such as hunger, sexual desire, physical pain, etc. These models incorporate the
impact of such visceral states into behavior, and provide an alternative explanation for
the typical preference reversal finding usually attributed to hyperbolic discounting, the
explanation being that after having planned to, say, diet, then, once in front of a
chocolate cake, the visceral state suddenly determines behavior in the opposite direction
as the one initially planned.

Finally, there are also models that combine several of the previous modifications
to explain behavior, as for example Loewenstein & Prelec (1993), combining a preference
for improvement together with hyperbolic discounting to explain a preference for U-
shaped sequences. A very recent and powerful example is the model developed in
Baucells & Heukamp (2007), that accounts simultaneously for expected utility,
discounted utility, prospect theory and hyperbolic discounting, together with the more

and more fundamental magnitude effect.

1.8.2. Models Explaining Other Phenomena Relevant to Intertemporal Choice

In the last 25 years several totally new perspectives have been developed to
overcome the problems of DU. First, there appeared models based on a multiple-self
perspective. The basic idea is to postulate a myopic self who is in conflict with more
farsighted ‘selves’, and then solve this conflict with tools from strategic interaction
economics as game theory, principal-agent, etc. Examples of such models are Winston
(1980), Thaler & Shefrin (1981), Schelling (1984), Elster (1985), Ainslie & Haslam (1992).
Second, different models have been developed around the idea of mental accounting.
According to this perspective, people do not treat all money as fungible, but assign
different expenditure types to their different ‘mental accounts’. Elster (1985) suggest that
such behavior may explain why people tend to spend small amounts of money loosely
but big amounts very carefully: small amounts are assigned to the category ‘spending
money’, while big amounts are assigned to the category ‘saving money’. Other models
using the mental-accounts approach are Benartzi & Thaler (1995) and Prelec &
Loewenstein (1998).

Third, there are models based on choice bracketing. Read, Loewenstein & Rabin (1999)
showed how people’s ability to ‘broad-bracket’ when facing several simultaneous
decisions usually helps them to make better overall decisions. Unfortunately, in reality

people tend to ‘narrow-bracket” when facing several decisions at a time. When this effect
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is applied to intertemporal decision making, we can use the idea of narrow ‘temporal-
bracketing’ to understand or predict several anomalies related to multiple-outcomes
effects, as the ones discussed in Loewenstein & Prelec (1993). Fourth, Gul &
Pesendorfer (2001) developed a model considering the influence of what they labelled
‘temptation utility’ to intertemporal choice. In their model, individuals have an incentive
to eliminate desired options, something that resembles a preference for commitment as
the one suggested already by Strotz (1956) to overcome dynamic inconsistency.

Fifth, recently Loewenstein, O’Donoghue & Rabin (2003) have developed a model to
explain how well decision makers predict their future changes in tastes. Their main
tinding is that people systematically exaggerate the degree to which their future tastes will
resemble their current tastes, thus incurring into what the authors label ‘projection bias .
This important effect has many implications for economic behavior, such as inconsistent

planning or misguided purchases of durable goods.

All these alternative intertemporal choice models are today being used by economists to
enhance their modelization of human behavior in intertemporal decision making. But,
unfortunately, there is no established unified theory for intertemporal choice yet. To find
a diagnostic of why this has not yet happened, I will now complete my review with a
discussion on the role of the rationality requirement in the development of intertemporal

choice theory.

1.9 Concluding Remarks: The Role of Rationality in Intertemporal Choice Theory

As it is widely known, choice theory is based upon the idea of preference
relations describing people’s behaviour. Preference relations’ particular structure —
completeness and transitivity- ensures we can represent such preferences by a (utility)
function assigning a value to each object of choice, which makes it possible to interpret
an individual’s choices as if he aimed at maximizing the value of this function. And
rational choice theory consists basically in assuming people do in fact have (stable™)

preference relations. But why should they?

5 Stability of preference relations is very important, since the opposite -changing preferences- would be
completely non-informative; any possible behaviour would fit in the preference relations’ theory
(Rosenberg 1992).
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Many economists like to answer with the money-pump argument. According to
this idea, an individual with intransitive preferences would be easy to exploit by an

arbitrageur. Suppose an individual’s preferences over three objects were as follows:

A>=Band B> C; butC> A4

This individual will thus be ready to exchange C plus a certain quantity (say, one cent) to
obtain B, which he values more. But then, he will also accept exchanging B plus one cent
to get A; and finally, also A plus one cent to get C. Such a cycle would bring him back to
his original situation possessing C, but having spent 3 cents! Thus, this subject can easily
be exploited by an arbitrageur, who could keep indefinitely pumping money out of him
until complete ruin.

The money-pump argument is far from being uncontroversial from a technical-
economical point of view (see, among others, Cubitt & Sudgen 2001; Machina 1989;
McClennen 1990; Sudgen 1991; Anand 1993; Kelsey & Milne 1997; Yaari 1998). But its
fundamental idea is that economic theory has reasons to believe that most of the people
behave most of the time transitively, or otherwise they would not ‘survive’. Thus, a basic
normative principle —it is bad to be ruined- becomes a positive theory by arguing that

exposure to a money-pump would immediately be exploited by arbitrageurs.

Let us now go back to intertemporal choice. In a previous section we saw that
dynamic consistency is considered a rationality principle for intertemporal choice. The
rationality of dynamic consistency can be founded ultimately on the same argument we
just saw. A dynamic inconsistent individual could be brought to ruin by an arbitrageur.
To illustrate this, imagine that Alex has a lasting preference for €11 in 24 hours over €10
in 22 hours, but prefers €10 immediately to €11 in two hours. Helene offers to sell him
€11 in 24 hours for €10 in 22 hours. Alex agrees. 22 hours later, Alex gives Helene €10.
But now his preferences have changed and he would prefer keeping the €10 rather than
getting €11 in two hours. Helene thus offers to give him back the €10, if he agrees to pay
her €11 plus, say, one cent in two hours. Alex agrees and in two hours Helene is one
cent better off. Helene then offers to sell Alex €11 in 24 hours...and so on. Now a
hyperbolic discounter, the argument continues, has precisely such a preference structure,
and thus could easily be exploited to ruin. On the contrary, exponential discounters are

invulnerable to such money-pumps, and are therefore expected to proliferate in society.
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There are problems with such simplifications. In effect, imagine most of the
people were sophisticated hyperbolic discounters as follows: if they detect an arbitrageur,
they do not make any deal with him (they give up a certain opportunity to be better off in
order to morally punish arbitrageurs)™; in any other situation, they behave hyperbolically.
This means there would be no incentives at all for arbitrageurs to operate. We could then
perfectly observe a vast majority of hyperbolic discounters behaving dynamically
inconsistent in their every day life, without causing their selves any fatal damage by doing
so. The money-pump-based justification of dynamic consistency as a rationality principle
thus relies upon viewing people as naive decision-makers, whose preferences are
invariant even in the presence of someone who is trying to bring them to complete ruin.

Moreover; suppose now there were no sophisticated behaviours, and that
hyperbolic discounters were naively exposed to exploitation. We still need certain
preconditions in order to support the money-pump defence of exponential discounting:
for example, it is needed that the specific arbitrage opportunities are enough to make a
living out of it. How much work would be needed by the arbitrageurs to earn how much
money? Would this be more worth doing than a regular job? Would the moral
discomfort outweigh the monetary incentives? If these circumstances are not met, we
simply cannot infer dynamically inconsistent individuals would not survive. Hence, the
money-pump argument also relies upon the worthiness of arbitrage for arbitrageurs.

Finally, I want to point at a third objection to the money-pump argument for
dynamic consistency, due to Ahlbrecht & Weber (1995). Many decisions are completely
binding, not subject to future reconsideration. For those kinds of decisions there is no
possible argument in favour of exponential discounting based on dynamic consistency.
When decisions are irrevocable (buying a house, for example), nothing prevents the
individual from discounting future values hyperbolically since such behaviour would not
produce any dynamic inconsistency to be exploited by arbitrageurs. Thus, even if the
money-pump argument had any validity, this validity would still not be independent of

the decision context.

As we can see, then, dynamic consistency and money-pump arguments are not
definitive principles to sustain exponential discounting as a descriptive theory of
intertemporal choice. But, are they valid nommative principles? Is it true that being

dynamically consistent is necessarily ‘good’? The answer is also ‘no’. There is no ultimate

% The existence of punishing behaviour that goes against one’s interests is now empirically well founded in
the literature (see, for example, Thaler (1989) on the so-called ultimatum game).
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reason why someone should obey his previous decisions, for we cannot systematically
grant a past ‘self’ a higher moral authority than a present ‘self’. As Strotz put it, we may
ask ourselves “at which date should sovereignty inhere in the [decision] maker” (Strotz
1956, p179). The concept of consumer sovereignty has no meaning in the context of
dynamic decision-making (Strotz 19506) and, for that reason, Samuelson himself regarded
discounted utility as lacking normative legitimacy as a rational intertemporal choice

model (recall the quote at the beginning of this chapter).

Despite all these considerations, economic thought has put the ‘straitjacket’ of
dynamic consistency to intertemporal choice theories. First it has used the principle
stating dynamic inconsistency is bad per se to automatically assimilate dynamic consistency
to rationality. Then it has shown that only exponential discounting is completely free of
inconsistencies, and thus the only possible rational intertemporal choice theory. Finally, it
has used this normative support to argue that exponential discounting ought to be also
the standard descriptive intertemporal choice model. Experimental work has uncovered
the flaws of such reasoning. But the strong normative case for exponential discounting
has restricted much of the attention to the exponential- vs-hyperbolic discounting debate,
and blinded the many other fundamental problems in discounted utility we have
reviewed in the previous section; anomalies that actually cast doubts on the many other
assumptions underlying discounted utility theory.

Principles like dynamic consistency have of course helped to specify
intertemporal choice theory; but they also have hindered the ability of the theory to
evolve between the 50’s and the 90’s, and, to some extent, it continues obstructing its
further development. The dynamic consistency requirement has proven particularly hard
to withdraw from intertemporal choice, since its normativity relies upon a basic intuition
identifying inconsistency with the bad™. In my view, this intuition is wrong. There is no
ultimate reason why someone behaving only sometimes inconsistently is producing harm
to himself, for there is no ultimate reason why the ‘planner’ makes always good plans for
the ‘doer’. There may indeed be reasons to consider that someone who is continuously
abandoning his plans is producing himself harm; but the fact that someone’s preferences
are such that they may result in dynamic inconsistency ozce does not imply he will be

condemned to repeated dynamic inconsistency, as if an iron rod had totally damaged his

% We could see the strong power of this moral intuition in the US presidential campaign 2004, where huge
amounts of money were devoted to prove electors that one candidate was a “flip-flap”, changing
continuously his mind on important issues.
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brain permanently. The identification of dynamic inconsistent preference structures with
the bad relies thus also on an invariance assumption saying that preferences remain the
same across all periods and circumstances, including the situation in which someone
perceives he is stuck in a money-pump. Of course, any mathematical representation of
choice needs to make such simplifications, or the theory would become completely
impossible to handle; but the choice of the normative principles that ought to define validity of
theoretical models should not drag these simplifications. There is thus no solid grounding to
demand dynamic consistency to our intertemporal choice models.

Fortunately, today intertemporal choice seems to be starting to undo this
straitjacket and rapidly generating valuable alternative theories that are free from its
complex about dynamic inconsistency. Experimental work in intertemporal choice has
been crucial in this process, since it has made the invisible straitjacket visible. Thanks to
it we have developed an important body of knowledge regarding intertemporal decision-
making. Nevertheless, the main conclusion we should extract from the first chapter in
this dissertation is that we still lack bozh a normative and a positive theory of intertemporal
choice. Normatively, discounted utility is #of a definitive theory, although it is indeed
much more solid as a normative than as a positive theory. Descriptively, as we have seen,
discounted utility and, in general, all alternative models based on the idea of adding up
discounted outcomes together, look #of able to capture the fundamentals of behaviour.
Chapters two and three in this dissertation aim thus at contributing to the task of finding
a better intertemporal choice model. And in order to do this, it seems natural to

investigate more deeply into the anomalies of the current theory.
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1.10  Summary

Let me at this point summarize the main ideas contained in chapter 1:

1. The neoclassical economists already systematically studied intertemporal choice
problems (section 1.2), but the first general formula describing intertemporal
preferences was Samuelson’s in 1937 (section 1.3), known as discounted utility, and
based upon adding (section 1.4.1) up exponentially discounted values (section
1.4.2).

2. Disregarding Samuelson’s advice, discounted utility established both as the
normative and positive orthodoxy thank to (a) its ability to capture many insights
into one single and parsimonious formula; and, more decisively, (b) the fact that
it is the only model in the context of additive utility whose structure is completely
immune to dynamic inconsistent behaviour, and thus the only apparently rational
model (sections 1.4.1 and 1.4.2).

3. The hegemony of discounted utility lasted undisturbed until 1981, when Thaler
first showed that behaviour was nof dynamically consistent and therefore
discounting also not exponential. A long series of other challenging experiments
followed Thaler’s, and hyperbolic discounting models appeared as a valid
explanation of many anomalies (section 1.6). Possibly the most promising
descriptive model that this experimental trevolution produced is (f3,9)-
discounting, also called quasi-hyperbolic discounting (section 1.6.3).

4. After hyperbolic discounting, many other anomalies in discounted utility have
emerged. Possibly the most significant ones are the preferences observed over
sequences of outcomes with particular shapes, and the magnitude effect. The first
of these phenomena casts significant doubts on the positivity of time preference
and on the validity of the additivity of discounted utility (section 1.7.3), while the
second challenges the fundamental hypothesis of a time preference that is
independent of the magnitudes at stake (section 1.7.2). Different alternative
models have emerged to account for the many anomalies of DU observed, but
no unified theory for rational intertemporal choice has yet established (section

1.8).
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5. Also, although research in intertemporal choice has deepened our understanding
of human temporal decision-making along the past years, it still has achieved
neither a completely satisfactory normative theory, nor a positive one (section
1.9). New and better intertemporal choice models may come from the interaction

between economics and neurobiology.

Xk
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Chapter 2
Excessive Discounting and Hyperbolic Disconnting Explored under
Excperimental Method 1 ariance

Summary

In intertemporal choice experiments people usually choose between smaller-sooner and
larger-later amounts of money. That is, they make tradeoffs in terms of nominal
amounts. Yet the currency of intertemporal tradeoffs in the outside world is usually the
interest rate. In this study I tested whether two major phenomena that occur when
trading off nominal amounts, excessive discounting and the hyperbolic-interval effect, would also
occur when trade-offs are made in terms of interest rates. The answer is they are not.
We conducted a large-scale (N=1960) internet study and found that when the tradeoffs
were described in terms of nominal amounts, the discount rates were high and there was
a sizable hyperbolic-interval effect (replicating eatlier studies). When they were described
as both amounts and interest rates, discount rates were much lower, and there was no
interval effect. When the tradeoffs were described as interest rates only, discount rates
were even lower, and the hyperbolic-interval effect was reversed. It seems that some of
the most-cited results in intertemporal choice research are unique to a specific way of

eliciting discount rates.
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2.1. Introduction

The economic model of intertemporal choice unambiguously predicts how
rational people will trade off money over time. Given a choice between a smaller
amount to be received sooner and a larger amount to be received later, agents will choose
based on their current financial status and their opportunities on the capital market.
Those who are already investing money (i.e., saving) will take the smaller-sooner amount
if and only if the rate of return, once transaction costs have been accounted for, is lower
than the rate they would get from their best alternative investment having the same
degree of risk. Their discount rate will then be equivalent to their best investment rate.
Imagine someone who currently has money invested at 5% who is offered a choice
between €100 now and €104 in a year. She will take the early €100, because over the year
it can be transformed into €105. But she would take a later payment of €106, because
this is more than she could earn otherwise. Those who have an immediate need for cash,
on the other hand, will take the smaller-sooner amount if and only if its rate of return is
no greater than their best alternative borrowing opportunity. Imagine someone who is
hard up for cash but can borrow €100 at 10% interest. He will take €100 now over €109
in a year, but take €111 in a year over €100 now. Given that people vary in their
circumstances, their discount rates for money will vary, but only within the range dictated
by the capital market.

In 1981, Thaler tested this economic model with a series of experiments (see
section 1.6), and in so doing introduced a method that has been used, with modest

variation, in most subsequent studies (e.g., Benzion, Rapaport & Yagil, Chapman &
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Elstein, 1995; Green, Myerson & McFadden, 1997; Kirby, 1997; Madden, Bickel &
Jacobs, 1999; Read, 2001; Shelley, 1993). This method involves asking decision makers
to choose between a smaller-sooner (SS) and larger-later (LL) outcome (“Would you
prefer €200 in one month or €400 in ten months?”), or else to equate two delayed
outcomes, such as stating what LL is equivalent to a specified SS (“How much would
you demand in ten months to forgo receiving €200 in one month?”).

Thaler’s study revealed several striking deviations from the normative model,
including two that are the focus of the present paper: excessive discounting (Ainslie &
Haendel, 1983, called this ‘monumental impatience’) and the hyperbolic-interval effect.”
Both these findings have been widely replicated (see reviews in Frederick, Loewenstein &
O’Donoghue, 2002; Read, 2004). On one hand, excessive discounting means that people
discount future outcomes more than they should based on the capital market they face.
Because few people in the developed world will earn today much more than 3% on
investments, or have to pay more than 20% to borrow money, their personal discount
rate should be somewhere between these values.” Yet reported discount rates rarely get
as low as 20%, and frequently reach levels of 100% or more (Frederick et al., 2002;
Thaler, 1981). For very short delays, such as a few days or a week, the discount rate can
go through the roof, reaching values of several thousand or even millions of percent.”
On the other hand, the hyperbolic-interval effect is that the discount rate decreases as the
interval separating SS and LL increases. Thaler found that the median amount
demanded to forego $250 immediately was $300 for a wait of 3 months (107% discount

rate), and $500 for a wait of 3 years (26% discount rate).

Because most demonstrations of excessive discounting and the hyperbolic-
interval effect are based on modest variations of Thaler’s original method, the large
number of replications may overstate the strength of the evidence. They may reflect

people’s true discount functions for money, but they may also be just reflecting how

57 As discussed in chapter 1, other anomalies discovered by Thaler (1981) are the sign effect (losses are
discounted at a lower rate than gains) and the magnitude effect (larger amounts are discounted less than
smaller ones).

58 This dissertation was written between 2005 and 2007. Within these dates, the best rate in countries like
Spain or the UK for borrowing €2500 was around 15 %. For smaller amounts the rates would be higher,
and one would normally use a credit card, which will mean a rate of approximately 19%. The best possible
savings rate is around 5% -- but these are ‘introductory offers’ that depend on using an internet account —
and investment in bonds or stocks can yield slightly more.

% To take one example, the median respondent in Kirby and Marakovic’s Experiment 1 (Kirby &
Marakovic 1990), revealed an annual discount rate of well over 8 million percent over a three day delay.
Viewed from the perspective of the actual preferences observed, however, this does not seem so
outrageous — the respondent was indifferent between $25 now and $28.50 in three days.
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people are asked. It is well known that different ways of asking people formally identical
questions can yield significantly different stated preferences and even beliefs.
Consequently, before interpreting a specific pattern of response, we need to establish
how robust it is in the face of methodological variation. The present paper addresses this
issue by eliciting intertemporal preferences using an apparently modest variation on
Thaler’s method: In most studies, such as Thaler’s original ones, respondents make
tradeoffs among nominal amounts®, as in “€50 today versus €100 in a year.” Yet in the
‘real” world of everyday decision making it is more common to decide based on rates of
return, as in “€50 today versus investing it for a year at 5%.” Credit cards and mortgages
are chosen because they offer the lowest rate, bonds and savings accounts are chosen
because they offer the highest rate.”

We investigate whether people make the same intertemporal decisions regardless
of the tradeoff currency, and learn they do not. Excessive discounting and the
hyperbolic-interval effect characterize tradeoffs expressed in nominal amounts, but not

those expressed in interest rates.

2.1.1. Interest rates and excessive discounting

The only previous study that compared intertemporal tradeoffs given different

62

descriptions was the one by Coller and Williams (1999). They compared intertemporal
choices for nominal amounts (the ‘money-only’ description, in our terminology), with
those for amounts combined with interest rates (‘interest+money’ description). The

% Their results

‘interest+money’ description reduced the median discount rate by 7%.
already suggest that providing information about interest rates can reduce the discount
rate.

There are many possible reasons for this. One is that interest rates remind people

they are dealing with money, which has a market price. Another is that they eliminate

misconceptions about what different interest rates earn. To illustrate, imagine a consumer

6 Nominal amounts do not take inflation into account. For instance, if prices go up by 5% a nominal
payment of €110 in one year is a real payment of slightly less than €105.

61 Coller and Williams (1999) put it thus another way, observing that in experiments outcomes are typically
priced in a different currency (i.e., nominal amounts) than they are in the real world (interest rates).

62 Harrison, Lau & Williams (2002) studied a sample of Danish consumers using a version of Coller and
Williams’ Interest+Money questions, but did not compare this description to any other. They did suggest,
however, that this was the correct way to ask about discount rates.

0 Coller and Williams did not conduct a single experiment with random assignment to groups, but rather a
series of experiments with differing conditions. Therefore, we cannot rule out the possibility that irrelevant
differences between experiments (e.g., non-equivalent samples, maturation, history, etc.) influenced their
results.
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who knows his best annual equivalent rate (AER)" is 6%, yet who also believes this
yields €1.40 per annum for each €1.00 invested. Given this mistaken belief, he would
rationally choose €100 now over €139 in one year. Asking him what future amount he
would demand, therefore, confounds his desited interest rate with his false belief about
what it will earn.

On the other hand, those who usually think of tradeoffs in terms of nominal
amounts, and who are unfamiliar or misinformed about interest rates, might choose the
wrong rate because they are mistaken about what it will earn. Consider, for example, an
investor who is the mirror-image of the one just described. She wants €140 in a year for
each €100 invested, and believes she will get this by investing at 6%. She will agree to a
0% rate as long as she doesn’t know how little it will earn.

In our experiment we therefore tested discounting given three ways of describing
the tradeoff currency: as nominal amounts, as interest rates, or as both. We predicted that
the discount rate would be reduced whenever interest rates were given. Morever, because
the usual way of thinking about these tradeoffs is in terms of rates, we expected that
when both descriptions were given, the discount rates would be intermediate but closer

to the interest rate only description.

2.1.2. Interest rates and the hyperbolic-interval effect

I earlier described the hyperbolic-interval effect, a term I used because it is
frequently attributed to hyperbolic discounting™ (e.g., Ainslie, 1975; Kirby, 1997; Mazur,
1987; Rachlin, 1989), according to which the discount rate is marginally decreasing in
delay. Much evidence for hyperbolic discounting has recently been challenged because
the method used to test it does not distinguish between the delay effect and the (true)

interval effect.” 1 illustrate this with the aid of the following figure:

% The AER is the interest rate earned in a year taking compounding into effect. The formula is
AER =(1+i] -

n
where 7is the nominal (annual) interest rate, and # is the number of compounding intervals in a year. For
example, a 5% annual interest rate compounded daily would correspond to an AER of approximately
5.12%.
5 This should not be confused with guasi-hyperbolic discounting or present-biased preferences. According to
quasi-hyperbolic discounting (Laibson, 1997) and present-biased preference (O’Donoghue & Rabin,
2000a), the discount rate is stationary after a jolt’” of excess discounting applied to any delayed outcome.
(see section 1.6.3).
% The argument that follows receives a fuller treatment in Read and Roelofsma (2003).
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Figure 2.1

In a typical experiment, discounting is measured over intervals that start at the same time,

but differ in length, such as t1=2>t2 versus t12t3. If we use 7, to denote the annual-

i—j
equivalent discount rate over an interval that starts at 7, and ends at 7, (i.e., with length

1, —t,), the usual result is that r is greater over the shorter interval than over the longer

one: 1, >t for 0<¢ <t,<t,. But when interpreting these results, researchers

tipically assume that discounting over the long interval is the product of discounting over

its parts,
(1 +r; )tl = (1 +rn., )fl_fz (1 +7_; )fz_f3

Obviously, this means

(1 + 7i—>3 )’l B

(1 + V263 )tz_r3 = pary
(1 + rl—>2)

which, for r,_, >7_,; (as usually observed in experiments), yields

(1 + rie} )f‘_t3 <

(I+7, )’l—fz (H_”l—ﬂ),r,3
1-2

and, consequently,
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oo 21y
An analogous argument yields also 7_,; >r, ;.

Therefore, assuming that discounting over the long interval is the product of discounting
over its parts, together with the empirical observation of 7_,, >r_,,, implies two testable

predictions:

D n,>n,

@) n;>1n,

That is, that the discount rate for the second segment of the interval from t1=2>t3 is lower
than that for either the first segment or for the interval taken as a whole.

Relationships (1) and (2) have rarely been tested directly, and have received little
support. Relationship (2) has never been reported, and (1) only rarely. The more typical

result is that discount rates are equal for the first and second part of the interval, and

higher for the second part than for the undivided interval: (17) r,_,=7r_,;
29 r,_;>r_; (eg, Baron, 2000; Gigliotti & Sopher, 2004; Holcomb & Nelson, 1992;

Read, 2001; Read & Roeclofsma, 2003). If we know all three values of therefore, we

’/;'ej’

can distinguish between the two theoretically important effects mentioned above:

A) the delay effect when the discount rate is lower for intervals that start later

(1, > 1,_,5), which would be true hyperbolic discounting; and

B) the interval effect when the discount rate is lower for longer intervals

(h2ohh 3 > Hs)-

In this study, I obtained discount rates for three consecutive 6-month intervals, and for
the corresponding 18-month interval that spanned them. I expected an interaction
between the interval effect and tradeoff description: When the tradeoff was asked in
nominal amounts, the prediction is the standard interval effect consisting of more

discounting for longer intervals. But when it was asked in interest rates, I predicted
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either no interval effect or even a reverse-interval effect of less discounting for longer
intervals.

This reverse-interval effect is, in fact, the norm in the financial marketplace. That
is, longer investment periods yield higher returns. We can see this in bank accounts,
which have to offer higher rates in exchange for a longer period of notice before savings
can be accessed, because consumers value liquidity. In general, the longer the investment
period, the higher the liquidity premium.”” This leads us to expect that when pricing
tradeoffs in terms of interest rates, people might demand higher rates for longer
intervals. Indeed, we conducted a pilot study that suggests just this. We asked 112

respondents to an internet survey the following question:

Imagine that you have won €10,000. As a condition of the prize you can either (a) take all the
money immediately, or (b) invest it for three years and earn interest. If you choose (b) youn will
not recezve any of the money until the three years are up. We want to know what is the

miinimum yearly interest rate you wonld ask to compensate you for waiting three years to get the

prize.

After giving this three-year rate, the same respondents were asked to give a one year rate.
On average, they demanded a greater rate for the longer interval (18%) than for the
shorter one (14%), (t(111)=3.1, p=.002). In other words, these people showed the

opposite of the traditional hyperbolic effect, and discounted more the longer the interval.

2.2. Experimental overview and hypotheses

I conducted an experiment with 16 conditions, corresponding to four
descriptions (Interest-only, Interest+Money, Money-only, and No-investment) and four
discounting intervals per description (17 months, 7213 months, 13218 months, and
119 months — three short intervals and one long one). The first three descriptions
framed the tradeoff in terms of an investment decision, while the fourth was like the

Money-only condition except that no mention was made of investment.

7 The interest rate over the long term can be thought of as arising from two factors -- a liquidity premium,
and expectations about future rates. Any constraint on liquidity pushes rates higher over longer periods,
while expectations pushes these rates in the direction of those expectations. Since rates are, in the long run,
equally likely to go up or down the norm is for long term rates to be greater than short term ones.
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I tested five hypotheses. The first two concern the effect of describing options in
terms of interest rates or nominal amounts. I predicted that providing interest-rate

information would decrease discount rates:

H1. The Interest-only and Interest+Money conditions will yield lower discount rates than the Money-

only condition.

I also predicted that providing both kinds of information would yield intermediate

discount rates:

H2. Discount rates in the Interest+Money condition will fall between those in the Interest-only and

Money-only condition.

Three further hypotheses concern the delay and interval effects. First, I expected no

delay effect, and a standard interval effect only for nominal amounts:
H3. Discount rates for same-length intervals will be unaffected by variations in the delay to their onset.
H4. In the Money-only condition, the discount rate will be higher for shorter intervals than for longer

ones.

On the other hand, however, I predicted a reverse-interval effect for the Interest-only

condition:

H5. In the Interest-only condition, the discount rate will be higher for longer intervals.

A final question concerns the No-investment condition. I formed no specific hypotheses
about it, although I anticipated it would mirror the Money-only condition (i.e., show the

effects predicted in H2, H3 and H4). If there was any additional effect, I expected it to

have higher rates than any of the investment-frame conditions.

2.3. Method

2.3.1. Sample
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On October 14", 2004 an invitation to participate in a study of “financial
preferences” was sent to 3,936 members of Metascore, a representative panel of Spanish
Internet users (see Annex 3 for more details on this representativity). The e-mail
contained a link to one of the 16 questionnaires, programmed so that it could only be
used once. The data-collection was successful: 64% of those invited opened the e-mail,
83% of these clicked on the link, and 94% of these finished the questionnaire, for a total
of 1,960 completed.

The incentive to participate was a random lottery (e.g., Cubitt, Starmer & Sugden,
1998). Participants were (truthfully) informed that one of their choices would be paid for
real, and that payment would be based on the choice made to one randomly drawn

question.

2.3.2. Materials

Participants made 20 choices between Smaller-Sooner and Larger-Later options,
presented in a tabular format (See Annex 2 for a description of the values used). The SS
option was €400 and the LL option was the result from investing €400 for 6 or 18

months, presented either as money-only, as interest-only (see for example Figure 2.2) or

as both.
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Figure 2.2

As can be seen, the timing of outcomes was described using both the month and year of

receipt, and the time until receipt. Participants chose the preferred option by clicking on

a radio button. Table 2.1 shows how the options were described in the four different

conditions:

Description of choices for the four experimental conditions

All conditions included all intervals for a complete 4 X 4 design. To avoid
redundancy, this table shows each description assigned to one interval only.

Condition SS LL

OPTION A: received in 1

month (mid November 2004). (mid May 2005).

Interest-only
following AER.

OPTION B: received in 7 months

Invest Option A for 6 months at the

€ 400 2.5%
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OPTION A: received in 7
months (mid May 2005).

OPTION B: received in 13 months
(mid November 2005).

Invest Option A for 6 months and

Interest+Money receive the following at end of the
investment period (AER in
parentheses).

€ 400 € 404 (2.5%)
OPTION A: received in 13 | OPTION B: received in 19 months
months (mid November (mid May 2000).
2005).

Money-only Invest Option A for 6 months and
receive the following at end of the
investment period.

€ 400 €404

No-investment

OPTION A: received in 1
month (mid November 2004).

OPTION B: received in 19 months
(mid May 2000).

€ 400

€ 404

Table 2.1
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2.4. Results

The results are summarized in Figure 2.3 in the form of box plots, and in numerical form
in Table 2.2. The dependent variable is Mzn, the lowest discount rate consistent with the

respondent’s choices. Min was computed as follows:

1. Min = X%, if the respondent preferred SS for every interest rate up to X% and
then switched to LL for X+2.5%;
2. Min = 0%, if the respondent preferred LL for every interest rate;

3. Min = 50%, if the respondent preferred SS for every interest rate.

Case 1 describes the normal situation in which the respondent chooses SS for low
interest rates, and then changes to a preference for LL. The true discount rate will then
be between Min (the highest rate at which they chose SS) and Min+2.5% (the lowest rate
at which they chose LL)*. The discount rate of respondents who always chose LL could
take any value below 2.5%, so we coded this as a Min = 0%. The discount rate of
respondents who always chose SS could take any value above 50%. Because there is
some uncertainty about the range of possible discount rates when Min is 0% or 50%, the

median Min is the most accurate measure of central tendency.

% It is not possible to interpret the responses of those who switched back and forth, or chose LL at lower
interest rates and SS at higher ones. Data from these respondents was not analysed.
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Figure 2.3
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Descriptive statistics for all conditions. Means and medians are based on the minimum discount rate (Min). True discount

rates fall between Min and Min+2.5%.

Condition Interval Mean o Median Max* Included Excluded** N

Interest-only 157 11.5% 12 7.5% 4% 109 16 125

713 10.2% A1 7.5% 2% 106 12 118

13519 12.0% 13 7.5% 6% 105 17 122
__________________________ 1519 175% A6 125%  10% 112 6 18

Interest+Money 17 16.1% 16 10.0% 12% 99 12 111

713 15.4% 15 12.5% 7% 107 8 115

13519 14.5% 13 12.5% 7% 123 9 132
__________________________ 1->19  168% A4 125% 8% 12 8 120

Money-only 1-7 26.4% 17 25.0% 19% 105 2 107

713 23.7% 16 25.0% 13% 135 0 135

13519 23.8% .16 25.0% 16% 122 5 127
__________________________ 1519 168% 12 150% 2% 124 6 130

No-investment 1-7 24.9% 17 25.0% 19% 111 3 114

713 24.8% 15 25.0% 13% 117 3 120

13519 26.6% 16 25.0% 17% 133 5 138

1-19 23.9% A5 22.5% 8% 124 4 128

* Percent of respondents who always chose the SS option.

** Number of subjects who switched more than once. They were excluded from the analysis.

Table 2.2

106



Chapter 2: Excessive Discounting and Hyperbolic Discounting Explored under Expetimental Method Variance

My Hypothesis 1 was that the Interest-only and Interest+Money conditions would
show the lowest discount rates. Table 2.2 shows clear evidence for this: the median M:n was
25% in the Money-only condition and between 7.5% and 12.5% in the two interest-rate
conditions. A median test comparing the combined Interest-only and Interest+Money
conditions to the Money-only condition confirmed this, §°(1)=89.4, p<10”. As can be seen
in Figure 2.3, however, this relationship holds only for the 6-month intervals, an observation

confirmed by separate median tests:

Interval (months) 27)

1>7 33.1 p<10”

7>13 442 p<10”

13219 348 p<10”

1219 0.8 pns
Table 2.3

This finding is examined below, when discussing Hypotheses 4 and 5.

Hypothesis 2, that discount rates in the Interest+Money condition would fall
between those in the Interest-only and Money-only condition, was also supported. As
already discussed, the Interest-only and Money-only conditions differed only when the
interval was six months, and for all six month intervals there was intermediate discounting in
the Interest+Money condition. Median tests comparing the combined Interest+Money

description to the separate ones revealed they differed significantly:

Interest+Money compared to:
Interval (months) Interest-only  Money-only

1>7 27 p=10 19.0 p<10*

7>13 6.5 p=01 205 p<10*

13219 57 p=02 218 p<l10*
Table 2.4

In line with our earlier discussion, this suggests the interest rate description makes

people more patient, and the money description makes them less so. Moreover, the
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Interest+Money rates were closer to the Interest-only than Money-only ones, suggesting that
interest rate information predominates.

Hypothesis 3 is that discount rates for same-length intervals will be unaffected by the
front end delay. This received strong support. Within each question frame, discount rates

were virtually identical for all the short intervals. An overall median test (}2(2)=1.3), as well

as separate analyses for each frame (¥2(2)=0.87, 0.85, 3.69 and 0.49 respectively) indicated
no hint of a significant effect.

Hypothesis 4 and 5 will be discussed together. I predicted that the discount rate
would increase with interval length in the Money-only condition, and decrease with interval
length in the Interest-only condition. Both predictions were supported — indeed, the 18-
month rates were virtually identical in both conditions. Median tests comparing long with

short intervals revealed a significant effect in both the Money-only (¥2(1)=28.1, p<10-5) and

Interest-only (}2(1)=15.0, p<10-3) conditions. Because the discount rates in the Interest-
only and Money-only condition are virtually identical, I expected the Interest+Money
condition (predicted to fall between them) to yield the same discount rate, and this is what
happened. A median test comparing the 18 month interval in all three investment frame
conditions revealed no difference, ¥2(2)=0.87.

Comparisons with No-investment condition. I now consider the effect of the
‘Investment’ frame. I expected results from the No-investment condition to be like those
from the Money-only condition, perhaps with a higher overall discount rate in the No-
investment condition. The No-investment condition was as expected in that the discount
rates were substantially higher than when interest-rates were provided. However, while I
expected that the 18 month interval in the No-investment condition would yield a lower
discount rate than the 6 month intervals, there was little evidence of such a difference. The
discount rate was slightly lower, but not significantly so. Moreover, it was significantly higher
than the corresponding 18 month interval in the Money-only condition, ¥2(1)=9.3, p=.003.

While I cannot rule out the possibility that the difference between the No-investment
and Money-only condition is real and meaningful, I believe that the No-investment
condition reveals an unrepresentative effect. The interval effect, for outcomes described as
nominal amounts, has been replicated many times. Moreover, even these data give some

evidence that discounting is lower in the long interval conditions.
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2.5. Comparison with Coller and Williams (1999)

Coller and Williams compared discounting over 2-month intervals, in a Money-only
versus an Interest+Money frame (their Experiments 1 and 2). They found, as I did for 6-
month intervals, that discount rates were lower in the Interest+Money frame. As can be seen
in the table below, which shows the median discount rates in their study and mine, their
discount rates were slightly higher than mine. But the differences are small, and can be
readily accounted for by the fact that they studied students, whereas we studied members of
the general population: Harrison et. al. (2002) reported that the discount rate was 4% higher

for students than other groups.

My study Coller & Williams’
Interval Interest+ Money- Interest+ Money-
(months) Money only Money only
123 17.7% 25.2%
1>7 11.25% 26.25%
1219 13.75% 16.25%
Table 2.5

2.6. Discussion

This study is one of the largest ever experiments into intertemporal choice, and
differs from most others in that (a) the respondents were members of the general public and
not students, (b) incentives were provided by means of a random lottery, (c) discounting was
measured over several intervals differing only in the delay to their onset, and, most
importantly, (d) future payments were framed in terms of interest rates as well as (the usual)
nominal amounts. The effect of this framing was substantial. For short intervals, discounting
was much lower when payments were framed as interest rates. And when both kinds of
information were given — in the Interest+Money frame — the pattern of discounting was
consistent with two principles of economic rationality. First, the average discount rate was

close to the market rate: the mean was between 15 and 17.5%, the median between 10 and
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12.5%, somewhere between what it would cost to borrow such a small amount and what
could be earned from investing it. Second, the discount rate was stationary, being affected by
neither the delay nor the interval length. Since psychological accounts of intertemporal
choice suggest people routinely violate both these principles, it is startling to discover that
they do not violate them when they are provided with such a small amount of additional
information (interest rates) on top of what they normally receive in experiments. Such a
striking example of method variance has great implications for how we interpret

experimental studies of intertemporal choice.

In general, studies of individual judgment and choice, including intertemporal choice,
can be divided into two categories based on the kinds of conclusions sought. The first looks
for generalizations about groups; the second looks for generalizations about circumstances.
An example of the first category is found in studies of confidence judgments, which seek to
test the generalization that “people are overconfident.”” Researchers have tested this
generalization in many ways. Although some controversy remains, it appears that while
overconfidence can be reduced, it does not go away. Because overconfidence has proved so
robust when tested in so many ways, we can be justified in accepting the generalization.

The second category of research focuses on method variance, or the effects of
circumstances on preferences. This research is exemplified by Kahneman and Tversky’s
(1984) study of framing effects. People’s preferences over the same gamble differ depending
on whether it is framed as a gain or loss — sometimes they are risk averse, other times risk-
secking. It would clearly be unwarranted to conclude that “people are risk-averse.” Rather,
we have to offer contingent conclusions, such as “risk attitude depends on the question
frame in such-and-such way.” Because very few generalizations survive the scrutiny of
multiple-methods, most research programs in decision making are of the second type,
investigations of how people want A when asked question X, and want B when asked
question Y.

The conclusions from studies of intertemporal choice are usually presented as being
of the first type. The generalizations tested are that ‘people can be characterized by excessive
discounting and the hyperbolic-interval effect.” But, unlike the study of overconfidence, very
few research methods have been attempted. Indeed, as already discussed, virtually everyone

has adopted minor variations on Thaler’s method (1981).
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When we explore the effects of adopting different methods of measurement, the
results become quite different. In this chapter, I showed that the imputed discount rate and
the form of the discount function depend on the currency in which intertemporal choices
are made. Other studies have shown that the discount rate depends on how time is described
(see Read, Frederick, Orsel & Rahman (2005)), on whether the tradeoff involves delaying or
speeding up the receipt of an outcome (Loewenstein (1988)), and that the form of the
discount function depends on whether questions are answered using choice or matching
(Ahlbrecht & Weber (1997); Read & Roelofsma (2003)), and on whether people answer a

series of questions by moving backwards or forwards in time (Malkoc & Zauberman (2005)).

To sum up, I suggest that research into intertemporal choice needs to develop in the
way that other areas of judgment and decision making have, by caring about the decision
circumstances. Any claims made about either the magnitude of the discount rate, or the form
of the discount function, should be recognized as contingent claims that are not
generalizations from multiple methods, but a description of what happens when a specific

methodological choice is made.
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Chapter 3
Magnitude Effect and Hyperbolic Disconnting in the Choice of

Constant Sequences

Summary

Existing literature in both Psychology and Economics shows that people
are more patient when choosing among constant sequences of
outcomes than when choosing among single isolated outcomes. This effect
has been attributed to hyperbolic discounting (Ainslie and Monterrosso
2003, Kirby and Guastello 2001, Ainslie 19806) or similarity (Rubinstein, A.
2003). In experiment 1 (n=501) I show that both explanations are
incorrect, and show that the magnitude effect is a better explanation of this
effect, although not the only one. People show more patience over
sequences because a higher amount is at stakes, and because more
outcomes are compared to one-another. In asecond experiment
(n=1.482), I further explore how outcomes in a constant sequence are
discounted, and find that only delay to first outcome seems to play a role in
the choice of small constant sequences, while no discounting is observed
for later subsequent outcomes, something I label zero intra-sequence
discounting. These results imply new departures from standard assumptions

in discounted utility.
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3.1. Introduction

The parsimonious model proposed for inter-temporal choice by Samuelson (1937)
describes an individual’s preferences over sequences of future outcomes by the sz of the
present value of each outcome in the sequence (see section 1.4.1). Under the discounted utility
model, a sequence is a mere collection of outcomes to be evaluated separately with the help
of a ‘discount function’ that depends upon a single parameter capturing an individual’s rate
of time preference (a unique discount rate that yields constant discount factors across
periods). Moreover, the standard approach in economics has been for many years ever since
to consider that such a discount rate can be obtained from a choice among single outcomes
and then be used to predict behaviour in the choice of more complex decision objects like
wages profiles, environmental consequences or health conditions during a certain period of
time, which constitute in fact sequences of outcomes or consumption streams, as they have
been also called.

As we saw in chapter 1, this approach has unfortunately proven problematic.
Preferences over sequences of consumption are not always reducible to preferences over
single outcomes in the way discounted utility does. During the last 15 years, several empirical

studies have clearly shown how individuals have specific preference patterns concerning
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‘gestalt’ (shape) properties of the sequences they evaluate, which sometimes imply a violation
of independence of equal sub-streams (IES) (see section 1.4.1, axiom 3)”; in section 1.7.3 1
commented typical examples as the preference for increasing sequences or the preference for
uniformly spread outcomes. In fact, Loewenstein & Prelec (1993) build on these empirical
findings to develop a model in which they explain preferences over sequences by discounted
utility plus two additional factors: the degree of improvement of a sequence and its degree of
spread. Their underlying hypothesis is that individuals have a preference for improvement —
possibly due to deriving utility from departures from an increasing reference-point -, and
also a preference for the uniformly spreading of outcomes in a sequence —possibly also due
to the effect of reference dependent utility.

In sum, preferences for sequences have been found to be essentially different from
preferences for single outcomes. Or, put in other words, empirical research in intertemporal

choice has proven that, contrary to what discounted utility assumes, ‘gestalt’ matters.

Only ‘gestalt’ matters?

Now the question we may ask ourselves is whether all observed anomalies are only
due to these ‘gestalt’ properties. Suppose there were no ‘gestalt’ differences among two
sequences; can we fhen explain preferences with the parsimonious discounted utility model?
Unfortunately, the answer is no. Several empirical results have shown that people are more
patient when evaluating constant sequences than when evaluating single outcomes, even if,
in such case, the compared sequences have equal, uniform shape, making it impossible to
call upon any ‘gestalt’ effect to account for such extra patience. In the search for an
alternative explanation, existing literature has attributed this effect —which I will call the
constant sequence effect- to either hyperbolic discounting (Ainslie, 19806; Kirby & Guastello
2001; Ainslie & Monterosso 2003) or procedural decision making based on similarity
assessments (Rubinstein, A. 2003).

But a third, more plausible explanation remains yet untested: the magnitude effect

(see section 1.7.2). More patience when choosing among constant sequences may occur

% Not all ‘gestalt’ preferences necessarily violate this principle: a preference for increasing sequences can be
modelled maintaining the separable discounted utility model and assuming negative time preference instead of
the more natural positive time preference (goods preferred carlier rather than later).
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simply because more money is at stakes. Thus, the first objective of this chapter is to test
whether the higher patience observed in the choice of constant sequences is due to the
magnitude effect and not to hyperbolic discounting or similarity-based decision-making
(Experiment 1). A second objective of this chapter is to investigate how discounting occurs
in the choice of constant sequences. In particular, I want to test whether people value a
single, big amount of money differently than a sequence that starts at the same point in time
and is made of small outcomes adding up to the same total amount (Experiment 2). My plan
is as follows: in section 3.2 I will review the evidence for the constant sequence effect and
formulate a new explanation for it. In sections 3.3 and 3.4 I will present experiments 1 and 2,

and finally, in section 3.5 I will discuss the findings and conclusions.

3.2. The Constant Sequence Effect

Let me begin by defining what I will call a constant sequence. The framework will be

the same as presented in section 1.4.1 (in the case of equal consumption sets for all periods):

periods will be denoted by ie [ ={l, 2,...,n}, possible consumption in each period will

consist of elements of an arbitrary set X, and streams of consumption will consist of
elements of the Cartesian product X". I will suppose preferences are captured by a weak

order >~ defined over X" that satisfies axioms 3, 4 and 5 (i.e., that admits an additive

representation with weights as in Theorem 2, section 1.4.1).

DEFINITION (constant sequence)

Let periods be denoted by [= {1,2,...,1/1}. A stteam of consumption

xz(x],xz,...,xi,...xn)e X" is a constant sequence if and only if there exist S </ and

ae R,a #0 such that:

1. x=a-lg, where 1; is the vector with all components whose index belongs to § equal to
one, and all other components equal zero.

2. For S ={i,iy,...,i,} with i, <i, <...<i_, the following is satisfied:

L—i =i, —0,=..=i —1_,
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A constant sequence is thus any stream of consumption with equal amounts that are
uniformly spread. For example, (2,2,2,2), (0,3,0,3,0,3) or (0,0,4,4) all are constant

sequences.

Now the constant sequence effect consists in the observation that people show more

patience (less discounting) when choosing among constant sequences than when choosing
among single outcomes. Current evidence includes two experimental psychology studies, one
in humans (Kirby & Guastello (2001) and the other one in rats (Ainslie & Monterosso 2003);
and one economic decision-making experiment in Rubinstein, A. (2003). I will consider first
the evidence from experimental psychology, and present the evidence in Rubinstein, A.

(2003) later, together with the author’s explanation of this effect.

3.2.1. Empirical Evidence

Kirby & Guastello (2001) presented their subjects the following choice task: (example

for one particular individual )

Receive $7,90 today

Receive $8,80 in 6 days

Receive $7,90 today, in 10 days, in 20 days, in 30 days and in 40 days.
Receive $8,80 in 6 days, in 16 days, in 26 days, in 36 days and in 46 days.

o0 w >

The authors found that 21 out of 22 subjects incurred in a preference reversal when
making such choices, preferring A over B but D over C. These results are incompatible with
the discounted utility model, since, as we saw in section 1.4.1, they constitute a violation of
stationarity (axiom 7). Cleatly, for any 6 (0<J<1) to be the daily discount factor, if

someone chooses A over B,

5°u(7,90) > 5° - u(8,80)

0 In their study, Kirby and Guastello presented each subject with specific numbers and delays, according to
previously revealed individual discount rates and delay to reversal, in the spirit of Kirby & Herrnstein (1995).
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which implies, for any k20,

0" -u(7,90) > 5*° - u(8,80)

Now since this implies that every element in sequence C is preferred to his ‘counterpart’ in
sequence D, this implies C preferred to D, contrary to what the authors observed. In their
study, Kirby and Guastello analysed also whether this effect persisted when the “linking” of
the outcomes in the sequences was loosened. In a condition they called free-linking
condition, they asked subjects to choose among A and B, and indicated the subjects they
would afterwards sequentially face five identical choices (to occur in the same delays as in C
and D). Also, in a condition called suggested-linking condition, they asked subjects the same
as in the free-linking condition, but mentioning subjects the fact that if they started choosing
the smaller-sooner option, they probably would also do so in all subsequent choices. As we
can see in Figure 3.1, the percentage of preference reversals appears to be dependent on the
degree to which a collection of outcomes is presented as an imposed sequence or rather as a

mere collection of repeated choices.

Preference Reversals

100 + i
£ 804 =
£ 60+
g =
5 0t
5201 z
0 : } !
Free Suggested Imposed
Linking Condition
Figure 3.1

The authors found a strong effect for constant sequences (imposed-linking
condition), and still some effect for both the free- and suggested-linking conditions. Cleatly,
constant sequences were perceived as something different than just a series of single
outcomes. People appear to behave more patiently when facing sequences. Moreover, such a

result was also found in rats. Ainslie & Monterosso (2003) found what they call a “bundled-
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rewards” effect, meaning rats chose a larger-later option over a smaller-sooner one more
often when the choice was among constant sequences than when it was among single

isolated rewards.
3.2.2. The Hyperbolic Discounting Explanation

Now, why would people behave more patiently when facing constant sequences of
outcomes? According to Ainslie, the answer can be found in hyperbolic discounting. The
intuition behind his argument is the following: the more elements we add to a sequence, the
farther away they are, which means the higher become the period discount factors we use to
evaluate them, implying the relatively more attractive become the larger-later outcomes.
Hyperbolic discounting -Ainslie and others claim- is able to explain a preference reversal as
the one observed by Kirby and Guastello”. And it is again something that exponential

discounting cannot explain. Let me illustrate their idea with an example:

Suppose I ={0,L,...,7} is the set of days in a week, beginning in day zero (today), and

suppose also possible consumptions in each period are positive (or zero) amounts of money.

Take the following constant sequences:

a=(8,0,0,0,0,0,0,0) 5=(0,0,0,9,0,0,0,0)

c=(8,0,8,0,8,0,0,0) d=(0,0,0,9,0,9,0,9)

Imagine we observed the following inconsistent preferences:

"' In fact, and despite the fragility of this argumentation —as we shall see-, Ainslie and others have even
developed a whole theory of self-control based on it.
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Under hyperbolic discounting, daily discount factors &, would be increasing, so that

o,

., >0, forall ie I. Therefore, a=b and d > ¢ could perfectly be explained by the fact
that second and third (non zero) elements in the sequences are discounted less than first
(non zero) elements. For example, the following hyperbolic” discount factors (increasing

whenever 1 21):

B l+0,042-(i—1)] I

%)

' 1+0,042-i
=1 if i=0

s

would explain the previous preferences taking, for example, u(x,) = x;, since

u(8) = f[ ou(9)

82>(0,8881)x9
8=>7,99

and, at the same time,

ﬁé}u@) + ﬁ ou(9)+ ll[ ou(9) = ou(8)+ ﬁdu(8) + ﬁ ou(8)

(0,8881)x 9+ (0,8264)x9 +(0,7728)x9 > (1)x8 + (0,9225)x 8 + (0,8562) X8
22,39 > 22,23

According to Ainslie, thus, increasing discount factors are able to explain the constant
sequence phenomenon while, as we have seen before, exponential discounting —meaning
constant discount factors- is not. Moreover, Ainslie and others have claimed the constant

sequence effect constitutes a further confirmation of hyperbolic discounting.
3.2.3. Rubinstein’s Alternative Explanation Based on Similarity

Unfortunately, there is a very simple and obvious objection to the previous argument

by Ainslie. What if you constructed the constant sequences backwards (towards the present),

72'This corresponds to the standard Mazur discounting model. (See section 1.6.1)
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starting from a certain future moment, rather than forwards? In that case, every added
outcome would be discounted 7ore (due to a lower per-period discount factor), making the
difference among both sequences move in favour of the shorter-sooner one. The prediction
of hyperbolic discounting in that case would be anything but #o7 a reversal from less patient
to more patient. Individuals acting according to hyperbolic discounting should start being
more patient for a short and distant sequence, and possibly end up being less patient when
new outcomes were added towards the present. But, as I will show, this is not the kind of
empirical evidence we find.

In a series of recent experiments, Rubinstein, A. (2003) has precisely shown that
hyperbolic discounting can be refuted experimentally inducing in the same way exponential
discounting has been refuted before™. In his paper, three experiments conducted with
students show situations in which hyperbolic discounting is refuted, while a procedural
approach based on similarity can, according to Rubinstein, explain observations better. I will
comment here only the second of his experiments, the only one involving constant

sequences.

Rubinstein presents the following four options:

A Apr 1 Jul 1 Oct 1 Dec 1
$1000 $1000 $1000 $1000
B Mar 1 Jun'l Sept Nov
$997 $997 1 1
$997 $997
C Dec 1
$1000
D Nov
1
$997
Figure 3.2

The hyperbolic discounting approach predicts that every subject choosing D over C will

choose B over A. The reason is that if he is ready to sacrifice $3 to advance the payment

73 The moral in Rubinstein’s story, as he famously writes in this paper, is that economists should try more
profound modifications of inter-temporal choice theory than hyperbolic discounting, and “open up the black
box of decision-making”, instead of trying out minor modifications in the standard model.
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from December to November, then he must be even more ready to do it when periods are
closer in time, since (0,) is weakly increasing (and thus, per-period discount factors get

lower the closer periods are). But Rubinstein observes a strong preference reversal: 22% of
the subjects chose D over C but A over B (and only 6% chose C over D and B over A).
People apparently were more patient when choosing among the sequences than when
choosing among the single outcomes and this could not be because of hyperbolic
discounting, as Ainslie proposed.

Why then? Rubinstein presents a procedural decision-making approach as a possible
explanation for this phenomenon, an explanation that departs clearly from the discounted
utility theory. According to Rubinstein, when people evaluate two pairs (x,7) and (y,s),
they may be going through a three-stage decision procedure using two similarity relations

(one in the money dimension and one in the time dimension):

I. The decision maker looks for dominance: if x > yand ¢ < s then he chooses (x,?)

II. The decision-maker looks for similarities between x and y and between #and s. If he
finds similarity in one dimension only, he determines his preference using the
dimension in which there is no similarity.

III. If the first two stages are not decisive, the choice is made using a different criterion.

Using this procedure, based on the notion of similarity (see Luce 1956, Tversky 1977,

(13

Rubinstein 1988), Rubinstein explains his results as follows: “...many subjects viewed the
alternative as a pair, a sequence of dates and a sequence of § amounts. The sequence of dates
(Aprill, Julyl, Octl, Decl) was considered similar to the sequence (Marchl, Junel, Septl,
Nov1) whereas the sequence of payments ($1000, $1000, $1000, $1000) was considered less
similar to ($997, $997, $997, $997) than ($1000) was to ($997).” The idea is that when
moving from single outcomes to sequences, the small difference among two very similar
outcomes becomes significant, since this difference occurs several times in the sequence.
And this triggers a different decision-stage. When choosing among sequences, people would

be deciding according to stage 1I: since time dimension is similar, and money dimension

favours A over B, then they choose A. While with single outcomes, both the time dimension
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and the money dimension are perceived similar, and people would thus jump to stage III,
and decide according to something different.

While realizing the relevance of similarity to decision making, I do believe
Rubinstein’s explanation is wrong. As I will show in my Experiment 1, it is possible to
replicate Rubinstein’s results while completely eliminating the similarity of sequences A and

B in the time dimension, which makes the three-stage procedural explanation impossible.

3.2.4. Magnitude Effect as an Alternative Explanation

Surprisingly, neither Rubinstein nor any of the experimental psychologists mentioned above
do consider the most natural explanation™ for the higher patience observed in the choice of
sequences: the magnitude effect (see section 1.7.2). It is a robust finding in inter-temporal
choice that smaller outcomes are discounted more than large ones. Thaler (1981), for

example”, found the following average annual discount rates depending on amounts:

Amount Average Annual Discount Rate
$60 139%
$350 34%
$4000 29%
Table 3.1

Now, when people evaluate a sequence of outcomes, the total amount at stakes is in fact the

sum of all amounts in the sequence. Consider for instance the following options:

A. Receive $60 in one year
B. Receive $30 now

C. Receive six annual payments of $60 starting in one year

7 This explanation is not the only alternative to Rubinstein’s. His results could also be explained by increasing
discount rates, as was observed by Fredrick, Loewenstein & O’Donoghue (2002), footnote 16.
75 See among others Kirby & Marakovic (1996) and Green, Myerson & McFadden (1997).
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D. Receive six annual payments of $30 starting now

If people’s time preferences are affected by the total amount at stakes in a degree as the
one found in Thaler’s study, we should expect many people choosing B over A but C over
D. In that case, the constant sequence effect would just be a different manifestation of the
well-known magnitude effect. And this effect would predict preference reversals both when
considering onwards constructed sequences and when considering backwards constructed

ones.

3.3. Experiment 1

Research Hypothesis

My Experiment 1 was designed to test whether the constant sequence effect persists when
both the hyperbolic discounting and the similarity based explanations are ruled out. Thus,
my research hypothesis number one (H1) is that neither one nor the other is a necessary
condition for a constant sequence effect. My second hypothesis (H2) is that the constant
sequence effect disappears when you control for the magnitude effect. In other words, I
expect the constant sequence effect to disappear when single choices are among outcomes
amounting to the same total value as the sum of outcomes in the sequences. Both hypothesis

1 and 2 will be tested in experiment 1.

3.3.1. Design

The questions were as follows":

76 Here I have omitted both the verbal statement and the intensity question scale. For an exact display of a
questionnaire’s page see Annex 2. Later in this section I describe the intensity of preference questions that
followed every question (Q1-Q4).
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OCT NOV DEC JAN FEB MAR APR MAY JUN
A
Q1 €200
B
€210
OCT NOV DEC JAN FEB MAR APR MAY JUN
Q2 A €200 €00 | €200 | €200
B €210 | €10 | €10 | €210
OCT NOV DEC JAN FEB MAR APR MAY JUN
A
Q3 €800
B €840
OCT NOV DEC JAN FEB MAR APR MAY JUN
€200
A €200
Q4 €200
€200
B €210
€210
€210
€210
Figure 3.3

Consider only Q1 and Q2. This design was intended to rule out either a hyperbolic or a
similarity-based explanation of an eventual constant sequence effect (=individuals choosing
A'in Q1 but B in Q2). The intuition of why it rules out hyperbolic discounting is as follows:
if a hyperbolic discounter takes A over B in Q1, then he is willing to sacrifice €10 in order to
advance consumption from period 8 (May) to period 4 (Jan). And this, because of increasing

discount factors 0,, means that he must also prefer (€200, DEC) to (€210, APR), and (€200,
NOV) to (€210, MAR). Thus, this person would prefer the first three €200 outcomes in Q2

better than their counterparts in the €210 sequence. And this preference is 7ot to be
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compensated by an eventual preference of (€210, JUN) over (€200, FEB); not in any

standard hyperbolic discounting model”

. Let me next give a formal proof:
Consider a hyperbolic discounter whose time preferences would be captured by a positive
and monotonically increasing instantaneous utility function for money u, together with a

general hyperbolic discounting function as in Loewenstein & Prelec (1992):

D(i)=——

(1+ o)

with o, >0, where i€ [ ={0,1,...,n} represents the period of consumption.

Step 1

A preference for A over B in Q1 would mean that

u(200) _ u(210)
5= 7
(+ad)® (1+a8)”

Let

u(210)

— =k, ith #(200),u(210)#0
w(o0) ~k+ vith (200210

so that

77 With the term ‘standard’ I mean any model within the general family of hyperbolic discounting models
developed in Loewenstein & Prelec (1992) (see section 1.6.2). In fact, it is possible to capture the mentioned
preferences if you depart from Loewenstein & Prelec’s general model, and choose specific discount factors so
that, for example, period 9 is not discounted at all (g, =1), while all the other periods are discounted by the

same discount factor 8,,=0,9873- While this can be considered hyperbolic discounting in the general sense of
(8,) being a weakly increasing sequence, it would be a completely ad hoc model, very easy to contradict in any

further choice by the individual. Also, note that, in fact, such an odd case would be ruled out if single outcomes
in Q1 were placed in months FEB and JUN, as was the case in Rubinstein’s model.
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B
1+ )«
%2]{ (1)

1+ ad)«
Y.
1+a8 |« Sk
1+ a4

ﬁln{l-i_ag}zlnk

o 1+ a4

from where we get to the following condition for f:

o-Ink
>_-
ﬂ_ln1+a8 @

1+ a4

Now suppose the same individual would choose B over A in Q2. This would mean that

1 1 1 1
k- + + + >

L} B s B
(I+a6)e (1+aT)e (1+a8)e (1+a9)«

3)

> 1 N 1 N 1 N 1

B B B B
(I+a2)e (1+a3)e (1+oad)e (1+a5)«

In the coming steps I will show this is impossible.

Step 2

Consider again the inequality obtained from Q1:

(1+a8)

R = RI=
\
bl

(1+04)
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Obviously, this inequality holds also if we multiply the left hand side by a higher number

than the right hand side. To this end, for convenience we can use discount factors J, and

0,, because:

1 7 ; 1 3 ;
5 = +o a>§4: +0a3 \e
1+ a8 1+ o4

Thus,

B B
1+o7 \« 1 i 1+ a3\« 1
1+a8 77 1 Toa £
(1+od)e (1+a8)«

1

[e—

7>k 7
(1+a3)3 (1+0{7);

And, analogously,

1 1
>k 7 @

B B
(1+02)a (1+a6)e

As a result, and because of increasing discount factors 0,, the choice of A over B in Q1
means the individual prefers the first three €200 outcomes in Q2 better than their
counterparts in the €210 sequence.

Now if the individual (by hypothesis) prefers the €210 sequence over the €200 sequence —
chooses B in Q2-, this necessarily means that he has a strong enough preference for (€210,
JUN) over (€200, FEB) so as to compensate the preference of the three €200 sooner

outcomes over their €210 counterparts.

Step 3

We can reduce the inequality
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k- ! + ! + ! + ! >

A s s s
(I+a6)e (1+aT)e (1+a8)e (1+a9)«

1 1 1 1
> + + + 5

B B B B
(I+a2)e (1+a3)e (l1+ad)e (1+as)«

by using expressions (1) and (4), into this one:

k-1+121+1 5)

B B B B
(1+ad)a (1409)e | (1+03)a (1+05)

Now if (5) holds for a certain /3, then it must also hold for a B'< 8, so that we can in fact

substitute f for its smallest possible value, determined by (2). Let me show this formally:

LEMMA 1

Forall a,be R™, a>b, B'< f,and given k=1,

k- ! > ! ﬁimpliesk- ! 72 ! 7
(I+aa)e  (1+ab)a (I+aa)e (l+ab)ea

R >

Proof:
Define A =/—/"'. Suppose the antecedent inequality is satisfied. We can show that the

consequent inequality also necessarily holds using the fact that

-AB
)“ <1 foralla>b, AB=0, a>0

1+ aa
1+ab

as follows:
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-ap
1 1 l+aa) «
o 77 ﬁ(1+ab)
(I+aa)e (1+ab)«
k- ! > !
B v} B A8
+oaa)e (1+aa) « +ab)e (1+ab) «
(I+aa)e(1+aa) «  (1+ab)« (1+ab)
1 1
k- E 2,
(I+aa) «  (l+ab) «
r. | S |

B B
(I+aa)e (1+ab)«

[

So we can confirm that, if inequality (3) was true for a certain /3, then it will remain true for
any smaller B'< . Thus, we can substitute f for the smallest possible value of it given by

inequality (2):

oa-Ink
1+ a8
In
1+ o4

B, =

we can express now (5) as follows:

1 1 1 1
k- + > + = (0)

Ink Ink Ink
( 1+o7 ) In(1+08)In( 1+c4) ( 1+ 09) In(1+08)n(1+c4) ( 1+ 0!3) In(1+08)—In(1+04) ( 1+a5 ) In(1+08)—In(1+04)

Step 4

Manipulating (6) we can express all summands as having the same base & :
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Ink Ink
ln(k(]+0r9)7 1n(l+a8)—ln(l+a4)J ln[k(1+a7)7 In(l+a8)—|n(l+0{4)J - Ink - Ink
In(1+a3) In(l+a8)-In(l+a4 In(1+a5) In(l+a8)-In(l+a4
e te —e ( ) In(l+or n(+0!)_e ( ) In(l+or n(+0!)>0
Ink— *m(mﬁ) Ink— *m(mﬂ) - *m(lﬂz}) - *ln(lﬂﬁ)
In(1+a8)-In(1+c4) te In(1+a8)~-In(1+c4) e In(1+a8)~In(1+04) e In(1+a8)~In(1+0r4) >0

In(1+a9) In(1+a7) In(1+a3) In(1+a5)
(Inf)\ 1= In(1+e8)-In(1+a4) (Ink) 1= In(1+@8)~In(1+a4) (Ink) - In(1+08)~In(1+a4) (Ink) - In(1+a8)~In(1+a4)
e +e —e >0

In(1+a9) In(1+7) In(1+a3) In(1+a5)
k[ - 1n(1+a8)—1n(1+a4)] N k[ - 1n(1+a8)—ln(1+a4)] _ k[_ ln(1+a8)—1n(1+a4)J _ k(_ ln(l+a8)—ln(1+a4)] >0

Now let me refer to the exponents in this inequality as follows:

In(1+09) ]

*In(1+aB) —In(1+cr4)

In(1+07) ]
b=|1-
In(1+a8)—In(1+4)

In(1+03) ]

*In(1+a8) —In (1+ cr4)

| In(1+a5)
| In(t+e8)—~In(1+a4)

Now the proof reduces to show that
k' +k"—k—k?>0 @)

is impossible: first, see that:
(1+a8] (1+a9j
In >In
1+ a4 1+ a5
In(l1+o8)—In(1+a4)-In(1+a9)>-In(1+a5)
In(1+9) g In(1+a5)

CIn(l+a8)—In(1+a4)”  In(l+a8)—In(1+4)
a>d

Thus exponent d is equal to exponent @ minus a certain amount ¢ >0:

d=a—t
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Also,
(1+a4j £1+a8]
In >1In
1+ a3 1+ o7
—In(1+a3)>In(1+a8)—In(1+a4)-In(1+a7)
In(1+03) In(1+a7)

- >
In(1+a8)—In(1+4) In(1+ 8) —In(1+ c4)
c>b

Which means that, for a certain s >0,

b=c—s

But also note that s >t because

I 1+11a+280f 1+13a+4002
1+110:+240:2 1+13a+360f
(1+04)(1+a7) (1+0&3)(1+0:5)
1+a3 1+038 (1+0:4)(1+a9)
]n(1+054] [ +08 ol 1+0&3j h{l+0¢9]
1+03 1+o7 1+04 1+05
—~In(1+03)+In(1+¢7) >—In(1+09) +In(1+05) +2(In(1+0B)—In(1+c4))

In(1+03) 1 In(1+a7) In(1+09) In(1+05)
In(1+08)—In(1+0A4) 1n(1+0¢8) —In(1+cA4) h1(1+058) h1(1+a4) In(1+08)—In(1+0A4)

since & >0 by hypothesis. We can thus state there exists v >0 such that
s=t+v
And now, we get to

kK“+k™ =k —k“" >0
K+ k™ =k =k >0

ka(l_ij+kc( 1 _1j>o
kl kH—v

which is impossible for any k >1 because ¢ >a by
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(1+0{9j (1+a8)

In >1In

1+ a3 1+ a4
—In(1+a3)>In(1+a8)—In(1+a4)—In(1+a9)

In(1+03) -1 In(1+a9)
In(1+a8)—Inl1+ 4 In(1+a8)—Inl+ 4

c>a

and therefore,

k> k" , which implies, in fact:

1 Joe (1) <o,
k k [

contradicting the choice of B in Q2.

Choosing A over B in Q1 and B over A in Q2 is therefore not compatible with any standard
hyperbolic discounting model. Now let me show that such preferences are also not
compatible with the procedure based on similarity assessments proposed by Rubinstein, A.
(2003) (see section 3.2.4). Take Rubinstein’s procedure: in the time dimension there is clearly
no similarity among the options. Now if the individual perceived the options as similar in the
money dimension (which is hard to imagine), then clearly he would decide in both cases
upon the time dimension, and choose the smaller-sooner option in both cases. In other
words, Rubinstein’s procedure does not explain the constant sequence effect (i.e., a choice of

A over B in Q1 and a choice of B over A in Q2).

The choice proposed in Q3 aims at controlling for the magnitude effect. If individuals show
a constant sequence effect in their previous choices in Q1 and Q2, this means that they are
more patient for sequences than for single outcomes. Now this higher patience may come
from the fact that more money is at stakes. In Q3 I thus let individuals choose among new
single outcomes (€800, JAN) and (€840, MAY), to see whether a comparable amount of
them incurs in an inconsistent choice (A over B in Q1 but B over A in Q3). If the constant
sequence effect is on/y a different manifestation of the magnitude effect, we should observe

that all subjects choosing A over B in Q1 and B over A in Q2, choose B over A in Q3.
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Finally, with Q4 I wanted to check what the difference is between a sequence and a
collection of outcomes (obtained all on the same date). The idea was to see the impact of the
mere multiplicity of outcomes, and compare it with the single and big amount: we should

expect to see the same preference for A or B in Q3 than in Q4.

Intensity of preference questions
After each question (Q1-Q4) subjects were asked to indicate how much they preferred the

chosen option in a 1 to 5 scale. The (translated into English) wording was as follows:

How much better is the option you have chosen?

(where 1 means ‘almost equal’ and 5 means ‘much better’)

1 2 3 4 5
O O O O O

Answering this question was compulsory, as it was answering Q1-Q4.

3.3.2. Participants

501 members of a representative sample of Spanish Internet-users participated in this study.
The sample was created during 2004 under the name Mezascore to conduct market researcher
in the company YA.COM, one of the big Internet Service Providers in Spain, and adjusted
to the Internet user-profile in Spain. Members of this ‘online panel’ participated in online
surveys between April 2004 and May 2005, receiving a free subscription to a well-known
Spanish publication (PC actual) as compensation. In addition to this permanent incentive,
participants in this study automatically participated in a draw in which they could win up to
900 €. At the time of the experiment, Internet penetration in Spain was 33%, and main
biases of such a sample with respect to general population were age, income and education

(see Annex 3 for some details on Metascore members’ profile). No relevant difference was
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observed between the participants (sub sample n=501) and the panellists (see also Annex 3
for the relevant statistical test), which means our results can be considered representative of
Spanish Internet population. Quality of responses was high: more than 94% of respondents
answered thoroughly one of the most difficult tasks in the questionnaire (see again Annex 3

for the way I measured this).

3.3.3. Procedure

The experiment included 4 questions (choices) presented in four different orders:
Q2Q30Q10Q4, Q4Q2Q30Q1, Q1Q4Q2Q3 and Q3Q1Q4Q2. For each question the subject
had to choose among two options (A and B) and also to state the intensity of his or her
preference in a scale going from 1 to 5. The web questionnaire was programmed so as to
randomly rotate the order of appearance of both alternatives (A and B), and did control for
single choices (either A or B, but not both). All questions were mandatory (making no choice
at all impeded advancing to the next page in the questionnaire). Also, to facilitate the task,
options were presented in tables in which each column corresponded to one month (see
Annex 2 for the screen shots).

The first page of the questionnaire consisted of the instructions. Subjects were indicated that
they should choose only according to their preferences, and reminded that there was not
such thing as a correct answer in the experiment. Also, subjects were told that one randomly
chosen participant would get one randomly chosen question paid for real. This ‘random
lottery incentive system’ aims at obtaining true trade offs from the individuals. If a
participant stated he preferred €800 in four months better than €840 in eight months, than,
in case he won the lottery —and this particular question was selected-, he had really to wait
four months to get the money paid. After the instructions page, subjects faced the four
questions in the next four pages (each question in a single page); after these questions,
participants answered still other questions belonging to other experiments (as the one I
present in chapter 2). Between experiments, nevertheless, participants were faced with teaser
questions so as to make their subsequent choices independent of the previous experiment,
and a participant answered never more than 12 questions, spending usually around 10 to 15

minutes. If someone spent more than 30 minutes in a single page (in a single question), then
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the web questionnaire would interrupt and the respondent had to start all over again (it was
not possible to leave the questionnaire having completed only part of it).

The invitation was sent October 14" 2004 via e-mail to 1.024 members of the
Spanish online panel Metascore. In the email there was a link pointing at an online
questionnaire. Once the subject had completed the questionnaire, he could not access it
again anymore. A total of 501 subjects did complete the questionnaire, which means an
overall response rate of 48.9% was obtained. Fieldwork data were very satisfactory: 64% of
the invited panellists opened the invitation email, of which 83% clicked on the link pointing

at the questionnaires, and 93% of those who started the questionnaire did also finish it.

3.3.4. Results and Discussion

Research hypothesis 1 claimed that neither hyperbolic discounting nor similarity are
necessary conditions for a constant sequence effect. In other words, my prediction was to
observe a constant sequence effect in experiment 1 despite its design out rules both the
similarity based and the hyperbolic explanations. Figure YY shows overall results regarding
H1:

Q2

A 190 (38%) 110 (22%)
Q1

B 35 (7%) 166 (33%)

Table 3.2

As we can see, 22% of the subjects chose the smaller-sooner option in Q1 but the larger-
later one in QQ2, therefore revealing more patience in the choice among sequences than in the
choice among single outcomes. In contrast, only 7% of the subjects chose the reverse, which
seems to indicate that more subjects change from A in Q1 to B in Q2 than subjects change
from B in Q1 to A in Q2. This hypothesis was confirmed by a one-tailed McNemar change

test (p<<0.0001). Also, this effect was found to be independent of the order in which
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questions were shown (see Table 3.3): there were 4 different forms, and results for each

form can be seen in figure YY. (obtained p-values in the McNemar change test were
p=0.0138 in Q2Q3Q1Q4, p=0.0007 in Q4Q2Q3Q1, p=0.0004 in Q1Q4Q2Q3 and
p=0.0004 in Q3Q1Q4Q2).

Q1

Q1

Q2
A B
45 (38%) | 28 (24%)
13 (11%) | 31 (26%)

Form order: Q2Q3Q1Q4

Q2
A

B

47 (36%)

27 (21%)

7 (5%)

49 (38%)

Forn order: Q1

Q4Q2Q3

Q1

Q1

Table 3.3

Q2
A B
49 (37%) | 26 (20%)
7 (5%) | 50 (38%)

Form order: Q4Q2Q3Q1

Q2
A B
49 (40%) | 29 (24%)
8 (7%) | 36 (30%)

Forn order: Q3Q1Q4Q2
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As can be seen, the effect is robust across the different forms, which confirms H1™.

If we compare these results to Kirby & Guastello (2001) we find that here only about
one out of every four subjects incurs in a preference reversal, while in their study almost all
of them did. The reason for this is the following: Kirby & Guastello’s procedure consists in
first obtaining the individual’s discount rate and after adapting the subsequent questions so
as to maximize the probability that a subject reverses his preferences. A similar procedure
was also used in the classic experiment by Kirby & Herrnstein (1995). In this case, such a
procedure would have meant to strategically manipulate amounts and timings to each subject
according to previously revealed individual discount rates; although this is for sure an
interesting study to conduct, results could be interpreted as ‘forced’, in the sense that such
procedures keep asking every individual until either he switches his preferences or a certain
number of questions pass. I have therefore preferred to look at a one-shot choice

experiment.

Comparison to Rubinstein, A. (2003)
The above results replicate the one’s obtained in Rubinstein’s experiment 2 (see section
3.2.3) in the sense that an almost identical percentage of subjects incurred in the predicted

preference reversal:

Q2 Q2
A B A B
A 1190 (38%) | 110 (22%) A 23 (28%) | 19 (23%)
Q1 Q1
B 135 (7%) | 166 (33%) B | 6(7%) | 33 41%)
My Experiment 1 Rubinstein’s Experiment 2
Table 3.4

s A ¢ -coefficient shows, on the other hand, the following correlation measures for the different Forms:

Bri1s =0.369, @, =0.513, ¢, =0.646 and @,,,, =0.617.
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Also, data regarding the intensity of preferences indicate a stronger preference for the larger-
later option when choosing among sequences. The results I present next in Table 3.5 refer to
the average intensity (standard deviation in parenthesis) of preference declared in a 1 to 5
scale (see section 3.3.1 for the precise wording and design). Because individuals strongly
tended to ‘anchor’ their declared intensity of preference to their answer to the first question
they faced, I only consider data from the forms where questions were the first faced by the

subjects.

Q1 Q2
Intensity of preference 3.04 | 3.07
in choices of option A (1.2) | (1.0)
Intensity of preference 3.11 3.61
in choices of option B (1.1) 1(0.91)

Table 3.5

When individuals chose the smaller-sooner option (option A), they did on average with
similar intensity of preference regardless of the choice being among single outcomes (Q1) or
sequences (Q2). But when they chose the larger-later option (option B), they declared a

higher intensity of preference in the case of sequences.

Next I present results regarding my Hypothesis 2. Table 3.6 shows overall results in a

contingency table for the choices in questions Q2 and Q3.

Q2

A 175 (35%) 66 (13%)
Q3

B 50 (10%) 210 (42%)

Table 3.6
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In this case, the null Hypothesis as formulated before (number of subjects changing
from A in Q3 to B in Q2 smaller than number of subjects changing from B in Q3 to A in Q2)
cannot be rejected in a one-tailed McNemar test (p=0.0817>0.05). Moreover, the
corresponding two-tailed McNemar test would yield p=0.1634, meaning we cannot reject the
null Hypothesis (=number of subjects changing from A in Q3 to B in Q2 different than
number of subjects changing from B in Q3 to A in Q2). Thus, in this dataset, when the
single choice is among outcomes of equal magnitude as the sum of outcomes in a constant
sequence, no effect can be confirmed for overall results (all Form-orders). The obtained p-
value is nevertheless small; also, when you look at results for each separate Form, you seem
to find an effect in two of the form-types. In my view, all this may indicate that the
magnitude of a sequence does not explain @/ the constant sequence effect. I will comment
more on this in the conclusions.

As I just mentioned, the result is replicated in two out of the four different Forms
(orders). The corresponding one-tailed McNemar test p-values you find are p=0.9061 in
Q2Q30Q1Q4, p=0.1885 in Q4Q2Q3Q1, p=0.105 in Q1Q4Q2Q3 and p=0.032 in
Q3Q1Q4Q2, indicating that a significant (p<0.05) constant sequence effect is found only in
the last form-type, while, possibly, also an effect occurs in Q1Q4Q2Q3 (p=0.105).
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Q3

Q3

If we look at the intensity questions, data for Q3 also suggest that the magnitude of a
sequence may be responsible for the constant sequence effect. Those individuals who chose
the smaller-sooner option A in Q3 declared an average intensity of preference of 3.16
(standard deviation in parenthesis), while those choosing the larger-later option B declared

3.63, not distinguishable from the intensity declared by individuals in the choice of the

Q2
A B
36 (31%) | 15 (13%)
22 (19%) | 44 (38%)

Forn order: Q2Q3Q1Q4

Q2
A B
46 (35%) | 15 (12%)
8 (6%) 61 (47%)

Form order- Q1Q4Q2Q3

larger-later sequence in Q2."

7 Recall that, for each question number Q1, Q2 or 3, I use only data from the Form where that particular
question was answered in first position in the questionnaire.

Q3

Q3

Table 3.7

Q2
A B
43 (33%) | 19 (14%)
13 (10%)| 57 (43%)

Forn order: Q4Q2Q3Q1

Q2
A B
50 (41%) | 17 (14%)
7 (6%) | 48 (39%)

Form order- Q3Q1Q4Q2
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Q1 Q2 Q3

Intensity of preference 3.04 | 3.07 | 3.16

in choices of option A (1.2) | (1.0) | (0.99)

Intensity of preference 3.11 | 3.61 3.63

in choices of option B (1 .1) (0_91) (0_99)
Table 3.7

Finally, I want to present results for overall choice in Q1, Q2, Q3 and Q4 when
these questions were answered in first position in the questionnaire, so that we can discard
any order effects. Results just show percentages (all four Forms had very similar number of

completes; see tables at end of chapter for frequences).

Q1 Q3 Q2 Q4
A 57% 55% 50% 39%
B 43% 45% 50% 61%
Table 3.8

These results suggest an effect produced by the multiplicity of outcomes. Q1 and Q3 show
similar patience, while, interestingly, Q4 shows the highest patience of all. The greater

patience of Q4 with respect to Q3 is strongly significant (test of proportions p=0.008).

Let me next present a brief summary regarding the specific results in experiment 1.
The first —and possibly most important- conclusion is that we do find a constant sequence
effect although controlling for hyperbolic discounting and similarity. The question may
remain as to what extent this effect is there for everybody. Put in other words, we may ask
whether this effect is marginal (only certain special people have these preferences), or
whether, on the contrary, it is an effect that would be observed for virtually everybody

provided we chose the right numbers and timings for each person. A further line of
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empirical research would thus be to try to replicate this experiment but designed so as to
present each subject the right numbers according to previously revealed degrees of
impatience. Also, note that experiment 1 was designed with only four outcomes in every
sequence, but more outcomes could strengthen the effect. Forced to speculate, my own
prediction would be that we should find a constant sequence effect for most of the people
that cannot be explained by hyperbolic discounting or similarity (also not, of course, by
exponential discounting).

The confirmation of my research Hypothesis 1 thus leaves us the task of explaining
why people reveal a higher patience for sequences than for single outcomes. The most
natural explanation appeared to be the magnitude effect, a very robust finding in the
intertemporal choice literature stating that discount rates are higher for smaller outcomes
than for larger ones. The evidence obtained in experiment 1 indicates that the magnitude
effect is probably the most important determinant of the constant sequence effect, but
maybe not the only one. It does not seem that controlling for the magnitude dissolves the
constant sequence effect completely, although more research is needed to arrive at definite
results. Separate results for the different forms also suggest that only in one of them the
effect clearly disappears, while low p-values are observed in the remaining three cases. The

p-value obtained for the overall results is also quite small.

In sum, experiment 1 has shown that the constant sequence effect is possibly a much
more interesting effect than has been thought until now. Excluding Rubinstein’s experiment,
all evidence of this effect has been obtained in onwards constructed sequences, and has thus
been considered a mere side-effect of the hyperbolic discounting finding. But this effect
should rather be considered a mere side-effect of the magnitude effect. If we believe that
results in experiment 1 back this hypothesis, then the constant sequence effect just
emphasizes the importance of the magnitude effect, since it shows that constant sequences
are evaluated differently than single outcomes because more money is at stakes. Note that
this is not a minor effect: if people’s preferences are affected by the total amount in a
sequence, it can mean quite different things: for example, it can mean that people discount
every single outcome separately, but applying the discount rate that corresponds to the total
magnitude at stakes in the sequence; but it also could mean that people integrate (add) all

outcomes first, and discount after the total amount altogether. If the latter is correct, then an
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important further question arises: how many periods would someone discount in the case of
a constant sequence as option A in Q2? (this issue is addressed in experiment 2 later in this
chapter).

If, on the contrary, we consider that the above evidence does not unambiguously
support the magnitude-effect explanation, then the constant sequence effect could be
considered an independent effect. But, what could be a possible explanation of an eventual
independent constant sequence effect? I will consider three: first, it could be that when
facing a choice task comparing two sequences, an individual’s preferences were affected by
how many times an outcome in sequence B is preferred to an outcome in sequence A. When
facing single outcomes choices, this number would always be 1, while in the case of
sequences, it could be more. In fact, in the case of constant sequences, this number will
obviously be equal to the number of elements in the sequence. Thus, the longer the
sequence is, the longer —ceteris paribus- the effect. For a preliminary evaluation of this

hypothesis, we can look into the following 2x2 contingency tables for Q1 and Q4 and for

Q1 and Q3.

Q3 Q4
A B A B
214 (43%) | 86 (17%) 195 (39%) | 105 (21%)
Q1 Q1
27 (5%) |174 (35%) 17 (3%) | 184 (37%)

Table 3.9

Results shown in Table 3.9 suggest that the existence of multiple-comparisons may have an
effect on preferences. Despite Q3 and Q4 having identical value, more subjects chose the
larger later option (B) in Q4 than in Q3. The next table (Table 3.10) also suggest a possible

multiple-comparison effect:
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Q4 Q4
A B A B
A | 186 (37%) | 55 (11%) A | 158 (32%) | 67 (13%)
Q3 Q2
B 26 (5%) | 234(47%) B B4 (11%)\| 222(44%)
Table 3.10

In the contingency table of the left, we see that the vast majority of the people were
of course consistent (420 out of 501), which should not be a surprise bearing in mind that
Q3 and Q4 are in principle identical problems! But we can see also that a significant number
of subjects reveal a higher preference for the larger-later outcome when it is split into four
€210 outcomes than when it is presented as a single outcome (one-tailed McNemar test
p=0.0008). There appears to be a preference for the splitted outcomes. And, consistent with
the multiple-comparisons hypothesis, this effect vanishes when you compare Q4 with Q2,
presumably because both questions deal now with four-outcomes sequences (right
contingency table in Table 3.10).

A second attempt to explain the above results (constant sequence effect that is not
fully due to magnitude) could be the following: in Q2 the interval between the options may
be perceived as having decreased. Although the distance between the starting points of the
sequences is the same as the one separating options A and B in Q3, the display of sequences
in Q2 may produce the visual effect that both options are nearer than they are in Q3. This
hypothesis, too, needs to be tested in a new experiment.

Finally, a third possible explanation deserves further exploration. It has to do with
diminishing marginal utility. Suppose participants displayed significant diminishing marginal
utility for money within the range of amounts in this experiment, so that

4-u(210) > u(840). And imagine, also, that people are affected by the magnitude effect in a
way such that they discount the four outcomes in the sequence separately, but using the

discount rate that accounts for the overall amount 4-u(210), while, in contrast, when they
discount the single outcome they use a discount rate that corresponds to #(840), and,

because the latter is lower, the result is subjects do behave more patiently for the sequences
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than for single outcomes amounting the same total value. In such case, the particular way in

which subjects integrate outcomes turns out to be determinant. If subjects ‘bracket’ this

decision as if there is one integrated outcome, then discounting has a certain degree X. But if

they treat this decision object as four separate outcomes each of which they evaluate with

diminishing marginal utility, and only then discount according to the resulting overall value,

it could be that this discounting was lower than X due to an extra magnitude effect.

All three alternative explanations need to be systematically explored in further experimental

work. But results in this dataset already suggest several combined effects.

a.

There is a strong evidence that there is a magnitude effect for sequences. People
reveal more patience when choosing among constant sequences than among singles
outcomes, but this effect disappears when controlling for magnitude in single
outcomes. This sequence-magnitude effect suggests an interesting question. If people
integrate amounts in a sequence into one single value, do they also integrate
somehow the timings of the outcomes into one single timing? Do people ‘map’
sequences into a transformed single value object? And if yes, what would be the
timing of this new ‘collapsed’ object?

There is no clear evidence for hyperbolic discounting: on one hand, if subjects were
hyperbolic discounters, we should, cezeris paribus, observe a overall higher patience in
Q3 than in Q2. But we observe the opposite (see Table 3.8). So either there is a
compensating force, or there is no hyperbolic discounting at all. A compensating
force could be the multiple-comparisons effect alluded before, but this effect cannot
yet be considered established. But finally —and intriguinly-, if there was no hyperbolic
discounting at all, why do we find more patience in Q4 than in Q2 (one-tailed
McNemar p=0.13)?

On the other hand results have suggested a higher preference for outcomes that are

splitted than for outcomes that are integrated.

So basically, results in experiment 1 yield a solid conclusion that total magnitude at stakes

(and not only individual magnitudes) affects time preferences for constant sequences, and

leave many unanswered questions.
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3.4. Experiment 2

While in experiment 1 people chose either among sequences or among outcomes,
experiment 2 was designed to test how people make choices besween constant sequences and
single outcomes amounting to the same total value. If there is a special preference pattern
for outcomes embedded in a sequence, then this effect could appear when people are asked
directly.

My research hypothesis 1 (H1) is a quite obvious one: that people’s choices are
sensitive to the timing of the objects of choice. I thus expect to observe more choices of an
outcome when this outcome is closer, which would confirm people find the time differences
in the experiment to be relevant for them. My second research hypothesis (H2) is that a
constant sequence is preferred to a single amount (of equal total value) that is located at the
midpoint of that sequence. Note that this hypothesis is in fact implied by both exponential

and hyperbolic discounting, since, of course, moving an amount one period later (from

period i—1 to period i) means multiplying its value by &,, while moving an outcome one

period closer means multiplying its value by &_|. The result of such reallocation is positive
in value in both the exponential discounting and the hyperbolic discounting models because
0,20, forall i€ I, and therefore 5,:11 —1>1-0,. Thus, if you split, for example, a single
outcome of €700 into seven €100 outcomes so that the original timing of the outcome
becomes the center point of the sequence, then you are augmenting total value®.

On the other hand, my research hypothesis 3 (H3) is that, when evaluating constant
sequences, people display what I call zero intra-sequence discounting (ZID). This hypothesis
contradicts any discounted utility model since, under positive time-preference (outcomes
preferred sooner rather than later), any discounting model would predict a single amount at a

certain period should be preferred to a constant sequence beginning at that period.

80 We should add to this reasoning some considerations on the type of utility function for money that
individuals have. Of course, if an individual had strong enough increasing marginal utility for money, then the
above statement could not be true anymore. H2 therefore assumes that utility for money is either linear or
strictly concave.
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3.4.1 Design

The design consisted of two treatments: in treatment I a €700 single outcome was ‘split’ into
seven €100 outcomes to see how choices compared when subjects could instead choose a
larger-later single amount of €812. In treatment II, the split single outcome was the larger-
later one, in order to see whether preferences for sequences differed depending on the

distance to the sequences. Let me describe both treatments graphically.

In TREATMENT I, questions were as follows"":

OCT NOV DEC JAN FEB MAR APR MAY JUN
Q1 A €700
B €812
OCT NOV DEC JAN FEB MAR APR MAY JUN
Q2 | A €700
B €812
OCT NOV DEC JAN FEB MAR APR MAY JUN
Q3 A €100 | €100 | €100 €100 | €100 €100 | €100
B €812
Figure 3.4

In TREATMENT II, questions were as follows:

81 Here I have omitted both the verbal statement and the intensity question scale. For an exact display of a
questionnaire’s page see Annex 2.
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A €700
Q1
B €812
(6] N D J F M A M J J A S (6] N D I
A €700
Q2
B €812
O N D J F M A M I J A S O N D I
A €700
Q3
B €116 |€116 | €116 | €116 | €116 | €116 | €116

Figure 3.5

Let me briefly summarize my predictions.

H1: I will call it time-sensitivity. 1f TIQ1A stands for ‘number of subjects choosing A in Q1 of
treatment I’, then we can say that this hypothesis predicts TIQIA>TIQ2A and also
TIIQ1B>TIIQ2B.

H2: 1 will call it split-outcome-preference. This hypothesis predicts TIQ3A>TIQ2A and
TIIQ3B>TIIQ2B.

H3: Zero intra-sequence discounting. It predicts TIQIA=TIQ3A and TIIQ1B=TIIQ3B.

Intensity of preference questions
After each question (Q1-Q3) subjects were asked to indicate how much they preferred the

chosen option in a 1 to 5 scale. The (translated into English) wording was as follows:
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How much better is the option you have chosen?

(where 1 means ‘almost equal’ and 5 means ‘much better’)

1 2 3 4 5
O O O O O

Answering this question was compulsory, as it was answering Q1-Q3.

3.4.2. Participants

1.482 members of a representative sample of Spanish Internet-users participated in this
study. The sample was created during 2004 under the name Mesascore to conduct market
researcher by the company YA.COM, one of the big Internet Service Providers in Spain, and
adjusted to the Internet user-profile in Spain. Members of this ‘online panel’ participated in
online surveys between April 2004 and May 2005, receiving both a free subscription to a
well-known Spanish publication (PC actual) and discounts in several online shops as
compensation. In addition to this permanent incentive, participants in this study
automatically participated in a draw in which they could win up to 900 €. At the time of the
experiment, Internet penetration in Spain was 33%, and main biases of such a sample with
respect to general population were age, income and education (see Annex 3 for some details
on Metascore members’ profile). No relevant difference was observed between the
participants (sub sample n=1.482) and the panellists (see Annex 3 for the relevant statistical
test), which means my results can be considered representative of Spanish Internet
population. Quality of responses was high: more than 94% of respondents answered
thoroughly one of the most difficult tasks in the questionnaire (see also Annex 3 for the way

I measured this).
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3.4.3. Procedure

In every treatment the experiment included 3 questions (choices) presented in three different
orders: for example, for treatment I, Q1Q2Q3, Q2Q3Q1 and Q3Q1Q2. For each question
the subject had to choose among two options (A and B) and also to state the intensity of his
ot her preference in a scale going from 1 to 5. The web questionnaire was programmed so as
to randomly rotate the order of appearance of both alternatives (A and B), and did control
for single choices (either A or B, but not both). All questions were mandatory (making no
choice at all impeded advancing to the next page in the questionnaire). Also, to facilitate the
task, options were presented in tables in which each column corresponded to one month.
The first page of the questionnaire consisted of the instructions (see Annex 2). Subjects were
indicated that they should choose only according to their preferences, and reminded that
there was not such thing as a correct answer in the experiment. Also, subjects were told that
one randomly chosen participant would get one randomly chosen question paid for real.
This ‘random lottery incentive system’ aims at obtaining true trade offs from the individuals.
If a participant stated he preferred €812 in seven months better than €700 next month, then,
in case he won the lottery —and this particular question was selected-, the participant needed
really to wait seven months to get paid €812. After the instructions page, subjects faced the
three questions in the next three pages (each question in a single page); after these questions,
participants answered still other questions belonging to other experiments (as the one I
present in chapter 2). Between experiments, nevertheless, participants were faced with
‘teaser’ questions so as to make their subsequent choices independent of the previous
experiment, and a participant answered never more than 12 questions, spending usually
around 10 to 15 minutes. If someone spent more than 30 minutes in a single page (in a single
question), then the web questionnaire would interrupt and the respondent had to start all
over again (it was not possible to leave the questionnaire having completed only part of it).
The invitation was sent October 14" 2004 via e-mail to 2.850 members of the Spanish online
panel Metascore. In the email there was a link pointing at an online questionnaire. Once the
subject had completed the questionnaire, he could not access it again anymore. A total of
1.482 subjects did complete the questionnaire, which means an overall response rate of

50.2% was obtained. Fieldwork data were very satisfactory: 65% of the invited panellists
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opened the invitation email, 85% of them clicked on the link pointing at the questionnaires,

and 94% of those who started the questionnaire did also finish it.

3.4.4 Results and Discussion

Next you can see the contingency tables showing choices in Q1 and Q2 for TREATMENT
T and II:

Treatment 1 Treatment 11
Q2 Q2
A B A B
A | 139 (19%) | 139 (19%) A | 249 (34%) | 27 (4%)
Q1 Q1
B | 30(4%) | 435 (58%) B | 94 (13%) | 369 (50%)
Table 3.11

As can be seen, clearly in treatment I there are more choices of A in Q1 than in Q2.
The smaller-sooner amount was chosen more often in Q1 than in Q2 (one-tailed McNemar
p<0.0001), while in treatment II there are more choices of B in Q1 than in Q2 (one-tailed
McNemar p<0.0001). This should be no surprise, and simply confirms that people were
time-sensitive, and did care about delaying a €700 euro outcome by three months in
treatment I and also about delaying €812 by three months in treatment II. Hypothesis H1 is
thus confirmed; in fact it is also confirmed in any of the three different Forms (orderings)
(see Annex 1) for both treatments.

Now let us look at results for hypothesis H2. This hypothesis stated that a constant
sequence is preferred to a single amount (of equal total value) that is located at the midpoint
of that sequence (split-outcome preference). Let me therefore present total frequencies of

choices in Q3 and Q2:

153



Chapter 3: Magnitude Effect and Hyperbolic Discounting in the Choice of Constant Sequences

Treatment 1 Treatment 11
Q3 Q3
A B A B
A 1118 (16%) | 51 (7%) A 1213 (29%) | 130 (18%)
Q2 Q2
B | 155 (21%)| 419 (56%) B | 57 (8%) 339 (46%)
Table 3.12

These data confirm that outcomes were more preferred when split into sequences as
in Q3 (options A in Treatment I and B in Treatment II), than when presented as deferred
single outcomes as in Q2, both when this sequence was close in time and when it was far.
This result should not be confounded with the constant sequence effect as defined before in
this chapter; it is not a preference that cannot be accommodated into standard discounting
models as exponential or hyperbolic discounting, as I mentioned before. A further
confirmation is obtained if we look into results only for the Forms where the alluded
questions were answered in first position of the questionnaire (thus getting rid of any

possible influence from the order of questions):

Q2 Q3
Treatmentl (when first choice)| 81 90
Total choices of option A (30%) | (37%)
TreatmentlI (when first choice) 109 | 177
Total choices of option B 45%) | (69%)
Table 3.13

In sum, the confirmation of H1 and H2 means that participants in this experiment
were clearly affected by the timing of options. The confirmation of H2 can be interpreted in

(at least) two ways: take someone who chose, for example, option TIQ2B but also TIQ3A. It
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can be that he discounts outcomes as assumed by discounted utility models, and thus had a
preference for the sequence in this case; alternatively, it can be that he integrated (added) all
seven outcomes in the sequence together, and considered the delay to this new ‘collapsed’
option to be just one single month, clearly preferable to receiving the same amount in four

months. This is precisely the prediction that would make zero intra-sequence discounting.

Results for H3 can help us establish which of the previous alternatives is more likely

to be true:
Treatment 1 Treatment 11
Q3 Q3
A B A B
A 1162 (22%) |116 (16%) A 182 (25%) | 94 (13%)
Q1 Q1
B | 111 (15%) | 354 (48%) B 88 (12%) | 375 (51%)
Table 3.14

No effect at all is to be found in either Treatment I or Treatment II. In the corresponding
two-tailed McNemar test for treatment I you cannot reject the null hypothesis stating that
there is no difference at all among the number of subjects moving from A in Q1 to B in Q3
and the number of subjects moving from B in Q1 to A in Q3 (p=0.7907). The same was true
for treatment II (p=0.7110). These data show there was no difference at all in the choice of a
single amount in a certain moment ¢ and a sequence of seven delayed outcomes adding up to
the same total value that also starts at 7. Results for each different form-order do also not
show any clear effect (three forms point in the direction of valuing the single outcome more,
while the other three point in the direction of valuing the sequence more; see Annex 1). To
make sure the order of questions is not responsible for this result, we can check the number
of choices of each option (single outcome and sequence starting at the same time) only in

the forms where the option was faced first. What we find is a strong confirmation of the
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finding that sequences were evaluated equally (or even better) than single outcomes

amounting to the same total value:

Q1 Q3
Treatmentl (when first choice)| 92 90
Total choices of option A (39%) | (37%)
TreatmentlI (when first choice) 140 | 177
Total choices of option B (58%) | (69%)
Table 3.15

In fact, and even more surprisingly, the larger-later sequence (option B in TTIQ3)
was chosen significantly more than the corresponding single amount (option B in TIIQ1).
Also, data for the intensity questions do not show any clear preference for either the
sequence or the single outcome: on one hand, the declared intensity of preference after
choosing A in TIQ1 was 3.48 while when choosing A in Q3 it was 3.22, suggesting a
stronger preference for the singe outcome; but, on the other hand, the declared intensity of
preference after choosing B in TIIQ1 was 3.63 and when choosing B in TIIQ3 it was 3.82.
Thus, in general, no clear effect could be found that distinguishes both objects of choice. H3

is therefore confirmed for this experiment.

Zero Intra-Sequence Disconnting (Z1D)

The previous result is truly anomalous. The vast majority of participants in this study have
been shown to make their choices thoughtfully. We have several signs for it: first, as can be
seen in Annex 3, 94% of participants correctly performed the task that followed experiment
2, consisting of 20 decisions in a row. Second, data for a ‘teaser’ question seem to me clear
evidence that subjects answered sincerely and, as I said, thoughtfully: people were asked the
following question: “if a pen and a rubber cost €1.10, and the pen costs €1 more than the
rubber, how much is the rubber?”. 94% of the subjects answered either 10 cents or 5 cents,

indicating that, again, only about 6% of the subjects did not read or understand the question
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or, in general, did not take the question seriously™. And third, most importantly, subjects
have been found to react both to the timing of outcomes (H1) and to the splitting of
outcomes (H2). So that we therefore must conclude that subjects in this experiment did
evaluate single outcomes and sequences that start at the same time equally, thus displaying

what I have called zero intra-sequence discounting (ZID) for this experiment’s tasks.

3.5. Conclusions

Constant sequences of monetary outcomes constitute an important object of choice
in individual decision making. Whenever we make choices regarding salaries, loans or
services -that are paid as monthly installments, for example- our decisions involve the
evaluation of constant sequences. Despite this, constant sequences have been disregarded as
an important field of experimental research, probably because no departure from standard
discounted utility models was to be expected in such ‘simple’ objects of decision. In the past
years, research highlighting the effects of non-constant sequences has been much celebrated,
and important findings as the preference for increasing sequences seem to have established
as anomalies in discounted utility. But all these new anomalies refer to the shape of the
sequences as having an influence in our evaluations. So, the motivation for the research
presented in this chapter has been to explore whether only the shape of sequences produces
preferences that are incompatible with discounted utility, or, rather, whether the mere fact of
the object of choice being a sequence, the mere multiplicity of outcomes, influences our
behaviour in a way that also contradicts the standard model proposed by Samuelson.

A few experimental studies had recently found an interesting result: people seem to
behave more patiently for sequences than for single outcomes, something I have labelled the
‘constant sequence’ effect. Two explanations had been proposed for this effect, hyperbolic
discounting and similarity-based decision making. But a more natural explanation relates the

higher patience for sequences to the well-known magnitude effect. So the first objective of

82 This question belongs to Shane Frederick’s cognitive reflection test, and is known to be much more difficult
than it appears to be. In this experiment a total of 37% of the subjects correctly answered 5 cents, while
Fredrick reports below 50%(?) in a study with University students. I consider this a further confirmation of the
quality of participation.
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this chapter was to test whether the constant sequence effect persists when controlling for
hyperbolic discounting and similarity, and disappears when controlling for magnitude. The
finding is that, indeed, the constant sequence effect is independent of hyperbolic discounting
and similarity, and seems to be strongly related to the magnitude effect: people are more
patient for sequences because more money is at stakes. But I have also shown how
magnitude may not be the only thing producing higher patience. Results in experiment 1
suggest that the multiplicity of outcomes itself can influence the degree of patience we
display in intertemporal choices. Further experiments are needed to arrive at more
conclusive results in this matter.

In a second experiment I have explored a further important question: if outcomes in
a sequence are integrated so that total magnitude of the sequence affects choice, then a
natural question to ask is how people discount sequences. My hypothesis has been that, at
least for relatively small sequences, people in fact do not discount the value of objects within
a sequence, but only the delay to the beginning of the sequence, a hypothesis I call zero
intra-sequence discounting. Experiment 2 suggests this hypothesis is correct: there seems to
be no difference at all between an outcome and a sequence starting at the same time and
amounting to the same total value. Further experiments need to be done to confirm whether
this finding is robust across designs; but experiment 2 has already shown that the effect
occurs for a highly representative, large sample of people, and both when the sequence acts
as the smaller-sooner reward and when it acts as the larger-later reward. A further interesting

question is how such an effect relates to the sequence outcomes’ sign (gains or losses).

I thus have to conclude that no, constant sequences are not discounted the same way
as single outcomes are. We can be sure of two strong effects for small sequences found in
experiments 1 and 2: the magnitude effect and the zero intra-sequence discounting effect.
Also, it is possible that people’s preferences are affected by the multiple-comparisons effect
when choosing among constant sequences, i.e., by the fact that there is a repeated preference
if you compare outcomes one-by-one. These three effects together with hyperbolic
discounting for single outcomes constitute the best reconstruction of the results found that I
can think of after these two studies. No doubt that further, systematic research needs to be
conducted before these effects can be safely considered established; but one thing emerges

as a definite and discouraging conclusion: the standard exponential discounting model for
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intertemporal choice is not able to capture people’s preferences over constant sequences,
one of the most natural decision objects to which, in fact, Samuelson’s model could be

applied.
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Summary and Conclusions

In rational intertemporal choice theory anomalies are the rule rather than the
exception. Descriptively, the parsimonious model proposed by Fisher and Samuelson, later
underpinned by Strotz, Koopmans and many others, is not able to capture the multiple
phenomena occuring whenever an individual faces an intertemporal tradeoff. The Pandora’s
box opened with Thaler in 1981, and has been thundering ever since. Normatively, on the
other hand, the model has proven more valid. The link of discounted utility with dynamic
consistency has widely been accepted as sufficient for the normative credit of the theory.
Nevertheless, a closer look at this problem reveals that neither consistency can be identified
with the good, nor inconsistency necessarily with the bad. As Strotz immediately realized, the
good or bad for the individual is not well defined in the context of dynamic utility
maximization.

However, the literature on all these anomalies has provided a good insight into
intertemporal choice problems. We have learned many effects, and are able to predict
behaviour much better than we used to be. Thus, to further study these anomalies is in fact
to contribute to the corpus of the theory; to the present theory but also to an eventual future
one. This dissertation has therefore focused on further investigating the anomalies of
rational intertemporal choice. Let me next summarize the main findings.

In the first chapter, I have reviewed previous intertemporal choice theories, starting
in the nineteenth century and ending in our days. I have tried to provide not only a historical
perspective, but also some mathematical understanding of what foundations support the
main theory and its alternatives. I believe that chapter one provides for the first time in a
single text a combination of existing overall reviews together with more technical references
in the field. This review will thus help anyone who wants to both get an overall picture of the
discipline and also understand the foundations of intertemporal choice theory.

Also, I have shown in chapter one that among the many anomalies discovered so far,
three can be considered very prominent: hyperbolic discounting, sequence effects and
magnitude effects. Research into these anomalies has produced most of the literature, and
will hopetully provide the clues to new, more succesful approaches in intertemporal choice. 1

therefore have focused the dissertation mainly on these problems. Finally, chapter one also
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discussed the normative validity of discounted utility, to conclude that, despite there are

reasons to follow discounted utility, these are not definite ones.

Chapters two and three enter into investigating the three most relevant anomalies
referred to previously. Let me begin with chapter two. The main research question that I put
in chapter two is whether hyperbolic discounting is in fact method dependent. Virtually all
previous experiments in intertemporal choice have asked participants to tradeoff only money
amounts, while in reality most such decisions are made knowing the interest rate attached to
such decisions. Thus, the answer to this research question is most relevant, because
answering it we can assess how much of the well-known effects in experiments should be
atributed to the fact that we are asking for tradeoffs among quantities but do not provide the
subyacent interest rate to respondents. The findings I present show that, in fact, both
hyperbolic discounting and excessive discounting disappear when subjects are given this little
extra information. Moreover, when people are asked in terms of interest rates only, they
behave ‘superadditively’ (ask for higher annual interest rates for longer intervals), which can
be also considered rational given that this is what actually happens in the money market. In
conclusion, the investigations in chapter two cast serious doubts on the robustness of the
most celebrated finding in intertemporal choice while the question remains open of why an
individual’s preference structure does change when the choice is presented with such a
slightly different framing. More research is already planned to clarify the possible causes of
this effect.

Chapter three deals with two other fundamental anomalies, the sequence effect and
the magnitude effect. Sequences of outcomes have been shown to produce strange
preference patterns. There exists a preference for increasing sequences that contradicts the
common assumption of positive time preference. And, more generally, when outcomes are
embedded in a sequence, the specific shape of the sequence has an impact on preferences,
contrary to what discounted utility would predict. So the question I investigate in chapter
three is whether constant sequences, with no shape differences at all, can also produce some
anomalous behaviour. The answer to this question is unfortunately yes. In fact, similar
results had already been found in two previous papers in the literature, but none of them
gave the right explanation of why such an anomalous behaviour occurred. Chapter three

shows how the right explanation is that people are more patient when choosing among
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constant sequences basically because more money is at stakes, which constitutes a worrying
finding. The constant sequence effect is a side effect of the magnitude effect, which means
we cannot model preferences for sequences of outcomes based simply on the idea of adding
up the discounted utilities of the different outcomes in the sequence, as Samuelson
proposed. Of course, this finding immediately implies new challenges. First, it reminds us of
the importance of the magnitude effect, and of the urgency of capturing it satisfactorily into
the model®. But second, if people do consider the total amount at stakes when choosing
among sequences, then, how do they integrate all single amounts, adding them up? If yes,
what delay to this integrated outcome do they consider? And, more generally, how are
constant sequences at all evaluated?

These questions are addressed in a second experiment. A choice task presented
individuals with two options, an amount with a certain delay, or a sequence whose outcomes
added up to the same amount. Manipulating the timings of these objects, I find that subjects
valued the sequences and the amounts equally when delay to both objects was equal,
contradicting discounting. I label this effect zero intra-sequence discounting (ZID). There
are several possible explanations for ZID in these experiment: first, it can be that people use
a simple heuristic consisting of adding up all outcomes in a sequence, and discounting from
the delay of the beginning of that sequence. So this effect would presumably not occur if
sequences were longer, and/or outcomes were not easy to add. Second, and more intriguinly,
it could be that multiplicity of outcomes in itself bears some value for the individual. Be it
because of a preference for commitment (I want to spread consumption and not fight
against the temptation of early overconsumption), or because of the instantaneous
utility/value function (diminishing marginal utlity or value), or just because we process
sequences essentially different in our brains than we do single outcomes; the fact is that the
preferences for constant sequences cannot be accomodated into the standard, rational

intertemporal choice model.

Some considerations regarding the findings in this dissertation. The experiments backing the

findings I just summarized count among the largest and most reliable experiments ever

83 Recently, however, Baucells & Heucamp (2007) have proposed a model in which the magnitude of an
outcome determines the ‘intrinsic discount rate’ of individuals within an integrated probability-time tradeoff
model.

163



Summary and Conclusions

conducted in the field. More than two thousand participants, of all ages (adults), gender,
education, habitat and income participated in the experiments, and results have been tested
to represent the spanish Internet population as by the end of 2004. Also, tests regarding the
validity of responses show that at least 94% of respondents answered the questionnaires
thoroughly. We can therefore consider the findings solid from this point of view.

On the other hand, though, the question remains whether the experiments are
“situationally” representative®. The choice tasks I presented asked for preferences over
receiving certain money outcomes, but did not put them into any natural context (getting a
salary payed, receiving a rent, etc.). My setting is somewhat abstract, and results observed
need not be representative of actual behaviour in more realistic settings. (Chapter two has
already shown how big an impact can have the mere fact of framing a question as money
only or as money and interest.) Also, all experiments dealt with a quite narrow range of
money outcomes, going from €200 to €840. Different results could be observed for different
orders of magnitude and, of course, also for losses instead of just gains. And finally, a further
critical remark that should be done is one regarding the length of sequences considered in
experiments of chapter three. All sequences studied have either four or seven outcomes. The

reported findings need therefore to be further tested with shorter and also longer sequences.

84 See for instance Hogarth (2004) on ‘situational representativity’.
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Every individual is the final and absolute judge of his own interests and well-being
Frank H. Knight

Risk, Uncertainty and Profit, 11.111.4.1,

1921

Consumer sovereignty bears no meaning in the context of dynamic decision making. An
individual across time is an infinity of individuals, and the known problems of interpersonal
comparisons of utility are there to plague us.

Robert Strorz

Myopia and Inconsistency in Dynamic Utility Maxinization

Review of Economic Studies,

1956

We can now look at the results presented in the three chapters of this dissertation
from a different, wider perspective, and try to find some more general intuitions on how the
theory of intertemporal choice can be improved in the future. First, framing effects as shown
in chapter two remind us that individuals make intertemporal choices using their brains, and
the functioning of the brain is not simple. When we evaluate a distant object, thousands of
different things may happen in our brain circuits depending on things such as whether the
object has a high value or not, or is an ‘hedonic object’ like chocolate or a rather neutral one
like money; or whether we are reminded of the subyacent interest rate or not, or whether the
goods involved are the result of something you earned or something you won. These are all
examples of decision situations that we know yield different results. Specifically, in chapter
three we have seen once again how the magnitude at stakes is a fundamental aspect of
intertemporal choices, even when this magnitude is made out of separated outcomes in a
sequence. It seems reasonable to believe that our brain processes decisions essentially
different when such decisions involve ‘important’ quantities or when it deals with ‘peanuts’,
for example. In fact, we should find the opposite quite surprising —that we process them
using the same neuronal paths. Sequences of outcomes have been shown also to be a
sophisticated decision object. Here, too, it would be surprising that our brain follows
identical processing paths when evaluating an increasing sequence than when evaluating a

decreasing one, since such patterns seem inseparable of feelings (joy or sadness, for
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example). Also, the brain most probably treats a two-outcome sequence very differently
from a forty-outcomes sequence, since, clearly, making an erroneous decision is usually more
harmful in the latter case. And our mind should be considered no exception: it must be the
result of evolution and thus, its design may well incorporate such different exposures to
harm.

A descriptive theory of intertemporal choice thus needs to be consistent with the
findings in neurobiology, or it will never be able to capture the fundamentals of behavior in a
truly scientific way. Of course it can be a simplified model of the complex specific behavior
observed, but we definitely need to look inside the brain functioning and induce our

theories, in the spirit of McClure et. al (2004), who find some neurological backing for 38 -

discounting (see section 1.6.3). I am sure this is what will happen in this discipline, and some
day —not too far in the future- we will look at discounted utility as a descriptive theory the
same way as modern physics sees today Aristotle’s physics.

On the other hand, the necessary complement of such neurobiological research is, of
course, more experimental work. We need a more exhaustive account of the different effects
in intertemporal decision-making and their relationships. This dissertation suggests a
connection between the magnitude effect and the constant sequence effect. The magnitude
effect seems to me an important ‘portal to discovery’. This anomaly was reported empirically
more than twenty five years ago, and we still lack a good explanation of why it occurs, even
though it casts important doubts on the fundamental assumption of discounted utility
models, i.e. the separation between ‘instantanecous’ utility and time preference (discounting).
We should therefore conduct much more research into the magnitude effect in the near
future. For instance, receiving 700€ in one month seems not as ‘instantaneous’ as receiving
20€ in one month. In the first case, it is most likely that the individual will not spend all 700€
upon receiving it, and this may, in the mind of the decision-maker, turn this prospect -
receiving 700€ in one month- into a decision-object similar to a sequence of —let’s say- seven
100€ outcomes to be received monthly. In contrast, 20€ may well not be evaluated as a
monthly sequence of seven (almost) 3€ outcomes. In my view, both a high magnitude and a
long sequence indicate the decision maker that his decision will have a large impact on
himself in the future, which then can trigger a different decision process, one that yields a
more prudent behavior. How and when exactly such a process is triggered, or if it is

triggered at all, clearly deserves a systematic and more exhaustive investigation.
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On the normative side, I have a different view. First of all we don’t necessarily want
the same model for descriptive than for prescriptive purposes. I can quite easily predict
when a young adolescent is going to take too much risk driving, and of course that does not
preclude me from making a recommendation that has more normative basis than his desire
of excitement. To know what he is going to do may be treated separately from evaluating
what he should do. But, of course, how do we know our recommendation really is better
than his own behavior? Who tells what is better for hiz? Or can we just say a certain
behavior is wrong, irrational? Ultimately, we are dealing here with the principle of consumer
sovereignty and its foundations, and all types of questions arise.

First, think of the recent findings showing that ‘wanting is not liking’, meaning that
too often what we want (i.e. what we choose) does not coincide with what we like. In fact,
results in neurobiology show that wanting is driven very much by the ‘incentive salience’ of
rewards, which is processed in the brain independently from real liking (Berridge &
Robinson 1998); as a result, subjects may strongly want to consume a drug they actually
don’t like anymore. The drug is affecting critical brain regions involved in the salience of
incentives, making it impossible for the individual to resist consumption, which is driven
only by this altered incentive salience, and not at all by the expected liking of consumption,
that does not affect choice. These findings may well be considered the closest example of
pure irrational behavior: one chooses something one expects not to like.

Second, even if we were at all able of correctly knowing what we will like in the
immediate future, there is nevertheless strong evidence that we humans are very bad at
predicting future utilities (see, for example, Gilbert & Wilson 2000, or Loewenstein et. al
2003) and also at remembering past experiences (see, for example, Kahneman et. al 1997, or
Kahneman 1999). Kahneman therefore introduced the distinction between experienced utility,
remembered utility, predicted utility and decision utility (choice). The more we learn about how all
these different sources of utility operate, the lower is our confidence in the goodness of our
sovereign and completely autonomous decisions.

Imagine now that we also were very good at estimating past and future utilities, and
did properly incorporate that knowledge into our everyday decision-making. There would
still be a third problem: what if the individual himself does disagree with a past decision of

him? Should he stick to the past ‘plan of consumption’, or should he rather feel free to re-
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evaluate the situation from the current perspective, and change the plan? This is of course,
again, a very problematic question, since we don’t know how to compare utility among
different individuals, or among the same individuals at different points in time. Economic
theory has therefore made an assumption: if we consider basically stable preferences that are
dynamically consistent, then we can define rationality also in the context of dynamic decision
making. Why, nevertheless, should stable dynamically consistent preferences be normative?
Because being stable, maintaining one’s identity, is good. The question remains as whether
one maintains his identity better by always sticking to past plans or rather by allowing them
to be changed on an informed way. I believe the latter is correct. But, how could a normative
model for intertemporal choice possibly discriminate between informed an uninformed
decision-making?

One possible solution I plan to explore in future research would be to modify our
invariance assumption in rational intertemporal choice theory: instead of assuming an
invariant and dynamically consistent utility function, we could require utility functions only
to be ‘retrospectively invariant’, meaning that any departure from a previous plan should be
one that is afterwards never regretted from the point of view of all subsequent ‘selves’. This
apparently minor modification would actually lead to a very radical alternative normative
theory, since, strictly speaking, the rationality of an action would become something only «
posteriors: 1s this a rational intertemporal choice? Well, let’s wait and see how the same
individual retrospectively evaluates this choice in the future, and then —and only then- I will
tell you if that was a rational choice. This approach may seem absurd to us economists at first
sight; why would we need a normative theory that is not able to indicate, a priori, what is a
good decision for the individual? But a closer look may suggest that such an approach is not
completely futile. We could just define intertemporal rationality this way, and, on the other
hand, turn the normativity of intertemporal choice into a purely scientific and empirical
problem. Is this a rational intertemporal choice? Well, let’s see, my data show that 98% of
similar people who did that, did also regret having done it afterwards, so I'm afraid not, it
most probably is not rational for you. If an individual across time is an infinity of individuals,
why not use their voice to inform us of what is the good of man? It is my conviction that it
is perfectly possible to go one step forward in our formulation of normative intertemporal

choice theory and move from the absolute monarchy of consumer-sovereignty into a more
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scientifically correct ‘consumer-democracy’, that accounts not only for the preferences of

future ‘selves’, but also for the preferences of present and future ‘others’.
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and Tables

Annex 1: Tables and Results

Contingency Tables (EXPERIMENT 1)

Overall Frequencies and Horizontal Percentages (EXPERIMENTI)

Q2
A B
Q3 A Q3B Q3 A Q3B
Q4A |04B [04A Q4B |@4A |@4B |04A |@4B |
a1 LA 140 2 10 18 36 16 9 49 300
B 6 7 2 20 4 10 5 147 201
501
Q2
A B
Q3 A Q3B Q3 A Q3B
Q4A |04B |Q4A |@4B |Q4A |@4B |@4A |aaB |
a1 Al 4667% 7,33% 333% 600% 12,00% 533% 3,00%

Frequencies and Horizontal Percentages Form Q2Q30104

16,33% 100,00%
Bl 2,99% 3,48% 1,00%

9,95% 1,99% 4,98% 2,49% 73,13% 100,00%

Q2
A B
Q3 A Q3B Q3 A Q3B
Q4A Q4B |04A |@4aB |04A [@4B |Q4A |a4B |
a1 LA 31 2 5 7 9 5 2 12 73
B 1 2 1 9 1 0 2 28 44
117
Q2
A B
Q3 A Q3B Q3 A Q3B
Q4A |a4B 04A Q4B |@4A [@4B |@4A laaB |
a1 LA 4247% 274% 685% 959% 12,33% 6,85% 2,74% 1644% 100,00%
B 2,27% 4,55% 227% 20,45%

Frequencies and Horizontal Percentages Form Q4020301

2,27% 0,00% 4,55% 63,64% 100,00%

Q2
A B
Q3 A Q3B Q3 A Q3B
Q4A Q4B |@4A |@4aB [04A [@4B |Q4A |a4B |
a1 LA 33 9 4 3 9 3 2 12 75
B 0 1 1 5 2 5 1 42 57
132
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Q2
A B
Q3 A Q3B Q3 A Q3B
Q4A 4B |@4A [@4B |@4A [@4B |@4A laaB |
Al 44,00% 12,00% 533% 4,00% 12,00% 4,00% 2,67% 16,00% 100,00%
Bl 000% 1,75% 1,75% 8,77% 3,51% 8,77% 1,75% 73,68% 100,00%

Q1

Frequencies and Horizontal Percentages Form Q1040203

Q2
A B
Q3 A Q3B Q3 A Q3B
Q4A |@4B |04A 4B |@4A |@4B |@aA |aaB |
o LA 35 7 0 5 10 2 3 12 74
B 2 2 0 3 0 3 1 45 56
130
Q2
A B
Q3 A Q3B Q3 A Q3B
Q4A |04B |Q4A |@4B |Q4A |@4B |@4A |@aB |
Q1 Al 47.30% 9.46% 0,00% 6,76% 1351% 2,70% 4,05% 16,22% 100,00%
Bl 357% 357% 000% 536% 0,00% 536% 1,79% 80,36% 100,00%

Frequencies and Horizontal Percentages Form Q3Q104Q2

Q2
A B
Q3 A Q3B Q3 A Q3B
Q4A |04B [04A Q4B |@4A |@4B |o4A [a4B |
A 41 4 1 3 8 6 2 13 78
B 3 2 0 3 1 2 1 32 44
122
Q2
A B
Q3 A Q3B Q3 A Q3B
Q4A |04B [04A Q4B |@4A |@4B |04A |a4B |
a1 Al 5256% 513% 1,28% 385% 1026% 7,69% 256% 16,67% 100,00%
Bl 682% 4,55% 0,00% 6,82% 2,27% 4,55% 227% 72,73% 100,00%
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Declared Intensity-of-Preference Results (EXPERIMENT 1)

Average
Intensity®® Q1 Q2 Q3 Q4

3.04 (1.2) 3.07 (1.00) 3.16 (0.99) 3.25 (1.10)
3.11 (1.1) 3.61(0.91) 3.63(0.99) 3.23 (1.23)

when choosing A

when choosing B

Declared intensity of preference when choosing A in Q1

25 - 2

Frequency
- N N
o (&)} o
1 1 1
oo

(@]
1

o
!

1 2 3 4 5
IntensityQ1A

Declared intensity of preference when choosing B in Q1

20 - 19
18 -

14 -
12 11
10 -
8 1 6
6l 5

4 -

Frequency

0 -
1 2 3 4 5
IntensityQ1B

85 Measured only in the form type where the affected question was in first position of the questionnaire.
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Declared intensity of preference when choosing A in Q2

30 N 27

Frequency
= N N N
o (@] o [§)]
1 1 1 1
N
N

)]
1

o
1

1 2 3 4 5
IntensityQ2A

Declared intensity of preference when choosing B in Q2

25 1
20 4
15 4

10 4

Frequency
)

1 2 3 4 5
IntensityQ2B
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Declared intensity of preference when choosing A in Q3

Frequency

35 -

w
o
1

N N
o [$)]
1 1

33

2 3 4 5
IntensityQ3A

Declared intensity of preference when choosing B in Q3

Frequency

A A oo N
N A OO 0 O
1 1 1 1 J

10 -
8
6
4
2 4
0 4

2 3 4 5
IntensityQ3B
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Declared intensity of preference when choosing A in Q4

Frequency

18 1

= A A
o N B OO OO N B O
1 1 1 1 1 1 1 1 1

1

2 3 4 5
IntensityQ4A

Declared intensity of preference when choosing B in Q4

Frequency

25 1

20 4

15 4

10 4

1 2 3 4 5

IntensityQ4B
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Contingency Tables (EXPERIMENT) 2

TREATMENT I

Overall Frequencies and Horizontal Percentages (all Forms)

743

35% 15% 23% 100%
5% 2% 19% 74%  100%

Frequencies and Horizontal Percentages Form Q10203

234

35% 16% 25% 24% 100%
4% 1% 13% 81% 100%

Frequencies and Horizontal Percentages Form Q20301

35 124
9 5 21 107 142
266
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41% 13% 18% 28% 100%
6% 4% 15% 75% 100%

Frequencies and Horizontal Percentages Form Q30102

243

23% 18% 32% 27%
3% 1% 28% 68%

TREATMENT 11

Overall Frequencies and Horizontal Percentages (all Forms)

739

63% 28% 3% 7% 100%
9% 12% 10% 69% 100%

Frequencies and Horizontal Percentages Form Q10203

240
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62% 26% 3% 9% 100%
6% 16% 9% 68% 100%

Frequencies and Horizontal Percentages Form Q2Q301

242

69% 26% 2% 3% 100%
12% 7% 5% 76% 100%

Frequencies and Horizontal Percentages Form Q30102

257

52% 32% 6% 10% 100%
8% 1% 14% 66% 100%
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Declared Intensity-of-Preference Results (EXPERIMENT 2)

Treatment [
Average
Intensity®® Q1 Q2 Q3
when choosing A| 3.48 (1.07) 3.1 (0.98) 3.22 (1.07)
when choosing B| 3.56 (1.08)  3.59 (1.02)  3.78 (1.06)
Treatment I1
Average
Intensity®’ Q1 Q2 Q3
when choosing A| 3.19(0.95)  3.23 (1.17) 3.8 (1.14)
when choosing B| 3.63 (1.02) 3.5(1.12) 3.82(0.96)

Treatment [

Declared intensity of preference when choosing A in TIQ1

29 og

N w w
;] o [&)]
1 1 )

N
o
1

15 ~

Frequency
=

10 1

1 2 3 4
Intensity TIQ1A

86 Measured only in the form type where the affected question was in first position of the questionnaire.

Standard deviations in parenthesis.

87 Measured only in the form type where the affected question was in first position of the questionnaire.

Standard deviations in parenthesis.
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Declared intensity of preference when choosing B in TIQ1

Frequency

Declared intensity of preference when choosing A in TIQ2

Frequency

50
45 +
40 -+
35 A
30 A
25 4
20 -+
15 4
10 4
5 4
04

N N w w
o [é)] o 4]
1 1 1 )

-
)]
1

45
42

2 3 4
IntensityTIQ1B

32
21
17
2 3 4
Intensity TIQ2A

31
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Declared intensity of preference when choosing B in TIQ2

80 4 71
70
60
50 4 45 45
40 -
30 ~ 22
20 -
1049 2
0 4

Frequency

1 2 3 4 5
IntensityTIQ2B

Declared intensity of preference when choosing A in TIQ3

35 1 32

w
o
1

N N
o [$)]
1 1

Frequency

1 2 3 4 5
Intensity TIQ3A
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Declared intensity of preference when choosing B in TIQ3

Frequency

Treatment 11

Declared intensity of preference when choosing A in TIIQ1

Frequency

50
45 +
40 -+
35 A
30 A
25 4
20 -+
15 4
10 4
5 4
04

50 -
45 -

= =2 NN W WS
o OO U O U O U0 O
[ 1 1 1 1 1 1 1

1

46 45

2 3 4
IntensityTIQ3B

2 3 4
Intensity TIIQ1A

47

5
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Declared intensity of preference when choosing B in TIIQ1

60 -
51

41
33

Frequency
w
o

1 2 3 4 5
Intensity TIIQ1B

Declared intensity of preference when choosing A in TIIQ?2

Frequency
= =2 NN W W A D
O O O o1 O U0 O O O O
| R NN [N NN (NN N SN N— S—
N
o

1 2 3 4 5
Intensity TIIQ2A
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Declared intensity of preference when choosing B in TIIQ2

40 - 36
35
27 96

N N W
o o1 O
1 1 1

Frequency

15 4
10 4
5 4
0 -

1 2 3 4 5
Intensity TIIQ2B

Declared intensity of preference when choosing A in TIIQ3

30 T 27

Frequency
>

4

1 2 3 4 5
Intensity TIIQ3A
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Declared intensity of preference when choosing B in TIIQ3

64

50
45

Frequency
= N w B n (2] ~
o o o o o o o o
1 1 1 1 1 1 1 ]

1 2 3 4 5
IntensityTIIQ3B
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Annex 2: Materials

CHAPTER 2
Instructions for all experimental conditions
Condition SS LL
OPTION A: received in 1 OPTION B: received in 7 months
month (mid November (mid May 2005).
Interest-only 2004). .
Invest Option A for 6 months at the
following AER.
€ 400 2.5%
OPTION A: received in 7 OPTION B: received in 13 months
months (mid May 2005). (mid November 2005).
Invest Option A for 6 months and
Interest+Money receive the following at end of the
investment period (AER in
parentheses).
€ 400 € 404 (2.5%)
OPTION A: received in 13 OPTION B: received in 19 months
months (mid November 2005). (mid May 2006).
Money-only Invest Option A for 6 months and

receive the following at end of the
investment period.

€ 400 € 404

OPTION A: received in 1 OPTION B: received in 19 months
No-investment | month (mid November 2004). | (mid May 2006).

€ 400 € 404

* All conditions included all intervals for a complete 4 X 4 design. To avoid redundancy,
this table shows each description assigned to one interval only.

Interest rates and corresponding LI amounts. The values represent the amount received
after investing € 400 for the specified period at the specified AER.

Interval
Payoff Alternative AER 6 months 18 months
1 2.5 € 405 € 415
2 5.0 €410 €430
3 7.5 € 415 € 446
4 10.0 € 420 € 461
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0 3 N DN

11
12
13
14
15
16
17
18
19
20

12.5
15.0
17.5
20.0
22.5
25.0
27.5
30.0
325
35.0
37.5
40.0
42.5
45.0
47.5
50.0

Sample screenshots from Experiment

/3 http:#/sm_netquest.esjsps/control/front jsp - Microsoft Internet Explorer

[ -
R UNIVERSITAT DE HARCELONA

€424 €477
€429 €493
€ 434 €509
€ 438 € 526
€ 443 €542
€ 447 €559
€ 452 €576
€ 456 €593
€ 460 €610
€ 465 € 627
€ 469 € 645
€473 € 663
€477 € 680
€ 482 € 698
€ 486 €717
€490 €735

=181 %]

B e Lomeon Sehog o Rernem 3 =

Opcién A

Recibir dentro de 1 mes || (
{mediados de Noviembre

Opcién B
Recibir dentro de 7 meses
(mediados de Mayo 2005)
Inveriir fa Opeion &

2004) durante 6 meses con g5l
inferés TAE
[utEd]
I 4006 [ 25% |
[wi12.2]
I 400€ | 50% |
[w.13.3]
[ 3 | 400€ | 75% |
[u.13.4]
a4 ] 400¢ [ 10.0% [
[v.13.5]
5 ] 400€ [ 125% [
[w.1206]
| & | 400€ | 15.0% |

9.+ Para cada caso escoge la opcién que prefieres (A 6 B). Por favor, contesta todos |los casos.

Opcidn A Opcidn B

@]

c

o
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ﬁ http: //sm_netquest_esfjspsfcontrol/front_jsp - Microzoft Internet Explorer ;[ilil
12 400€ 30 0% ‘ ‘ =l
[.12.13]
IEE 400€ [ 325% | c c
[v.13.14]
[ 14 ] 400€ [ 35 0% | e e
[.13.15]
IEE 400€ [ 37 5% | c c
[v.13.15]
[ 16 | 400€ [ 40.0% | c c
[0.13.17]
17 ] 400€ [ 425% | e e
[w.12.18]
I 400€ [ 45 0% | c c
[v.13.13]
[ 19 400€ [ 47 5% | e e
[.13.20]
[ 20 ] 400€ [ 50 0% | c c
Pulsa "ENVIAR" para finalizar.
-
[Pagina &/ 6]
Borrar pagina LI
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CHAPTER 3
Experiment 1 Questionnaire (screens)*®

Instructions page

a http://sm_netquest. es!isps:"conlmlﬂmnl.isp?accion:EIienlelniciuHespu_ndB_nlﬂl;ﬁ!:ﬁlﬂamE = | =) |§!
Bl iivissioar vn, WARCHIONA lSE e ondn Sihod o Ecomrrilm _I
== r and Political Science

INSTRUCCIONES:
- A continuacidn te presentaremos una serie de preguntas que tienen gue ver conla
toma de decisiones financieras.
- Muy importante: reclerda que ninguna de estas preguntas tiene una resplesta
comrecta, asi que debes contestar teniendo en cuenta Unicamente tus preferencias
personalss.
- UUna de estas preguntas {escogida al azar) se remunerara realmente al ganador
del sorteo. Por eso debes contestar cada pregunta como si se tratase de dinero
real. El sorteo lo organizan conjuntamente la Universidad de Barcelona y la London
School of Economics, v Metascore se pondra en contacto via e-mail con el ganador.
Muchas gracias por participar. Recibe un cordial saludo,
Dpto. de Marketing Ya.com.
Siguiente >>
[Pagina 1 /8]
=

8 The order I present here was only one possible order out of three (Q1Q2Q3, Q3Q1Q2, Q2Q3Q1)
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Page 1

’a http: /fsm_netquest. esfjzps/controlffront_jsp - Microsoft InlEInel.Expinlet = I = |i!

[ \rJlQl-\m' P the London Schod &f Ecencmicn
——— BAFIAT " A ard Political Science

5.1 (5] Site dieran a escoger entre las siguientes opciones, jcon cudl te quedarias?

|»

¢ Recibir 1 pago de 200 euros segun el siguiente calendario;
2004 2005

15 Ene
200€

¢ Recibir 1 pago de 210 euros segdn el siguiente calendario:
[2004 ||z00s |

L | | | || | [16 May | |

L | | | [ | | 210e | |

B. 1 gCuanto mejor es la opcidn que has escogido?
{donde 1 significa ‘practicamente igual’ y § significa 'mucho mejor')
1 2 3 4 5
[wd1,1] e G o (8

Siguiente >

[Pégina 4 / 7]
Borrar pagina

=
18] %]
LB)
1.8 [u.1] Si te dieran a escoger entre las siguientes opciones, jcon cual te quedarias?
¢ Recibir 4 pagos de 210 euros segdn el siguiente calendario:
2004 |[2005 |
[ | I | [ 15 Mar |[ 15 Abr ][ 15 May ][ 15 Jun |
L | | [ | 210e || 210€ || 210e | 210¢ |
¢ Recibir 4 pagos de 200 euros segdn el siguiente calendario:
[2004 |[2005 |
| |15 Nov |[ 15 Dic || 15 Ene || 15 Feb || | | | |
[ 200€ [ 200€ | 200 [ 200€ | | | | |
2. 4 g Cuanto mejor es la opcidon que has escogido?
{donde 1 significa 'practicamente igual’ y & significa 'mucho mejor’)
1 2 3 4 g
[wizi1] &) & (o] ‘9
Siguiente == oo
[Pigina2/7]
Borrar pagina
Powered by Metquestf, | ;I
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Page 3

a http: /fsm_netquest.es/jzps/controlffront_jsp - Microsoft Internet Explorer

&=l
bl LNVHRATIAT TF RARCELONA 1] | i = vscx M
3. [v.z] Site dieran a escoger entre las siguientes opciones, jcon cudl te quedarias?
¢ Recibir 1 pago de 800 euros segdn el siguiente calendario:
[2004 ||z00s
15 Ene
800
¢ Recibir 1 pago de 840 euros segudn el siguiente calendario:
2004 2005
15 May
840
4. 1 ;jCuanto mejor es la opcidn que has escogido?
(donde 1 significa ‘practicamente igual’ y § significa 'mucho mejor')
1 2 3 4 5
[w10,1] {5) [ C e
Siguiente >
[Pégina 3/ 7]
Borrar pagina
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Experiment 2 Questionnaire (screens)®’

Instructions page

'3 hllp:Hsm.nelquesl.es}'isps}'cunlml}'honl.isp?accion=CIienle|nil::inRe.sp'u_ndE_nl"ﬁl;'ﬁe ol = |ﬁ||£!
: =
bt isivhiAT DR NARCHL ONA [REN o-tomon Bt dipmpmoniog
INSTRUCCIONES:
- A continuacion te presentaremaos Una serie de preguntas que tienen que ver conla
toma de decisiones financieras.
- Muy imporante: recuerda que ninguna de estas preguntas tiene una respuesta
carrecta, asi gue debes contestar teniendo en cuenta Onicamente tus preferencias
personales.
- Una de estas preguntas {escogida al azar) se remunerara realmente al ganador
del sorteo. Por eso debes contestar cada pregunta como si se tratase de dinero
real. El sortea lo organizan conjuntamente la Universidad de Barcelona i la London
School of Economics, y Metascore se pondré en contacto wia e-mail con el ganador
Muchas gracias por participar. Recibe un cordial saludo,
Dpto. de Marketing Ya.com.
Siguiente >> |
[Pigina 1 /6]
=
Page 1
'3 http://62.81.185.1204jsps/control/front_jsp - Microsoft Intemnet Explorer = |ﬁ||£!
=
P UNIVERSHIAT T HAKCHLONA I_SE o8 oo 20 -:.I':-,I E:::-:!-T;;-:H::
5.4 [2.1] Si te dieran a escoger entre las siguientes opciones, jcon cual te quedarias?
¢ Recihir 1 pago de 812 euros segun el siguiente calendario:
2004 2005
15
Jun
812¢€
¢ Recibir 1 pago de 700 euros sequn el siguiente calendario:
2004 2005
15
Hov
700€
6. ¥ jCuanto mejor es la opcion que has escogido? —
(donde 1 significa 'practicamente igual’ y 5 significa 'mucho mejor')
1 2 3 4 5}
[@i1.1] o @ [ o
Siguiente Ll

8 The order I present here was even so only one possible order out of three (Q1Q2Q3, Q3Q1Q2, Q2Q3Q1)
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Page 2
a http://62.81.185.120/jsps/control/front_jsp - Microsoft Internet E_xhlﬁlﬂ_r = IE’[&
=
1. ¥ [2.4] Si te dieran a escoger entre las siguientes opciones, scon cual te quedarias?
 Recibir 1 pago de 700 euros segun el siguiente calendario;
[2004 |[2008
15
Nov
7o0e
¢ Recibir 1 pago de 812 euros segun el siguiente calendario:
2004 2005
15
Set
g12¢
2. 4 ¢Cuanto mejor es la opcidn gque has escogido? e
{donde 1 significa ‘practicamente igual’ y 5 significa ‘'mucho mejor")
1 2 3 4 5
[Q.4.1] o () fal
Siguiente > x|
Page 3
'a http://62_81.185.120/jsps/control/front jzp - Microzoft Internst E_Hﬁhlﬁ_r I = Iﬁ’ll!
=l
3. 14 [2.5] Si te dieran a escoger entre las siguientes opciones, ;con cual te quedarias?
¢ Recibir 7 pagos de 116 euros segun el siguiente calendario;
2004 2005
15 |15 ] 15 | 15| 15 || 15 || 15
Jun || Jul || Ago || Set || Oct || Now || Dic
11B6E || 116€ || 116€ || 116 || 116€ || 116€ || 116€
¢ Recibir 1 pago de 700 euros sequn el siguiente calendario;
2004 2005
15
Nov
700
4. 4 ¢ Cuanto mejor es la opcidn gque has escogido? e
{donde 1 significa ‘practicamente igual’ y 5 significa ‘'mucho mejor’)
1 2 3 4 5
[Q.5.1] g o o e
Siguiente =l
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Invitation email

Estimad(@ Usuari@:

En esta ocasion, MetaScore te propone opinar en un estudio acerca de Preferencias Financieras que esta realizando la
Universitat de Barcelona junto con la London School of Economics.

La encuesta tiene una duracién estimada de 10 minutos. El cuestionario es totalmente anénimo, utilizando las respuestas
Unicamente con una finalidad estadistica.

Te recordamos que durante los proximos 3 meses recibiras descuentos en tiendas de la Red Ya.com y una suscripcion
totalmente gratuita a la revista "PC Actual", en la direccién que nos indicaste, por rellenar las encuestas que te proponemos.
Para responder al cuestionario pincha sobre el siguiente enlace:

XXX XXX XXX XXX XXXXXXX

Muchas gracias por participar.
Recibe un cordial saludo:
Dpto. de Marketing Ya.com.

sPor qué recibo este E-mail?: Recibes este E-mail porque has aceptado pertenecer al proyecto MetaS core llevado a cabo por Ya.com. Si deseas
darte de baja del proyecto MetaS core puedes hacerlo enviando un correo a bajasmetascore@ya.com indicando el e-mail con el que te registraste.
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Annex 3: Representativity and Quality of Responses

Profile of Participants
Social Class Age

Average: 32.85.
45,89%

58,28%

23,40%
26,74% 2
961%

e -
285% T

| ] | ]
High Medium High Medium Medium Medium Low Low te-19 20-24 s oo s se-ee overs
Education Habitat
44,83% 21,36%
20,29%
2513% 12.40% 11,79%
10,49%
5.68% 527% .
6,14% 4,95% 287%
0.41% E— - -
— | ] | ]
No education Primary Secondary University Graduated, Postgraduated Under 2.000to 5.000 to 10000to  50.000to  200.000to  500.000  Barcelona Madrid
School School Studies Engineer. /PhD 2,000
5.000. 10.000 50.000 200.000 500.000

To
1.000.000

inhabitants

The Metascore Online Panel was created during 2004 by the company ya.com, one of the big
Internet Service Providers in Spain, and adjusted to the Internet population in Spain with
respect to socio-demographical variables. To evaluate whether the sample I obtained for
Experiments 1 and 2 differs from the overall Online Panel (and thus from Spanish Internet
population), I will use the G-test for goodness of fit. The high response rate obtained almost
already responds to this question, but I nevertheless wanted to check whether participants

were truly representative.
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Consider n observations within the sample in an experiment (n individuals of which we have
a particular socio-demographical information, for example, age) to be grouped into k
categories (the k alternatives of this information, for example, the different ages). Our
objective is to decide whether the observed information is consistent with the specific

frequencies that would be obtained from the overall Online Panel.

The Likelihood-Ratio test is constructed as minus 2 times the LN of the likelihood quotient
of the Null hypothesis and the Alternative hypothesis. In our problem, data follow a
multinomial distribution with k-categories. Thus, in the Null hypothesis HO these categories
will have the frequencies of the overall Panel as expected probabilities. In the Alternative

hypothesis H1, these probabilities will be the observed frequencies. Using the following

symbols:
n: individuals who answer a particular question
k: number of alternatives of a particular question
n;: individuals answering alternative 7
p, = n/n observed frequency of alternative 7
q: expected frequency of alternative 7 according to the overall sample (the
online panel)
m, = n*q; expected number of individuals choosing 7
Likelihoods:
k k
iglm<]]a" iplm=]]r
i1 i1
G-test

_ o i) ) < m\__ N 4 ..
G= Zln(l(pn)j ZZniln[nj 2;niln(pt) X

i=1

i

A too big G-test value would mean a deviation from the null Hypothesis of both
distributions (panel and sample) being the same. I next present the charts together with p-
values indicating the probability of observing an equal or higher difference if the null
Hypothesis was true (panel distribution equal sample distribution). I find a small effect only
for gender and for age, while no effect at all in all remaining cases.
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GENDER

100%
90%
80%
70%
60%
50% B Female
@ Male
40%
30%
20%
10%
0%
% sample % panelists
G-test (we can reject null Hypothesis with p<0.1)
27 =3.33 (right tail p=0.068)
AGE

100%

80% B Over 65

@55 to 64

60% W 45 to 54

035 to 44

40% 025 to 34

| 20 to 24

20% m 16 to 19
0%

% sample % panelists

G-test (we can reject null Hypothesis with p<0.05)
e =13.36 (right tail p=0.0377)
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EDUCATION

100
O Postgraduate /
90
80 1 B Graduate /
70
60 O “Diplomado”
50
O Secondary
40
30 B Primary
20
10 @ No
o L [T
% sample % panelists
G-test (we cannot reject null Hypothesis)
2 =6.73 (right tail p=0.2415)
HABITAT
B Ciudad de Madrid
100% -
O Ciudad de Barcelona
80% -
m De 500.001 a 1.000.000
hab.
60% - §
@ De 200.001 a 500.000
hab.
40% - B De 50.001 a 200.000 hab.
20% 0O De 10.001 a 50.000 hab.
- - 0O De 5.001 a 10.000 hab.
0% -
% encuestados % panelistas m De 2001 a 5.000 hab.

G-test (we cannot reject null Hypothesis)
> =8.95 (right tail p=0.3465)
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SUBJECTIVE SOCIAL CLASS

100%
90%
80%
70% mLow
60% O Medium Low
50% O Medium Medium
40% B Medium High
30% @ Hig
20%
10%
0%
% sample % panelists
G-test (we cannot reject null Hypothesis)
i =3.36 (right tail p=0.4995)
MONTHLY INCOME
100%
80% m Over 3000 €
@ 2400 to 3000 €
60% m 1800 to 2400 €
001200 to 1800 €
40% 0900 to 1200 €
m 600 to 900 €
20% @ Under 600 €
0%
% sample %panelists

G-test (we cannot reject null Hypothesis)
X2 =2.28 (right tail p=0.89)
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Quality of Responses

In order to estimate the quality of the obtained participation, I used the following device: in
a series of consecutive questions subject had to indicate their preference among a smaller-
sooner amount and a larger later amount. Always the next question would ask subjects to
choose among the same smaller-sooner amount, and an increased larger-later amount, so
that, normally, subjects would switch preference at a certain point. A typical response looked

as follows (see Figure YY):

A B Opcién A | Opcidn B
“ 1 | 4008 | 4056 H v
I 2 [ 400€ [ 4106 ” o
“ 3 | 400¢ | 4156 H v
I 4 [ 40€ [ 1206 ” v
“ 5 | 400¢ | 424€ H v
I 6 [ 400¢ [ 129€ ” v

But certain subjects made odd choices, such as switching more than once from option A to
B, or switching only once from B to A. I consider that virtually all of these choices indicate
that the individual was not doing the task properly; also, subjects not incurring in such
inconsistencies can be regarded as mostly having done the task propetly, since if a subject
only cared about finishing the questionnaire and getting paid, the most natural thing to do is
to switch several times. Thus, I believe the percentage of odd responses to be a reasonably

good estimate of the quality of responses in experiments 1, 2 and 3. Here are the results:

Participants | Rate

Consistent 1.844 94,08 %
Inconsistent 116 5,91 %
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