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Abstract

Among the fundamental theorems of Functional Analysis are the open mapping
theorem, the closed graph theorem, the uniform boundedness principle, the Banach-
Steinhaus theorem and the Hahn-Banach theorem. We study them in the context of
Banach spaces and applications in Analysis like the divergence of Fourier series, the Riesz
representation theorem, the existence of nowhere differentiable continuous functions, etc.
Apart from Mathematics, we demonstrate that those theorems can play an important role
in Physics by examining two more applications: the moment problem and a rocket ascent.
The whole thesis outlines that those theorems are applied in many disciplines and can
lead to relevant results.
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Introduction

Among the fundamental theorems of Functional Analysis are the open mapping
theorem, the closed graph theorem, the uniform boundedness principle, the Banach-
Steinhaus theorem and the Hahn-Banach theorem. They date from the first third of the
past century, when they were formulated in the context of Banach spaces. As some of
their names suggest, they refer to properties of operators like boundedness, continuity,
extension and openness. Thus, their appliance goes beyond Functional Analysis and they
are present in other branches of Mathematics such as Harmonic Analysis and Differential
Equations, among others.

This project aims to study those theorems and their applications from a multidisci-
plinary approach. For this purpose, applications in different areas of Mathematics are
carefully chosen, taking into consideration variety and the necessary background. Other
purposes of this thesis are to be self-contained and to put into practice a wide range of
skills and knowledge acquired in my majoring years.

The thesis is composed of four chapters. The first one consists of concepts and
results which are not central to this thesis, though they are often auxiliary, like the
Riemann-Stieltjes integral. In Chapter 2, those fundamental theorems are formulated for
Banach spaces, following the versions given in [1, 2]. These two chapters are the starting
point to develop the rest of the thesis.

In Chapter 3, the theorems are applied to some areas of Analysis, beginning with
the existence of nowhere differentiable continuous functions followed by the Riesz repre-
sentation theorem. In Harmonic Analysis, from a historical overview of the convergence
of Fourier series, the uniform and the L1-norm convergences are studied. The chapter
also includes a result in Numerical Analysis, the Lagrange interpolating polynomial does
not converge uniformly. The references for these applications are taken from [3, 6, 9],
though in most cases these results are improved by studying more general versions or by
complementing the proofs.

Another goal of this project is to analyze and solve physical problems with the
theorems in Chapter 2. For this end, Chapter 4 contains two physical applications; the
first one is the moment problem, suggested by T.J. Stieltjes as a mechanical problem in
[12], which has evolved to different versions in Probability or in systems with infinitely
linear equations. The second section is the study of the optimal rocket ascent in terms of
fuel expenditure, developed in [7, 9, 14].
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Chapter 1

Preliminaries

In this introductory chapter, concepts and results which will be often used in the
following chapters are provided to the reader in order to assure full comprehension. In
the first section, notions of Banach spaces, continuous linear operators and dual space are
introduced. However, many properties are not proved because they were studied in the
course Anàlisi real i funcional, taught at University of Barcelona, and they can also be
found in any introductory manual. The rest of the sections contain results that have not
been studied in any previous course. The second section only contains a proof of the density
of the continuous functions in L1, a result that will be necessary in some applications.
Finally, the last section consists of two parts, the first one focuses on functions of bounded
variation, while the second one on the definition of the Riemann-Stieltjes integral and
properties that will be mainly required in Chapter 4. In these sections and in the whole
thesis, K will denote either R or C.

1.1 A brief review on Banach spaces

1.1.1 Banach spaces, operators and dual space

Definition 1.1.1. A vector space E is Banach if and only if it is normed and complete.

Example 1.1.2. The following normed vector spaces are Banach.

(i) (Rn, |·|) and (Cn, |·|).

(ii) (C([a, b]), ||·||∞).

(iii) Lp([a, b]) :=
{
f : f ∈ L and ||f ||pp:=

∫ b
a
|f(x)|pdx <∞

}
, where L is the set of all

Lebesgue-measurable functions and 1 ≤ p <∞.

(iv) L∞([a, b]) :=
{
f : f ∈ L and ||f ||∞:= supa≤x≤b|f(x)|<∞

}
.

(v) l1 :=
{
a = {an}n∈N ⊂ K : ||a||1:=

∑∞
n=1|an|<∞

}
.

Proposition 1.1.3. A normed vector space is Banach if and only if every absolutely
convergent series is convergent.
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Proposition 1.1.4. Let E be a Banach space. If a subspace A ⊆ E is closed in E, then
A is a Banach space.

Definition 1.1.5. Let E,F be two normed vector spaces. A linear operator T : E → F
is a linear function between the two normed vector spaces and the norm of the operator is
defined by

||T ||:= sup
||x||E≤1

||Tx||F= sup
||x||E=1

||Tx||F= sup
x 6=0

||Tx||F
||x||E

.

Proposition 1.1.6. Let E,F be two normed vector spaces and T : E → F a linear
operator. The following conditions are equivalent:

(i) T is continuous.

(ii) ||T ||<∞.

(iii) There exists a constant C > 0 so that ||Tx||F≤ C||x||E for all x ∈ E.

If T is continuous, ||T || is the lowest constant that satisfies (iii).

Remark 1.1.7. Continuous linear operators between two normed vector spaces are often
called bounded, motivated by Proposition 1.1.6 (iii).

Remark 1.1.8. Let E and F be two normed vector spaces. We denote as L(E,F ) the
set of all continuous linear operators between E and F .

Proposition 1.1.9. Let E and F be two normed vector spaces. Then, L(E,F ) is a
normed vector space with the norm of operators. If F is Banach, so is L(E,F ).

Definition 1.1.10. Let E be a normed vector space over K. The dual space of E is
defined as E∗ = L(E,K).

Corollary 1.1.11. The dual space of a normed vector space is a Banach space.

1.1.2 Product and quotient space

Proposition 1.1.12. If E,F are two Banach spaces over K, then E × F is a Banach
space with the norm ||(x, y)||= max(||x||E, ||y||F ).

Proof. First, we show that E × F is normed.

(i) 0 ≤ ||x||E ≤ max(||x||E, ||y||F ) = ||(x, y)|| for all (x, y) ∈ E × F , and
||(x, y)||= 0 if and only if ||x||E = ||y||F = 0 if and only if x = 0 and y = 0.

(ii) For all (x, y) ∈ E × F and all λ ∈ K,

||λ(x, y)||= ||(λx, λy)||= max(||λx||E, ||λy||F ) = |λ|max(||x||E, ||y||F ) = |λ| ||(x, y)||.

(iii) For all (x, y), (z, t) ∈ E × F ,

||(x, y) + (z, t)|| = ||(x+ z, y + t)||= max(||x+ z||E, ||y + t||F )

≤ max(||x||E+||z||E, ||y||F+||t||F )

≤ max(||x||E, ||y||F ) + max(||z||E, ||t||F ) = ||(x, y)||+||(z, t)||.
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Next, we prove that E × F is a complete space. Consider a Cauchy sequence {(xn, yn)}n
in E × F , then

||xn − xm||E ≤ ||(xn, yn)− (xm, ym)||→ 0 as n,m→∞, and

||yn − ym||F ≤ ||(xn, yn)− (xm, ym)||→ 0 as n,m→∞.

Since {xn}n≥1 is a Cauchy sequence in the Banach space E, there exists x = limn→∞ xn
in E. Similarly, there exists y = limn→∞ yn in F .

||(x, y)− (xn, yn)||= max(||x− xn||E, ||y − yn||F ) ≤ ||x− xn||E +||y − yn||F → 0,

as n→∞. �

Let E be a vector space and F a subspace of E. We say that u, v ∈ E are related
if and only if u − v ∈ F . This is an equivalence relation and the equivalence class of a
vector u is [u] = {u+ v : v ∈ F} = u+ F . The quotient set E/F = {x+ F : x ∈ E} is a
vector space.

Lemma 1.1.13. Let (E, ||·||) be a normed vector space over K and F a closed subspace
of E. Then, E/F with the functional

||·||q: E/F → R
x+ F 7→ ||x+ F ||q= inf

y∈F
||x+ y||

is a normed vector space.

Proof. We will show that ||·||q is a norm on E/F . We first notice that ||x+ F ||q≥ 0 for
all x ∈ E.
Next, if [0] = [x] = x + F = F , then ||x + F ||q= ||0 + F ||q= 0. Conversely, suppose
that ||x + F ||q= 0 for some x ∈ E. Then, there exists a sequence {yk}k in F so that
limk||x+ yk||= 0, that is, x = limk(−yk). Since F is closed, x ∈ F and, hence, [x] = [0].
For all x ∈ E and all λ ∈ K, with λ 6= 0,

||λ(x+ F )||q= ||λx+ F ||q= inf
y∈F
||λx+ y||= inf

y′= y
λ
∈F
||λx+ λy′||= |λ| ||x+ F ||q.

Finally, the triangle inequality is readily shown. Given x, y ∈ E and ε > 0, consider
z1, z2 ∈ F so that

||x+ z1||≤ ||x+ F ||q+
ε

2
,

||y + z2||≤ ||y + F ||q+
ε

2
.

Then,

||(x+ F ) + (y + F )||q = inf
z∈F
||x+ y + z||≤ ||x+ z1 + y + z2||≤ ||x+ z1||+||y + z2||

≤ ||x+ F ||q+||y + F ||q+ε. �

Proposition 1.1.14. If (E, ||·||) is a Banach space and F is a closed subspace of E, then
(E/F, ||·||q) is a Banach space.
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Proof. Let {xn + F}n be a Cauchy sequence in E/F . We will show that there exists a
subsequence that converges in E/F and, hence, the sequence is convergent. Consider
{xnk + F}k a subsequence such that

||xnk+1
− xnk + F ||q < 1

2k
for all integers k ≥ 1.

Next, we build a sequence {yk}k in F so that

||(xnk+1
− yk+1)− (xnk − yk)||<

1

2k−1
for all integers k ≥ 1.

Indeed, consider y1 = 0, then from

inf
y∈F
||(xn1 − y1)− (xn2 − y)||= inf

y∈F
||xn1 − xn2 + y||= ||xn1 − xn2 + F ||q<

1

2
,

it follows that there exists y2 ∈ F so that

||(xn1 − y1)− (xn2 − y2)||< 2 · 1

2
= 1.

Similarly, from

inf
y∈F
||(xn2 − y2)− (xn3 − y)||= inf

y∈F
||xn2 − xn3 − y||= ||xn2 − xn3 + F ||q<

1

22
,

it follows that there exists y3 ∈ F so that

||(xn2 − y2)− (xn3 − y3)||< 2 · 1

22
=

1

2
.

Recursively, we obtain a sequence {zk = xnk − yk}k in E, such that

||zk+1 − zk||<
1

2k−1
for all integers k ≥ 1.

Besides, the sequence {zk}k is Cauchy in E. Indeed, given ε > 0, there exists k0 ∈ N so
that 1

2k0
< ε. For all n,m > k0 + 1, with n > m, we have that

||zn − zm|| ≤
n−m−1∑
i=0

||zm+1+i − zm+i||≤
n−m−1∑
i=0

1

2m+i−1 ≤
∞∑
i=0

1

2m+i−1 =
1

2m−1

1− 1
2

=
1

2m−2
≤ 1

2k0
< ε.

Since {zk}k ⊂ E is a Cauchy sequence in a Banach space, this sequence converges to a
vector z ∈ E. Finally,

||(xnk +F )− (z+F )||q= ||xnk − z+F − yk||q= ||zk− z+F ||q≤ ||zk− z||→ 0, as k →∞.

�
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1.2 Density of the continuous functions in L1

Proposition 1.2.1. C([−π, π]) is dense in L1([−π, π]).

Proof. Let f ∈ L1([−π, π]), we will prove that for all ε > 0 there exists g ∈ C([−π, π]) so
that ||f − g||1≤ ε.
Let us start with a function χ(a,b) ∈ L1([−π, π]) with −π ≤ a < b ≤ π. Given ε > 0 small
enough, we consider a continuous function gε : [−π, π]→ R defined by

gε(x) =


0, if −π ≤ x < a,
x−a
ε
, if a ≤ x < a+ ε,

1, if a+ ε ≤ x < b− ε,
b−x
ε
, if b− ε ≤ x < b,

0, if b ≤ x ≤ π.

6
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Figure 1.2.1: Representation of the continuous function gε equal to χ(a,b) on (a+ ε, b− ε).

Then,

||χ(a,b) − gε||1=
∫ π

−π

∣∣χ(a,b)(x)− gε(x)
∣∣dx = ε.

Now, let us consider UN = ∪Ni=1(ai, bi) ⊂ [−π, π] and the function χUN ∈ L
1([−π, π]). We

can assume that UN is a finite union of disjoint intervals. Therefore,

χUN (x) =
N∑
i=1

χ(ai,bi)
(x) for all x ∈ [−π, π].

For all 1 ≤ i ≤ N there exists gi ∈ C([−π, π]) so that ||gi − χ(ai,bi)
||1 ≤ ε

N
. Besides,∑N

i=1 gi ∈ C([−π, π]). Hence,∣∣∣∣∣∣∣∣ N∑
i=1

gi − χUN

∣∣∣∣∣∣∣∣
1

=

∣∣∣∣∣∣∣∣ N∑
i=1

(
gi − χ(ai,bi)

)∣∣∣∣∣∣∣∣
1

≤
N∑
i=1

||gi − χ(ai,bi)
||1≤

N∑
i=1

ε

N
= ε.

Consider an open subset of [−π, π], U , and the function χU ∈ L1([−π, π]). Notice that U
can be expressed as

U =
∞⊎
i=1

(ai, bi).
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Since {UN =
⊎N
i=1(ai, bi)}N is a family of subsets of U with UN ⊂ UN+1, there exists

N0 ∈ N so that

|U \ UN |< ε
2

whenever N ≥ N0.

Besides,

|U \ UN |=
∫ π

−π
χU\UN (x)dx =

∫ π

−π

(
χU(x)− χUN (x)

)
dx = ||χU − χUN ||1.

As we have shown before, there exists gN ∈ C([−π, π]) so that ||χUN − gN ||1≤
ε
2
. Hence,

||χU − gN ||1≤ ||χU − χUN ||1+||χUN − gN ||1<
ε

2
+
ε

2
= ε.

We continue with a measurable subset, A, of [−π, π] and the function χA ∈ L1([−π, π]).
Since the Lebesgue measure is regular, there exists an open set U so that

A ⊂ U ⊂ [−π, π] and ||χU − χA||1= |U \ A|< ε
2
.

According to the previous case, there exists g ∈ C([−π, π]) so that ||χU − g||1< ε
2
. Hence,

||χA − g||1≤ ||χA − χU ||1+||χU − g||1< ε.

We next consider a simple function, s =
∑n

i=1 aiχAi with ai ∈ R \ {0} and Ai measurable
subsets of [−π, π]. Given ε > 0, for all 1 ≤ i ≤ n there exists gi ∈ C([−π, π]) so that
||χAi − gi||1 <

ε
|ai|n . Note that

∑n
i=1 aigi is continuous. Then,∣∣∣∣∣∣∣∣s− n∑

i=1

aigi

∣∣∣∣∣∣∣∣
1

=

∣∣∣∣∣∣∣∣ n∑
i=1

aiχAi −
n∑
i=1

aigi

∣∣∣∣∣∣∣∣
1

≤
n∑
i=1

|ai| ||χAi − gi||1 < ε.

Given f ∈ L1([−π, π]) and ε > 0, there exists a simple function s so that ||f − s||1< ε
2

(every measurable function can be approximated by simple functions). Since s is a simple
function, there exits g ∈ C([−π, π]) so that ||g − s||1< ε

2
. Hence, ||g − f ||1< ε. �

1.3 Riemann-Stieltjes integration

1.3.1 Functions of bounded variation

Definition 1.3.1. Let f : [a, b]→ R.

(i) If P = {a = x0 < x1 < . . . < xn = b} is a partition of [a, b], we define

P (f) :=
n∑
k=1

|f(xk)− f(xk−1)|.

(ii) The total variation of f on [a, b] is defined by

V (f) := sup
P
P (f),

where the supremum is taken over all partitions of [a, b].
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(iii) For all x ∈ [a, b], we denote V[a,x](f) as the total variation of f on the interval [a, x],
which is a function of x.

(iv) f is said to be a function of bounded variation on [a, b], f ∈ BV ([a, b]), if and only
if V (f) <∞.

Definition 1.3.2. A partition P ∗ of an interval [a, b] is said to be thinner than P if
P ⊂ P ∗.

Lemma 1.3.3. Let f ∈ BV ([a, b]) and a ≤ x < y ≤ b. Then,

V[a,y](f) = V[a,x](f) + V[x,y](f).

Proof. Let P be a partition of [a, y], which may not include x. So, let P ∗ = P ∪ {x}.
Then,

P ∗(f)− P (f) = |f(xi)− f(x)|+|f(x)− f(xi−1)|−|f(xi)− f(xi−1)|≥ 0.

Since P ∗ is a partition of [a, y], it can be expressed as P ∗ = P1 ∪ P2, where P1 contains
the points of P ∗ belonging to [a, x] and P2 the ones belonging to [x, y]. Then,

P (f) ≤ P ∗(f) = P1(f) + P2(f) ≤ V[a,x](f) + V[x,y](f).

Taking the supremum over P ,

V[a,y](f) ≤ V[a,x](f) + V[x,y](f).

Conversely, let P1 and P2 be two fixed partitions of [a, x] and [x, y], respectively. Then,
P = P1 ∪ P2 is a partition of [a, y]. Therefore,

P (f) = P1(f) + P2(f) ≤ V[a,y](f).

We first take the supremum over P1,

V[a,x](f) + P2(f) ≤ V[a,y](f),

and now over P2,
V[a,x](f) + V[x,y](f) ≤ V[a,y](f).

�

Remark 1.3.4. If a ≤ x < y ≤ b, then V[a,y](f) = V[a,x](f) + V[x,y](f) ≥ V[a,x](f).

Proposition 1.3.5. If f ∈ BV ([a, b]), then there exist two increasing functions g, h
defined on [a, b] such that f = g − h.

Proof. Let g(x) = V[a,x](f) be an increasing function such that

0 ≤ g(x) ≤ V (f) <∞ for all a ≤ x ≤ b.

Since f and g are bounded, h(x) = g(x)− f(x) is well-defined on [a, b]. Finally, if x < y,
then

h(y)− h(x) = V[a,y](f)− V[a,x](f)− (f(y)− f(x)) = V[x,y](f)− (f(y)− f(x)) ≥ 0.

Hence, h is increasing. �
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1.3.2 The Riemann-Stieltjes integral and properties

Definition 1.3.6. The norm of a partition P = {a = x0 < x1 < . . . < xn = b} is defined
by

||P ||= max
1≤i≤n

|xi − xi−1|.

Definition 1.3.7. Let P = {a = x0 < x1 < . . . < xn = b} be a partition of [a, b],
f, g : [a, b]→ R two arbitrary functions and

µ = {µk ∈ [xk−1, xk] : 1 ≤ k ≤ n}.

(i) We define the Riemann-Stieltjes sum

P (f, g, µ) :=
n∑
k=1

f(µk)
(
g(xk)− g(xk−1)

)
=

n∑
k=1

f(µk)∆gk.

(ii) f is Riemann-Stieltjes integrable with respect to g on [a, b], f ∈ RS([a, b], g), if
and only if there exists L ∈ R such that for all ε > 0 there exists δ > 0 such that
||P ||< δ implies that |P (f, g, µ)−L|< ε. In that case, the Riemann-Stieltjes integral
is defined by ∫ b

a

f dg := lim
||P ||→0

P (f, g, µ) = L.

Proposition 1.3.8. Let a < b < c. If
∫ b
a
f dg,

∫ c
b
f dg and

∫ c
a
f dg exist, then∫ c

a

f dg =

∫ b

a

f dg +

∫ c

b

f dg.

Proof. Let ε > 0. There exists δ1 > 0 such that, for any partition P1 of [a, b] with
||P1||< δ1, it holds that ∣∣∣∣P1(f, g, µ1)−

∫ b

a

f dg

∣∣∣∣ < ε

3
.

Similarly, there exists δ2 > 0 such that, for any partition P2 of [b, c] with ||P2||< δ2, it
holds that ∣∣∣∣P2(f, g, µ2)−

∫ c

b

f dg

∣∣∣∣ < ε

3
.

Finally, there exists δ3 > 0 such that, for any partition P3 of [a, c] with ||P3||< δ3, it holds
that ∣∣∣∣P3(f, g, µ3)−

∫ c

a

f dg

∣∣∣∣ < ε

3
.

Let δ = min{δ1, δ2, δ3}. Consider P1 and P2 two partitions of [a, b] and [b, c], respectively,
so that ||Pi||< δ for i = 1, 2. Let P = P1 ∪ P2 be a partition of [a, c] with ||P ||< δ ≤ δ3.
Then,∣∣∣∣ ∫ c

a

f dg −
(∫ b

a

f dg +

∫ c

b

f dg

)∣∣∣∣ ≤ ∣∣∣∣ ∫ c

a

f dg − P (f, g, µ)

∣∣∣∣+

∣∣∣∣P1(f, g, µ1)−
∫ b

a

f dg

∣∣∣∣
+

∣∣∣∣P2(f, g, µ2)−
∫ c

b

f dg

∣∣∣∣ < ε.

�
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Proposition 1.3.9. If f is Riemann integrable on [a, b] and g ∈ C1([a, b]), then f belongs
to RS([a, b], g) and ∫ b

a

f dg =

∫ b

a

f(x)g′(x)dx.

Proof. By the mean value theorem, ∆gk = g′(zk)∆xk with zk ∈ [xk−1, xk] for all 1 ≤ k ≤ n.
Then,

P (f, g, µ) =
n∑
k=1

f(µk)g
′(zk)∆xk =

n∑
k=1

f(µk)g
′(µk)∆xk +

n∑
k=1

f(µk)[g
′(zk)− g′(µk)]∆xk.

Since f and g′ are Riemann integrable on [a, b], so is f · g′ and

n∑
k=1

f(µk)g
′(µk)∆xk →

∫ b

a

f(x)g′(x)dx as ||P ||→ 0.

We next show that the second addend tends to zero as the partition becomes thinner.
Given ε > 0, we can choose δ > 0 so that if |x− y|< δ, then

|g′(x)− g′(y)|< ε

||f ||∞(b− a)
,

since g′ is uniformly continuous on [a, b]. Therefore, for any partition ||P ||< δ, we have
that |µk − zk|< δ for all 1 ≤ k ≤ n, and∣∣∣∣ n∑

k=1

f(µk)[g
′(zk)− g′(µk)]∆xk

∣∣∣∣ < n∑
k=1

|f(µk)|
ε

||f ||∞(b− a)
∆xk ≤ ε.

In case f = 0 or a = b, the proof is immediate. �

In the case that f is bounded and g increasing, the Riemann-Stieltjes theory is very
similar to the Riemann integral theory. For this reason, we introduce the upper and lower
sums and integrals.

Definition 1.3.10. Let f, g : [a, b]→ R be two functions such that f is bounded and g
is increasing. Let P = {a = x0 < x1 < . . . < xn = b} be a partition of [a, b], we denote

mi = inf
x∈[xi−1,xi]

f(x) and Mi = sup
x∈[xi−1,xi]

f(x) for all 1 ≤ i ≤ n.

(i) The upper sum is defined by

U(P, f, g) :=
n∑
i=1

Mi∆gi.

(ii) The lower sum is defined by

L(P, f, g) :=
n∑
i=1

mi∆gi.

11



(iii) The upper integral is defined by∫ b

a

f dg := inf
P
U(P, f, g),

where the infimum is taken over all partitions of [a, b].

(iv) The lower integral is defined by∫ b

a

f dg := sup
P
L(P, f, g),

where the supremum is taken over all partitions of [a, b].

Remark 1.3.11. Notice that L(P, f, g) ≤ P (f, g, µ) ≤ U(P, f, g).

Lemma 1.3.12. Let f, g : [a, b] → R be two functions such that f is bounded and g is
increasing. Let P = {a = x0 < x1 < . . . < xn = b} be a partition of [a, b]. If P ∗ is a
thinner partition of [a, b], then

L(P, f, g) ≤ L(P ∗, f, g) and U(P ∗, f, g) ≤ U(P, f, g).

Proof. It is enough to consider P ∗ = P ∪ {x∗} with xi−1 < x∗ < xi for some 0 ≤ i ≤ n.
We denote m′ = infx∈[xi−1,x∗] f(x) and m′′ = infx∈[x∗,xi] f(x). Then,

L(P ∗, f, g)− L(P, f, g) = m′[g(x∗)− g(xi−1)] +m′′[g(xi)− g(x∗)]−mi[g(xi)− g(xi−1)]

= (m′ −mi)[g(x∗)− g(xi−1)] + (m′′ −mi)[g(xi)− g(x∗)] ≥ 0.

Similarly, if we denote M ′ = supx∈[xi−1,x∗] f(x) and M ′′ = supx∈[x∗,xi] f(x), then

U(P, f, g)− U(P ∗, f, g) = Mi[g(xi)− g(xi−1)]−M ′[g(x∗)− g(xi−1)]−M ′′[g(xi)− g(x∗)]

= (Mi −M ′)[g(x∗)− g(xi−1)] + (Mi −M ′′)[g(xi)− g(x∗)] ≥ 0.

�

Proposition 1.3.13. Let f, g : [a, b]→ R be two functions such that f is bounded and g
is increasing. Then, ∫ b

a

f dg ≤
∫ b

a

f dg.

Proof. Let P1 and P2 be two partitions of [a, b] so that P1 ⊂ P2. Then, by Lemma 1.3.12,

L(P1, f, g) ≤ L(P2, f, g) ≤ U(P2, f, g) ≤ U(P1, f, g).

Therefore, L(P1, f, g) ≤ U(P2, f, g) and, by taking the infimum over P2,

L(P1, f, g) ≤
∫ b

a

f dg.

Finally, by taking the supremum over P1,∫ b

a

f dg ≤
∫ b

a

f dg.

�
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Proposition 1.3.14. If f ∈ C([a, b]) and g is increasing on [a, b], then f ∈ RS([a, b], g).

Proof. Given ε > 0, there exists δ > 0 such that |x− x′|< δ implies that

|f(x)− f(x′)|< ε

g(b)− g(a)
,

since f is uniformly continuous on [a, b]. Then, for any partition P of [a, b] with ||P ||< δ,
we have that

0 ≤ U(P, f, g)− L(P, f, g) =
n∑
i=1

(Mi −mi)[g(xi)− g(xi−1)] ≤
n∑
i=1

(Mi −mi)∆gi

<
ε

g(b)− g(a)

n∑
i=1

∆gi = ε.

If g(b) = g(a), then g is constant on [a, b] and U = L = 0.
According to Lemma 1.3.13, we obtain that

0 ≤
∫ b

a

f dg −
∫ b

a

f dg ≤ U(P, f, g)− L(P, f, g) < ε.

Since the inequality holds for all ε > 0,∫ b

a

f dg = A =

∫ b

a

f dg.

Finally, note that
L(P, f, g) ≤ P (f, g, µ) ≤ U(P, f, g)

implies that
|P (f, g, µ)− A|< ε

whenever ||P ||< δ for some δ > 0. Hence, f ∈ RS([a, b], g). �

Proposition 1.3.15. Let c ∈ R and f ∈ RS([a, b], gi) with i = 1, 2. Then,∫ b

a

f d(cg1 + g2) = c

∫ b

a

f dg1 +

∫ b

a

f dg2.

Proof. Let P be a partition of [a, b],

P (f, cg1 + g2, µ) =
∑
k

f(µk)[c∆g1,k + ∆g2,k] = cP (f, g1, µ) + P (f, g2, µ).

Then,∣∣∣∣P (f, cg1 + g2, µ)− c
∫ b

a

f dg1 −
∫ b

a

f dg2

∣∣∣∣ ≤ |c|∣∣∣∣P (f, g1, µ)−
∫ b

a

f dg1

∣∣∣∣
+

∣∣∣∣P (f, g2, µ)−
∫ b

a

f dg2

∣∣∣∣→ 0 as ||P ||→ 0.

�

13



Corollary 1.3.16. If f ∈ C([a, b]) and g ∈ BV ([a, b]), then f ∈ RS([a, b], g).

Proof. By Proposition 1.3.5, g is the difference of two increasing functions. By Proposition
1.3.14 and Proposition 1.3.15, the statement is proved. �

Example 1.3.17. Consider the Heaviside function Ha on [a, b] defined by

Ha(x) =

{
0, x = a,
1, a < x ≤ b.

For all f ∈ C([a, b]), ∫ b

a

f dHa(x) = f(a).

Indeed, given ε > 0, consider δ > 0 so that |f(x)− f(y)|< ε whenever |x− y|< δ, since f
is uniformly continuous on [a, b]. Then, for any partition P with ||P ||< δ,

|f(a)− P (f,Ha, µ)|=
∣∣∣∣f(a)−

n∑
k=1

f(µk)[Ha(xk)−Ha(xk−1)]

∣∣∣∣ = |f(a)− f(µ1)|< ε.

Proposition 1.3.18. If f ∈ C([a, b]) and g ∈ BV ([a, b]), then∣∣∣∣ ∫ b

a

f dg

∣∣∣∣ ≤ ||f ||∞V (g).

Proof. Given ε > 0, let P be a partition of [a, b] so that∣∣∣∣ ∫ b

a

f dg − P (f, g, µ)

∣∣∣∣ < ε.

Then,∣∣∣∣ ∫ b

a

f dg

∣∣∣∣ ≤ |P (f, g, µ)|+ε ≤
∑
k

∣∣f(µk)[g(xk)− g(xk−1)]
∣∣+ ε ≤ ||f ||∞V (g) + ε.

Since the inequality holds for all ε > 0,∣∣∣∣ ∫ b

a

f dg

∣∣∣∣ ≤ ||f ||∞V (g).

�
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Chapter 2

Fundamental theorems of Functional
Analysis

This chapter is central to this thesis, given that it contains some basic theorems of
Functional Analysis and Baire’s theorem. These theorems are divided into three different
sections; in the first one, Baire’s theorem, the open mapping theorem and the closed graph
theorem are studied together because their proofs are related. The second section includes
theorems about sequences of bounded linear operators such as the uniform boundedness
principle and the Banach-Steinhaus theorem. Finally, the last section contains different
versions of the Hahn-Banach theorem, which are about extension and separation properties.

2.1 Baire’s theorem, the open mapping theorem and

the closed graph theorem

2.1.1 Baire’s theorem

Theorem 2.1.1 (Baire’s theorem). Let X be a complete metric space. If {Gn}n≥1 is a
sequence of dense and open subsets of X, then A = ∩∞n=1Gn is also dense.

Proof. By definition, A is dense in X if and only if Ā = X, that is, for all x ∈ X and all
r > 0 B(x, r) ∩ A 6= ∅. This is equivalent to prove that A ∩ G 6= ∅ for every nonempty
open set G in X.
Since G1 is dense and open, G1 ∩ G is a nonempty open set. Therefore, there exist
a1 ∈ G1 ∩G and r1 > 0 so that B(a1, r1) ⊂ G1 ∩G. Similarly, G2 is dense and open, so
there exist a2 ∈ G2 ∩B(a1, r1) and 0 < r2 < r1/2 so that B(a2, r2) ⊂ G2 ∩B(a1, r1). By
induction, we can build the sequences {an}n≥1 ⊂ X and {rn}n≥1 ⊂ R+ with

0 < rn+1 <
rn
2

= r1
2n

and B(an+1, rn+1) ⊂ Gn+1 ∩B(an, rn).

Besides, {an}n≥1 is a Cauchy sequence in X. Indeed, given n,m ∈ N with m < n, then

an ∈ B(am, rm) and d(an, am) ≤ rm < r1
2m−1 → 0 as n,m→∞. Since X is complete, there

exists a = limn→∞ an in X.
Finally, it is readily shown that a ∈ A ∩ G, that is, a ∈ G ∩ Gm for all m ∈ N.
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Indeed, an ∈ B(am, rm) whenever n ≥ m, together with a = limn→∞ an, implies that
a ∈ B(am, rm) ⊂ Gm for all m ∈ N. Besides, a ∈ B(a, r1) ⊂ G and, hence, A ∩G 6= ∅. �

Corollary 2.1.2. Let X = ∪∞n=1Fn be a complete metric space and {Fn, n ∈ N} a
sequence of closed sets in X. Then, there is one Fn with nonempty interior.

Proof. Since X = ∪∞n=1Fn, ∅ = Xc = ∩∞n=1F
c
n, where the sets F c

n are open. Baire’s
theorem states that there is at least one F c

n not dense. Thus, F c
n 6= X and, consequently,

X \ F c
n = int(Fn) 6= ∅. �

2.1.2 The open mapping theorem

Definition 2.1.3. A linear operator T : E → F is said to be open if T (G) is an open set
in F for any open set G in E.

Theorem 2.1.4 (open mapping theorem). Let E,F be two Banach spaces and T : E → F
a surjective continuous linear operator. Then, T is an open mapping.

Proof. We want to prove that T (G) is an open set in F for any open set G in E.

1. It is enough to prove that T (B(0, r)) is a neighborhood of zero in F for all r > 0.
Let G ⊂ E be an open set. Since T is surjective, we consider Ta ∈ T (G) with a ∈ G.
Since G is open, there is r > 0 so that B(a, r) = a + B(0, r) ⊂ G. By linearity,
T (B(a, r)) = Ta+ T (B(0, r)) ⊂ T (G). The hypothesis assures that T (B(0, r)) is a
neighborhood of zero, so T (B(a, r)) is a neighborhood of Ta in F . Hence, T (G) is
open.

2. For all r > 0, T (B(0, r)) is a neighborhood of zero in F , that is, there is σ > 0 so
that B(0, σ) ⊂ T (B(0, r)).
Consider the following expressions,

E =
∞⋃
n=1

B(0, nr/2) and F = T (E) = T

( ∞⋃
n=1

B(0, nr/2)

)
=
∞⋃
n=1

T
(
B(0, nr/2)

)
.

Note that F ⊂ ∪∞n=1T (B(0, nr/2)) ⊆ ∪∞n=1T (B(0, nr/2)) = F̄ = F . Hence,

F =
∞⋃
n=1

T (B(0, nr/2)).

By Corollary 2.1.2, there is N ∈ N such that int(T (B(0, Nr/2)) 6= ∅. We can assume
N = 1 because T (B(0, Nr/2)) = N · T (B(0, r/2)) ∼= T (B(0, r/2)). Hence, there
exist y ∈ F and σ > 0 so that

B(y, σ) = y +B(0, σ) ⊆ T (B(0, r/2)).

Besides, there exists a sequence {xn}n ⊂ B(0, r/2) such that y = limn Txn and also
−y = limn T (−xn). Therefore, −y ∈ T (B(0, r

2
)). Finally, we have that

B(0, σ) ⊆ −y + T (B(0, r/2)) ⊆ T (B(0, r/2)) + T (B(0, r/2)) ⊆ T (B(0, r)).
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3. Fixed s > 0, T (B(0, s)) is a neighborhood of zero in F .
We write s =

∑∞
n=1 rn with rn > 0 (obviously, rn → 0 as n → ∞). According

to the second step of this proof, for all n ≥ 1 there exists σn > 0 such that
B(0, σn) ⊂ T (B(0, rn)). We can assume that σn ↓ 0.
Let y ∈ B(0, σ1) ⊆ T (B(0, r1)). Since T is surjective, there exists x1 ∈ B(0, r1) so
that

||y − Tx1||F < σ2.

It follows that y − Tx1 ∈ B(0, σ2) ⊂ T (B(0, r2)). Then, there exists x2 ∈ B(0, r2)
so that

||y − Tx1 − Tx2||F < σ3.

By induction, if

y − Tx1 − . . .− Txn−1 ∈ B(0, σn) ⊂ T (B(0, rn)),

then there exists xn ∈ B(0, rn) so that

||y − Tx1 − . . .− Txn−1 − Txn||F < σn+1.

Since E is a Banach space and

∞∑
n=1

||xn||E <
∞∑
n=1

rn = s <∞,

there exists x =
∑∞

n=1 xn ∈ E. Note that ||x||E ≤
∑∞

n=1 ||xn||E < s implies that
x ∈ B(0, s). Since T is continuous,

y = lim
n→∞

T

( n∑
k=1

xk

)
= Tx ∈ T (B(0, s)).

Hence, B(0, σ1) ⊂ T (B(0, s)) and T (B(0, s)) is a neighborhood of zero. �

Corollary 2.1.5 (Banach isomorphism theorem). Let E,F be two Banach spaces and
T : E → F a bijective continuous linear operator. Then, T−1 is also a bijective continuous
linear operator. In particular, T is an isomorphism.

Proof. By the open mapping theorem, T is open. Since T is bijective and open, there
exists T−1 and it is continuous. �

2.1.3 The closed graph theorem

Theorem 2.1.6 (closed graph theorem). Let E,F be two Banach spaces over K and T a
linear operator between E and F . Then, G(T ) = {(x, y) ∈ E × F : y = Tx} is a closed
set in E × F if and only if T is continuous.

Proof. First, assume that G(T ) is closed. The linearity of T implies that G(T ) ⊆ E × F
is a subspace. Indeed, given (x, Tx), (z, Tz) ∈ G(T ) and λ, µ ∈ K, we have

λ(x, Tx) + µ(z, Tz) = (λx+ µz, λTx+ µTz) = (λx+ µz, T (λx+ µz)).
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Thus, λ(x, Tx) + µ(z, Tz) ∈ G(T ). By Proposition 1.1.12, E × F is Banach and, by
Proposition 1.1.4, so is G(T ). Consider

πE : G(T ) −→ E

(x, Tx) 7→ x

a bijective continuous linear operator. By Corollary 2.1.5, π−1E is continuous. Then,
T = πF ◦ π−1E is continuous because it is the composition of two continuous operators.
Conversely, assume that T is continuous. We consider a sequence {(xn, Txn)}n ⊂ G(T )
convergent to (x, y) ∈ E × F . Then,

||xn − x||E ≤ ||(xn, Txn)− (x, y)||E×F→ 0 as n→∞, and

||Txn − y||F ≤ ||(xn, Txn)− (x, y)||E×F→ 0 as n→∞.

We have obtained that {xn}n converges to x in E and {Txn}n converges to y in F. Since
T is continuous, Tx = y. Hence, (x, y) ∈ G(T ), i.e., G(T ) is closed. �

2.2 The uniform boundedness principle and the Banach-

Steinhaus theorem

Definition 2.2.1. Let E be a Banach space and A a subset of E. A is Gδ-dense if and
only if it is a countable intersection of open sets.

Theorem 2.2.2 (uniform boundedness principle). Let E,F be two Banach spaces and
{Ti, i ∈ I} a family of bounded linear operators between E and F . Then

(a) either supi∈I ||Ti|| = M <∞, or

(b) there is a Gδ-dense set A in E such that supi∈I ||Ti(x)||F =∞ for all x ∈ A.

Proof. For all n ∈ N, we define

Gn =
{
x ∈ E : supi∈I ||Ti(x)||F > n

}
=
⋃
i∈I

{
x ∈ E : ||Ti(x)||F> n

}
.

The sets Gn, n ∈ N, are open, since T and the norm are continuous. We consider two
cases.

(a) There exists a set Gm not dense in E. In this case, we can find a ball BE(a, r) such
that BE(a, r) ∩Gm = ∅. From this, it follows that

sup
i∈I
||Ti(x+ a)||F ≤ m whenever ||x||E ≤ r.

Then, for all i ∈ I,

||Ti(x)||F ≤ ||Ti(x+ a)||F+||Ti(a)||F ≤ 2m whenever ||x||E≤ r.

Given y ∈ E \ {0}, consider x = r·y
||y||E

(note that ||x||E = r). Then, for all i ∈ I,
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||Ti(y)||F = ||y||E
r
||Ti(x)||F ≤ 2m

r
||y||E.

Therefore, Ti is continuous for all i ∈ I with ||Ti||≤ 2m
r

. Hence,

sup
i∈I
||Ti||≤

2m

r
<∞.

(b) Otherwise, Gn is dense for all n ∈ N. Then, by Baire’s theorem, the set A = ∩n≥1Gn

is dense in E. Consequently, sup
i∈I
||Ti(x)||F =∞ for all x ∈ A. �

Corollary 2.2.3. If {Tn}n≥1 is a sequence of bounded linear operators between two Banach
spaces E,F so that T (x) := limn Tn(x) for all x ∈ E, then T is a bounded linear operator
between E and F so that ||T ||≤ supn||Tn||<∞.

Corollary 2.2.4 (Banach-Steinhaus theorem). Let {Tn}n≥1 be a sequence of bounded
linear operators between two Banach spaces E,F . Suppose that

(1) there exists T (x) := limn Tn(x) for all x ∈ D, D a dense set in E, and

(2) the sequence {Tn(x)}n≥1 is bounded for all x ∈ E.

Then, T : D → F defined by T (x) := limn Tn(x) extends to a bounded linear operator
T : E → F such that

||T ||≤ lim inf
n
||Tn||.

Proof. The second hypothesis assures that, for all x ∈ E, there is Mx > 0 so that
||Tn(x)||F ≤ Mx for all n ∈ N, that is, supn||Tn(x)||≤ Mx < ∞. By the uniform
boundedness principle, supn||Tn||= M <∞.
For all x ∈ E, we will show that {Tn(x)}n≥1 is a Cauchy sequence. Since D is dense in E,
for all ε > 0 there exists z ∈ D so that ||x−z||< ε

4M
. According to hypothesis (1), {Tn(z)}n

is a Cauchy sequence and, then, given ε > 0 there is n ∈ N so that ||Tp(z)− Tq(z)||< ε
2

whenever p, q > n. Thus,

||Tp(x)− Tq(x)||F ≤ ||Tp(x)− Tp(z)||F +||Tp(z)− Tq(z)||F +||Tq(z)− Tq(x)||F < ε.

Since F is a Banach space, for all x ∈ E there exists T (x) := limn Tn(x) in F . Therefore,

T : E → F

x 7→ T (x) := lim
n
Tn(x)

is a well-defined linear operator. Finally,

||T (x)||F = lim
n
||Tn(x)||F= lim inf

n
||Tn(x)||F ≤ lim inf

n
||Tn|| ||x||E.

Hence, ||T ||≤ lim inf
n
||Tn||<∞. �
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2.3 The Hahn-Banach theorem

2.3.1 Analytic version

Definition 2.3.1. A convex functional on a real vector space E is a function p : E → R
such that, for all x, y ∈ E and all λ ≥ 0,

(i) p(x+ y) ≤ p(x) + p(y).

(ii) p(λx) = λp(x).

Theorem 2.3.2 (Hahn-Banach theorem). Let E be a real vector space, F a subspace of
E, p a convex functional on E and u a linear form on F dominated by p. Then, there
exists a linear form v : E → R such that v(y) = u(y) for all y ∈ F and v(x) ≤ p(x) for
all x ∈ E.

Proof. If F = E, there is nothing to prove. Let us suppose that F 6= E, so there exists
y ∈ E \ F and we can consider

F ⊕ [y] = {z + αy : z ∈ F and α ∈ R}.

Then, u can be extended to this subspace by

v : F ⊕ [y]→ R
z + ty 7→ u(z) + t · s

where s ∈ R will be conveniently chosen. Note that v is well-defined (if ty ∈ F , then
t = 0), extends u and is linear, since u is linear.
We are looking for a real number s = v(y) so that v(x) ≤ p(x) for all x ∈ F ⊕ [y]. Given
z, z′ ∈ F ,

u(z)− u(z′) = u(z − z′) ≤ p(z − z′) ≤ p(z + y) + p(−y − z′), and hence
−p(−y − z′)− u(z′) ≤ p(z + y)− u(z).

There exists s ∈ R so that

supz′∈F{−p(−y − z′)− u(z′)} ≤ s ≤ infz∈F{p(z + y)− u(z)}.

Then, v is dominated by p. Indeed, let z + t · y ∈ F ⊕ [y].

(i) If t > 0, from s ≤ p( z
t

+ y)− u( z
t
), it follows that

v(z + ty) = u(z) + ts ≤ u(z) + t[p( z
t

+ y)− u( z
t
)] = p(z + ty).

(ii) If t < 0, we define α := −t > 0 and, according to the selection of s, it follows that

−p(−y + z
α

)− u(−z
α

) ≤ s,
−p(−αy + z)− u(−z) ≤ αs, and finally

v(z + ty) = u(z)− αs ≤ p(−αy + z) = p(z + ty).
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So far, we have proved that a one-dimensional extension is always possible.
Now, (H, h) is said to be an extension of (F, u), (F, u) ≤ (H, h), if H is a subspace of E
with F ⊂ H and h is a linear form that extends u on H so that h(x) ≤ p(x) for all x ∈ H.
Then, the set

F = {(H, h) : (H, h) is an extension of (F, u)}

is partially ordered and nonempty. Let us consider a chain T = {(Hi, hi)}i∈I in F (a
totally ordered subset of F) and we will show that T is upper bounded by an element of
F . We define K = ∪i∈IHi and k(x) = hi(x) if x ∈ Hi.

(1) K is a vector subspace of E. Indeed, let x1, x2 ∈ K and λ, µ ∈ R, there are i1, i2 ∈ I
such that x1 ∈ Hi1 , x2 ∈ Hi2 and, since the order is total in T , we can assume that
Hi1 ⊆ Hi2 . Thus, x1, x2 ∈ Hi2 and also λx1 + µx2 ∈ Hi2 ⊆ K. Obviously, F is a
subspace of K.

(2) k is a linear form dominated by p that extends u on K. First of all, k is well-
defined: if x ∈ Hi1 and x ∈ Hi2 , since the order is total in T , we assume that
(Hi1 , hi1) ≤ (Hi2 , hi2). Then, hi1(x) = hi2(x).
Secondly, k is linear: given x1, x2 ∈ K and λ, µ ∈ R, as we have proceeded before,
we assume x1, x2, λx1 + µx2 ∈ Hi. Then,

k(λx1 + µx2) = hi(λx1 + µx2) = λhi(x1) + µhi(x2) = λk(x1) + µk(x2).

Thirdly, if y ∈ F ⊆ K, there is Hi that contains y and then k(y) = hi(y) = u(y).
Finally, if x ∈ K, there is Hi that contains x and then k(x) = hi(x) ≤ p(x).

Hence, (K, k) ∈ F and, by construction, (Hi, hi) ≤ (K, k) for all i ∈ I. According to
Zorn’s Lemma, F has at least one maximal element (V, v). It is clear that V = E,
otherwise we could find y ∈ E \ V and there would exist a one-dimensional extension of
(V, v), which contradicts the fact that (V, v) is maximal. �

Definition 2.3.3. Let E be a real or complex vector space, p : E → [0,∞) is a seminorm
if and only if for all x, y ∈ E and all λ ∈ K,

(i) p(x+ y) ≤ p(x) + p(y) and

(ii) p(λx) = |λ|p(x).

Remark 2.3.4. A seminorm is a convex functional.

The following version of the Hahn-Banach theorem is referred to real and complex
vector spaces.

Theorem 2.3.5 (Hahn-Banach theorem). Let E be a real or complex vector space, p a
seminorm on E, F a subspace of E and u : F → K a linear form such that

|u(y)|≤ p(y) for all y ∈ F.

Then, there exists a linear form v : E → K so that v(z) = u(z) for all z ∈ F and
|v(x)|≤ p(x) for all x ∈ E.
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Proof. We distinguish two cases.
The real case: p is a seminorm and, by Theorem 2.3.2, there exists a linear form v : E → R
that extends u, and such that v(x) ≤ p(x) and −v(x) = v(−x) ≤ p(−x) = p(x) for all
x ∈ E. Hence, |v(x)|≤ p(x) for all x ∈ E.
The complex case: first, we regard E as real vector space and we consider u1 = Re(u) a
real linear form on F such that |u1(x)|≤ |u(x)|≤ p(x) for all x ∈ F . From the real case,
there exists a real linear form v1 : E → R such that v1|F = u1 and |v1(z)|≤ p(z) for all
z ∈ E.
Regarding E as a complex vector space, we define the complex form v(z) = v1(z)− iv1(iz),
which is linear: for all x, y ∈ E and all λ ∈ R,

(i) v(x+ y) = v1(x+ y)− iv1(i(x+ y)) = v1(x) + v1(y)− i(v1(ix) + v1(iy))

= v(x) + v(y).

(ii) v(ix) = v1(ix)− iv1(−x) = v1(ix) + iv1(x) = i[−iv1(ix) + v1(x)] = iv(x).

(iii) v(λx) = v1(λx)− iv1(λx) = λv(x).

Next, we show that v extends u on E. Since Re(v)|F = v1|F = u1 = Re(u),

Im((v(x)) = −v1(ix) = −u1(ix) = −Re(u(ix)) = −Re(iu(x)) = Im(u(x))

for all x ∈ F . Hence, v|F = u.
Finally, we want to prove that |v| is dominated by p. Note that for a given x ∈ E,
|v(x)|= λxv(x) with |λx|= 1. Therefore,

|v(x)|= λxv(x) = v(λxx) = v1(λxx) ≤ |v1(λxx)|≤ p(x).
�

Theorem 2.3.6 (Hahn-Banach theorem in normed vector spaces). Let E be a normed
vector space.

(a) If F is a subspace of E and u a continuous linear form on F , then there exists a
continuous linear form v on E which extends u and ||u||= ||v||.

(b) For all a ∈ E, there exists a linear form on E such that v(a) = ||a||E and ||v||= 1.

Proof. (a) The function p : E → [0,+∞) defined by p(x) = ||u|| ||x||E is a seminorm on
E. Since u is continuous, |u(z)|≤ ||u|| ||z||F for all z ∈ F . By Theorem 2.3.5, there exists
a linear form v on E which extends u and such that, for all x ∈ E,

|v(x)|≤ ||u|| ||x||E.

Therefore, v is continuous and ||v||≤ ||u||. Besides,

||u||= sup
x∈F\{0}

|u(x)|
||x||E

≤ sup
z∈E\{0}

|v(z)|
||z||E

= ||v||.

Hence, ||u||= ||v||.
(b) Suppose that a 6= 0, otherwise there is nothing to prove, and let u be a linear form on
[a] defined by u(λa) = λ||a||E, with λ ∈ K. Notice that |u(λa)|≤ ||λa||E for all λa ∈ [a].
By Theorem 2.3.5, there exists a linear form v on E that extends u and |v(x)|≤ ||x||E for
all x ∈ E. Hence, ||v||≤ 1. Since v(a) = u(a) = ||a||E, ||v||= 1. �
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2.3.2 Geometric version

Definition 2.3.7. Let K be a convex subset of a real vector space E containing the
origin. Then, the Minkowski functional of K is defined as

pK : E → [0,+∞]

x 7→ pK(x) = inf

{
t > 0 :

x

t
∈ K

}
.

Lemma 2.3.8. The Minkowski functional is a convex functional.

Proof. It is clear that pK(λx) = λpK(x) for all λ ≥ 0. To prove the subadditivity, we
consider x, y ∈ E and note that if pK(x) =∞ or pK(y) =∞, there is nothing to prove. If
x
s
, y
t
∈ K with s, t > 0, then, since K is convex,

x+ y

t+ s
=

s

t+ s

x

s
+

t

t+ s

y

t
∈ K.

Hence, pK(x+y) ≤ t+s and, by taking the infimum with respect to t, pK(x+y) ≤ pK(x)+s.
Finally, by taking the infimum with respect to s, we conclude that

pK(x+ y) ≤ pK(x) + pK(y). �

Remark 2.3.9. Let K be a convex subset of a real normed vector space E containing
the origin. If x is an internal point of K, then pK(x) < 1. Indeed, since x is an internal
point, there is δ > 0 such that (1 + δ)x ∈ K and it follows that pK(x) ≤ 1

1+δ
< 1.

Remark 2.3.10. Let K be a convex set containing the origin. If x /∈ K, then pK(x) ≥ 1.
Indeed, suppose that pK(x) < 1, i.e., there is 0 < λ < 1 such that x

λ
∈ K. Since K is

convex, x = λx
λ

+ (1− λ)0 ∈ K, which contradicts the hypothesis.

Lemma 2.3.11. Let K be a convex subset of a real normed vector space E with nonempty
interior. Then, for all y ∈ E \K there is a nonzero linear form f : E → R such that

f(K) ≤ f(y).

Besides, if K is open, then f can be chosen so that

f(K) < f(y).

Proof. We consider the case that the origin is an internal point of K. Let y ∈ E \K, by
Remark 2.3.10, pK(y) ≥ 1. We define

f : [y]→ R
ty 7→ t

a nonzero linear form on [y] such that

f(ty) = t ≤ t · pK(y) = pK(ty) for all t > 0.
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If t < 0, the inequality follows immediately. By Theorem 2.3.2, there is a linear form f̄
that extends f on E and f̄(x) ≤ pK(x) for all x ∈ E. Then, for all x ∈ K

f̄(x) ≤ pK(x) ≤ 1 = f(y) = f̄(y).

If K is open, then pK(x) < 1 for all x ∈ K, as we have shown in Remark 2.3.9, and
f̄(x) ≤ pK(x) < 1 = f̄(y).
Now suppose that 0 is not an internal point of K. We know that there is an internal point
x0 6= 0 in K. Consider

C = {x̄ := x− x0 : x ∈ K} and ȳ = y − x0 with y /∈ K.

Since 0 ∈ int(C) and ȳ /∈ C, the argument above assures that there exists a linear form f
on E such that

f(x̄) ≤ f(ȳ) for all x̄ ∈ C.

Hence, f(x) ≤ f(y) for all x ∈ K. Similarly, the inequality is strict if K is open. �

Definition 2.3.12. Let E be a real normed vector space and consider two disjoint subsets
A and B in E. A and B are said to be separated if there is a nonzero linear form f on E
such that

f(A) < f(B).

Furthermore, if

sup f(A) < inf f(B)

we say that A and B are strictly separated.

Theorem 2.3.13 (geometric form of the Hahn-Banach theorem). Let A and B be two
nonempty disjoint convex subsets of a real normed vector space E.

(a) If one of them is open, then A and B are separated.

(b) If A and B are closed and one of them is compact, then A and B are strictly
separated.

Proof. Let A be the open set. We define

K = A−B =
⋃
y∈B

{x− y : x ∈ A},

an open set, since it is the union of open sets. Let zi = xi − yi ∈ K with xi ∈ A and
yi ∈ B for i = 1, 2, we show that K is a convex set: for all 0 < λ < 1,

λz1 + (1−λ)z2 = λ(x1− y1) + (1−λ)(x2− y2) = λx1 + (1−λ)x2− (λy1 + (1−λ)y2) ∈ K,

since λx1 + (1 − λ)x2 ∈ A and λy1 + (1 − λ)y2 ∈ B. Besides, note that 0 /∈ K because
A ∩B = ∅. By Lemma 2.3.11, there exists a nonzero linear form f : E → R such that

f(z) < f(0) = 0 for all z = x− y ∈ K with x ∈ A and y ∈ B.
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Consequently, f(x) < f(y) for all x ∈ A and all y ∈ B. Besides, there is γ ∈ R such that

sup
x∈A

f(x) ≤ γ ≤ inf
y∈B

f(y).

To prove (b), suppose that B is the compact set and consider for any r > 0,

A(r) :=
⋃
x∈A

B(x, r) and B(r) :=
⋃
y∈B

B(y, r),

two nonempty open sets. It is readily shown that they are convex: given zi ∈ A(r), there
exist xi ∈ A such that zi ∈ B(xi, r) for i = 1, 2. For all 0 < λ < 1, λx1 + (1− λ)x2 ∈ A,
since A is convex. Then, B(λx1 + (1− λ)x2, r) ⊂ A(r) and we obtain

||λz1 + (1− λ)z2 − λx1 − (1− λ)x2||≤ λ||z1 − x1||+(1− λ)||z2 − x2||< λr + (1− λ)r = r.

Hence, A(r) is convex. Similarly, B(r) is also convex.
Furthermore, there exists r0 > 0 such that A(r) ∩B(r) = ∅ for all r ≤ r0. Indeed, assume
the opposite case: for all r > 0 A(r)∩B(r) 6= ∅. Since A∩B = ∅, it must exist {xn}n ⊂ A,
{yn}n ⊂ B and {zn}n ⊂ E such that

xn = yn + zn for all n ≥ 1 and zn → 0 as n→∞.

Since B is compact, there is a subsequence {ynk}k that converges in B. Hence, {xnk}k
also converges and limk xnk ∈ A, since A is closed. Thus, limk xnk = limk ynk ∈ A ∩ B,
which is a contradiction.
Therefore, by (a), the two sets A(r0) and B(r0) are separated. Then, there exist a linear
form f : E → R and γ ∈ R such that

f(x+ v) ≤ γ ≤ f(y + w)

for all x ∈ A, all y ∈ B and all v, w ∈ E with ||v||= ||w||= r0
2

. Hence,

f(x) + r0
2
||f ||= f(x) + sup

||v||= r0
2

f(v) ≤ γ ≤ f(y) + inf
||w||= r0

2

f(w) = f(y)− r0
2
||f ||

for all x ∈ A and all y ∈ B. Since ||f || r0
2
> 0, it follows that for all x ∈ A and all y ∈ B,

f(x) ≤ γ − ||f || r0
2
< γ + ||f || r0

2
≤ f(y).

�

Remark 2.3.14. For a complex normed vector space E, separation refers to E as a real
normed vector space. Note that if f is a linear real form such that f(A) < f(B), then
u(x) = f(x)− if(ix) is a complex linear form such that Re(u) = f .
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Chapter 3

Applications to areas of Analysis

In this chapter, some important results related to different areas of Analysis are
examined, showing the great variety of applications that the fundamental theorems in
Chapter 2 have. Each section is associated with one area of Analysis, including Real
Analysis, Functional Analysis, Harmonic Analysis, Numerical Analysis and Differential
Equations.

3.1 Applications to Real Analysis

3.1.1 Existence of nowhere differentiable continuous functions

In 1872, Karl Weierstrass provided an example of a continuous function on [0, 1]
that was nowhere differentiable. In this subsection, the existence of such a function is
proved without giving any specific example. Even more, we prove that these functions are
dense among the continuous ones.

Theorem 3.1.1. There exists f ∈ C([a, b]) which is nowhere differentiable.

Proof. First, for all n ∈ N we define the following sets,

Fn :=

{
f ∈ C([a, b]) : there exists c ∈ [a, b] so that sup

h6=0

∣∣∣∣f(c+ h)− f(c)

h

∣∣∣∣ ≤ n

}
.

In this proof, we will assume that h is taken so that c+ h ∈ [a, b].

(1) If f ∈ C([a, b]) is differentiable at at least one point c ∈ [a, b], then f ∈ ∪n∈NFn.

Since f is differentiable at c ∈ [a, b], given ε > 0 there exists h0 > 0 so that, for all
0 < |h|< h0,∣∣∣∣f(c+ h)− f(c)

h

∣∣∣∣ ≤ ∣∣∣∣f(c+ h)− f(c)

h
− f ′(c)

∣∣∣∣+ |f ′(c)|< ε+ |f ′(c)|<∞.

On the other hand, for all |h|≥ h0,∣∣∣∣f(c+ h)− f(c)

h

∣∣∣∣ ≤ 2

h0
||f ||<∞.
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Consequently, there exists n0 ∈ N so that

sup
h6=0

∣∣∣∣f(c+ h)− f(c)

h

∣∣∣∣ ≤ n0.

Hence, f ∈ Fn0 ⊂ ∪n∈NFn.

(2) For all n ∈ N, Fn is a closed set.

Let {fk}k ⊂ Fn be a uniformly convergent sequence to f , we will show that f ∈ Fn.
For all k ∈ N there exists at least one ck ∈ [a, b] so that

sup
h6=0

∣∣∣∣fk(ck + h)− fk(ck)
h

∣∣∣∣ ≤ n.

Since {ck}k ⊂ [a, b], by the Weierstrass theorem, there exists a subsequence {ckj}j
convergent to c ∈ [a, b]. Given h 6= 0 with c + h ∈ [a, b], let hj = h + c − ckj for
all j ∈ N. Then, there exists j0 ∈ N, so that hj 6= 0 for all j ≥ j0, since {hj}j is
convergent to h. Besides, we have the subsequence {fkj}j so that

|fkj(ckj + hj)− f(c+ h)|= |fkj(ckj + hj)− f(ckj + hj)|≤ ||fkj − f ||→ 0, and

|fkj(ckj)− f(c)|≤ |fkj(ckj)− f(ckj)|+|f(ckj)− f(c)|≤ ||fkj − f ||+|f(ckj)− f(c)|→ 0,

as j → ∞, since {fkj} converges uniformly to f , {ckj}j converges to c and f is
uniformly continuous on [a, b]. Consequently,∣∣∣∣f(c+ h)− f(c)

h

∣∣∣∣ = lim
j→∞
j≥j0

∣∣∣∣fkj(ckj + hj)− f(ckj)

hj

∣∣∣∣ ≤ n.

Hence, f ∈ Fn.

(3) For all n ∈ N, int(Fn) = ∅.

Given f ∈ Fn and ε > 0, we will show that there exists a function g ∈ B(f, ε) such
that g /∈ Fn. By the Stone-Weierstrass theorem, there exists a polynomial p so that
||f − p||< ε

2
. The fact that p ∈ C∞([a, b]) will be important from now on. Indeed,

|p(x)− p(y)|< ε
16

whenever |x− y|< δ for some δ > 0, and there exists a constant
M > 0 such that |p′(x)|≤M for all x ∈ [a, b]. Next, we choose h > 0 so that

h < min

{
δ,

ε

4(M + n)

}
.

Let P = {a = x0 < x1 < . . . < xk = b} be a partition with ||P ||≤ h. We
consider g : [a, b]→ R a piecewise affine function defined on each interval [xi, xi+1],
0 ≤ i ≤ k − 1, by

g(xi) = p(xi) + (−1)i
ε

8
,

g(xi+1) = p(xi+1) + (−1)i+1 ε

8
, and

g(x) =
xi+1 − x
xi+1 − xi

g(xi) +
x− xi
xi+1 − xi

g(xi+1), xi < x < xi+1.
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Clearly, g ∈ C([a, b]) and it is differentiable on [a, b] except at {x1, . . . , xk−1}. Besides,
given x ∈ [a, b], assume x ∈ [xi, xi+1] for some 0 ≤ i ≤ k − 1, we have that

|g(x)− p(x)| ≤ |g(x)− g(xi)|+|g(xi)− p(xi)|+|p(xi)− p(x)|

< |g(xi+1)− g(xi)|+
ε

8
+

ε

16
≤ |p(xi+1)− p(xi)|+

ε

4
+
ε

8
+

ε

16

<
ε

16
+
ε

4
+
ε

8
+

ε

16
=
ε

2
.

Consequently, ||g − p||< ε
2

and g ∈ B(f, ε). Next, we show that g /∈ Fn. For all
x ∈ (xi, xi+1), 0 ≤ i ≤ k − 1, we have

g′(x) =
g(xi+1)− g(xi)

xi+1 − xi
=
p(xi+1)− p(xi) + (−1)i+1 ε

4

xi+1 − xi
= p′(zi) +

(−1)i+1ε

4(xi+1 − xi)
,

where, by the mean value theorem, zi ∈ (xi, xi+1). Finally,

|g′(x)|=
∣∣∣∣ (−1)i+1ε

4(xi+1 − xi)
+ p′(zi)

∣∣∣∣ ≥ ε

4(xi+1 − xi)
− |p′(zi)|≥

ε

4h
−M > n.

The inequality also holds for x = a and x = b.

Baire’s theorem implies that ⋃
n∈N

Fn  C([a, b]).

Hence, there exists a continuous function which is nowhere differentiable. �

Corollary 3.1.2. The nowhere differentiable continuous functions on [a, b] are dense in
C([a, b]).

Proof. For all n ∈ N, F c
n is open and X \ F̄ c

n = int(Fn) = ∅, namely, F̄ c
n = X. By Baire’s

theorem, ∩n∈NF c
n is dense in C([a, b]. �

3.1.2 The Riesz representation theorem

In this subsection, the dual space of C([a, b]) is characterized by the Riesz represen-
tation theorem. This theorem will be crucial in Chapter 4.

Theorem 3.1.3 (Riesz representation theorem). If u∗ ∈ C([a, b])∗, then there exists a
function of bounded variation g : [a, b]→ R such that

u∗(f) =
∫ b
a
fdg

for all f ∈ C([a, b]) and ||u∗||= V (g).

Proof. First of all, notice that (C([a, b]), ||·||∞) is a normed subspace of (L∞([a, b]), ||·||∞).
By Theorem 2.3.6, there exists a continuous linear form v∗ : L∞([a, b])→ R that extends
u∗ and ||v∗||= ||u∗||.
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For all s ∈ (a, b], we define χs := χ[a,s] ∈ L∞([a, b]) and, if s = a, χa = 0. Besides,
consider

g : [a, b]→ R

s 7→ v∗(χs)

a function of bounded variation in [a, b]. Indeed, let P = {a = x0 < x1 < . . . < xn = b}
be a partition of [a, b] and set

si =
|g(xi)− g(xi−1)|
g(xi)− g(xi−1)

∈ {−1, 1} and si = 0 if g(xi)− g(xi−1) = 0.

Then,

n∑
i=1

|g(xi)− g(xi−1)| =
n∑
i=1

si
(
g(xi)− g(xi−1)

)
= v∗

(∑
i

si(χxi − χxi−1
)

)
≤ ||v∗||.

Hence, g ∈ BV ([a, b]) and V (g) ≤ ||u∗||. Our next step is to prove that u∗ is a Riemann-
Stieltjes integral. Let f ∈ C([a, b]), note that f is uniformly continuous, then for a given
ε > 0 there is δ > 0 so that

|f(x)− f(y)|≤ ε whenever |x− y|≤ δ.

Consider partitions P = {a = x0 < x1 < . . . < xn = b} such that ||P ||≤ δ for any n ≥ 1,
and functions

fP := f(x1)χ[x0,x1]
+ f(x2)χ(x1,x2]

+ . . .+ f(xn)χ(xn−1,xn]
.

Then, ||f − fP ||∞≤ ε. That is, f = lim||P ||→0 fP in L∞([a, b]). Consequently,

u∗(f) = v∗(f) = lim
||P ||→0

v∗(fP ) = lim
||P ||→0

∑
i

f(xi)[g(xi)− g(xi−1)] = lim
||P ||→0

P (f, g, P ).

Hence,

u∗(f) =

∫ b

a

f(t)dg(t) for all f ∈ C([a, b]).

Finally, by Proposition 1.3.18, |u∗(f)|≤ V (g)||f ||∞ and, consequently, ||u∗||≤ V (g). Hence,
||u∗||= V (g). �

The Riesz representation theorem assures existence, but not uniqueness. For this
purpose, the concept of normalised functions of bounded variation is introduced.

Definition 3.1.4. A function g ∈ BV ([a, b]) is said to be normalised if g(a) = 0 and it
is right continuous on (a, b). We denote g ∈ NBV ([a, b]).

Lemma 3.1.5. If g ∈ BV ([a, b]), then there exists a unique function h ∈ NBV ([a, b])
such that ∫ b

a

f dg =

∫ b

a

fdh

for all f ∈ C([a, b]), and V (h) ≤ V (g).
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Proof. We start with the existence of such a function by defining

h(x) =


0, if x = a,
g(x+)− g(a), if a < x < b,
g(b)− g(a), if x = b.

Since g is a function of bounded variation, by Proposition 1.3.5, g is the difference of two
increasing functions on [a, b]. Therefore, the right limit g(x+) exists for all x ∈ (a, b) and
g is continuous except at at most a countable number of points in [a, b]. To sum up, h is
well-defined, right continuous and has at most a countable number of discontinuities.
Given ε > 0, we consider a partition P = {a = x0 < x1 < . . . < xn = b} and a set of
points {y1, . . . , yn} ⊂ (a, b) at which g is continuous. Thus, g satisfies

xj < yj and |g(x+j )− g(yj)|<
ε

2n
for all 1 ≤ j ≤ n− 1.

We take y0 = a and yn = b. Then, for all 2 ≤ j ≤ n− 1,

|h(x1)− h(x0)|= |g(x+1 )− g(a)|≤ |g(x+1 )− g(y1)|+|g(y1)− g(y0)|< |g(y1)− g(y0)|+
ε

2n
,

|h(xj)− h(xj−1)|= |g(x+j )− g(x+j−1)|≤ |g(x+j )− g(yj)|+|g(yj)− g(yj−1)|

+ |g(yj−1)− g(x+j−1)|< |g(yj)− g(yj−1)|+
ε

n
,

|h(xn)− h(xn−1)|= |g(xn)− g(x+n−1)|≤ |g(yn)− g(yn−1)|+|g(yn−1)− g(x+n−1)|

< |g(yn)− g(yn−1)|+
ε

2n
.

It follows that

n∑
j=1

∣∣h(xj)− h(xj−1)
∣∣ ≤ n∑

j=1

∣∣g(yj)− g(yj−1)
∣∣+

ε+ 2(n− 2)ε+ ε

2n

=
n∑
j=1

|g(yj)− g(yj−1)|+
(n− 1)ε

n
< V (g) + ε.

Since V (h) < V (g) + ε for all ε > 0, V (h) ≤ V (g). Thus, h ∈ BV ([a, b]), that is,
h ∈ NBV ([a, b]).
Note that h(x) = g(x) − g(a) for all x ∈ [a, b], except at the points of discontinuities,
which are at most countable as we have discussed previously. Let f ∈ C([a, b]). Given
ε > 0, there exists δ > 0 and a partition P of [a, b] with ||P ||< δ, which does not contain
any point of discontinuity of h. Then, P (f, g, µ) = P (f, h, µ) and∣∣∣∣ ∫ b

a

f dg −
∫ b

a

f dh

∣∣∣∣ ≤ ∣∣∣∣ ∫ b

a

f dg − P (f, g, µ)

∣∣∣∣+

∣∣∣∣P (f, h, µ)−
∫ b

a

f dh

∣∣∣∣ < ε.

Next, we prove the uniqueness of h. Suppose that there exists h0 ∈ NBV ([a, b]) such that∫ b

a

f dg =

∫ b

a

f dh0 for all f ∈ C([a, b]).

Let H(x) = h(x)− h0(x). Note that H(a) = 0− 0 = 0 and also

H(b) = H(b)−H(a) =

∫ b

a

dH =

∫ b

a

dh−
∫ b

a

dh0 = 0.
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Let c ∈ (a, b) and γ > 0 be small enough. We define the following continuous function,

f(x) =


1, if a ≤ x ≤ c,
1− x−c

γ
, if c < x ≤ c+ γ,

0, if c+ γ < x ≤ b.

Then, from

0 =

∫ b

a

f dh−
∫ b

a

f dh0 =

∫ b

a

f dH =

∫ c

a

dH +

∫ c+γ

c

(
1− x− c

γ

)
dH(x),

it follows that

H(c) =

∫ c

a

dH = −
∫ c+γ

c

(
1− x− c

γ

)
dH(x).

By Proposition 1.3.18, |H(c)|≤ V[c,c+γ](H). Since H is right continuous on [a, b], so is
v(x) = V[a,x](H), a ≤ x ≤ b. Given ε > 0, there exists δ > 0 such that for all 0 < γ < δ,

|H(c)|≤ v(c+ γ)− v(c) < ε.

Hence, H(c) = 0 for all c ∈ (a, b), i.e., H = 0. �

Theorem 3.1.6. There exists a bijection between NBV ([a, b]) and C([a, b])∗.

Proof. Consider the following mapping,

ϕ : NBV ([a, b])→ C([a, b])∗

g 7→ Tg(f) :=

∫ b

a

f dg.

By Corollary 1.3.16, ϕ is well-defined and, by Theorem 3.1.3 and Lemma 3.1.5, the
bijection is clear. �

Corollary 3.1.7. For all u∗ ∈ C([a, b]) there exists a unique g ∈ NBV ([a, b]) so that

u∗(f) =

∫ b

a

f dg

for all f ∈ C([a, b]), and ||u∗||= V (g).

3.2 Application to Functional Analysis: separable

Banach spaces

In this section, we will prove that every separable Banach space is isomorphic to a
quotient of the space l1.

Definition 3.2.1. A Banach space is said separable if it contains a countable dense
subset.

Theorem 3.2.2. Every separable Banach space is isomorphic to a quotient space of l1.
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Proof. Let (E, ||·||) be a separable Banach space and A = {xn : n ∈ N} a countable dense
subset of BE(0, 1). Given y ∈ l1, the series

∑
n ynxn is absolutely convergent, since∑

n

||ynxn||E ≤
∑
n

|yn|<∞.

Therefore, the series is convergent and we can define

T : l1 → E

y 7→
∑
n

ynxn

a well-defined continuous linear operator. We next show that T is surjective. Let
x ∈ BE(0, 1), since A is dense in BE(0, 1), there exists xn1 ∈ A so that ||2(x−xn1)||E < 1.
Then, there exists xn2 ∈ A so that

||2(x− xn1)− xn2||E< 1
2
, that is, ||x− xn1 − 1

2
xn2||E< 1

22
.

By induction, we build a subsequence {xnk}k such that∣∣∣∣∣∣∣∣x− m∑
k=1

1

2k−1
xnk

∣∣∣∣∣∣∣∣
E

<
1

2m
for all integers m ≥ 1.

Consequently, the partial sums sequence converges to x in E. Thus, x = T (y) with
yi = 1

2k−1 if i = nk and yi = 0 otherwise. In case ||x||> 1, consider x = ||x|| x||x|| .
By the isomorphism theorem, we can define

T̄ : l1/ker(T )→ E

y + ker(T ) 7→ T (y)

a bijective continuous linear operator. Note that ker(T ) = T−1{0} is closed and, by
Proposition 1.1.14, l1/ ker(T ) is a Banach space. Then, by Corollary 2.1.5, E ∼= l1/ker(T ).

�

3.3 Application to Harmonic Analysis: divergence of

Fourier series

Consider the Hilbert space L2([−π, π]) and the orthonormal basis {eint, n ∈ Z}. For
all g ∈ L2([−π, π]), its Fourier series is defined by

g(t) =
∞∑

k=−∞

ĝ(k)eikt with ĝ(k) =
1

2π

∫ π

−π
g(t)e−iktdt.

We define the nth Fourier partial sums of g by

Sng(t) :=
n∑

k=−n

ĝ(k)eikt.
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The Fourier partial sums sequence converges to g in the sense ||Sng − g||2→ 0 as n→∞
(See [2], pp. 78-84). The question whether the convergence is also pointwise or not
immediately arises. Furthermore, given a function f ∈ Lp([−π, π]), does its Fourier series
converge to f in the Lp-norm? And does it pointwise? In this section we will show that
the uniform boundedness principle plays an important role in answering some of these
questions.

We will give a brief historical perspective of the convergence of the Fourier series.
In 1873, Paul du Bois-Reymond gave an example of a continuous function whose Fourier
series diverged at a point. Later, in 1921, Andrey Kolmogorov gave an example of a
function in L1 whose Fourier series diverged almost everywhere. It wasn’t until 1966 that
Lennart Carleson proved that in L2 the Fourier series converges almost everywhere. A
year later, Richard Hunt generalized Carleson’s result: he proved that the Fourier series of
every function in Lp, 1 < p <∞, converges almost everywhere. Finally, the convergence
in the Lp-norm, 1 < p <∞, is also remarkable.

3.3.1 In (C([a, b]), ||·||∞)

Let us start with the case of continuous functions, given f ∈ C([−π, π]), we will
show that the convergence at a point fails and so the uniform one.

Definition 3.3.1. The Dirichlet kernels Dn : [−π, π]→ R, n ∈ N, are defined by

Dn(t) =
1

2π

n∑
k=−n

eikt.

Proposition 3.3.2. The Dirichlet kernels satisfy the following properties:

(i) Dn(0) = 2n+1
2π

, and

(ii) Dn(t) =
sin(n+ 1

2
)t

2π sin t
2

for all nonzero t ∈ [−π, π].

Proof. (i) is obvious. Consider t ∈ [−π, π], t 6= 0, and n ∈ N,

2πDn(t) =
n∑

k=−n

eikt = e−int
2n∑
k=0

eikt = e−int
1− eit(2n+1)

1− eit
=
e−int − eit(n+1)

1− eit

= eit/2
e−it(n+

1
2
) − eit(n+ 1

2
)

1− eit
=
eit/2

eit/2
e−it(n+

1
2
) − eit(n+ 1

2
)

e−it/2 − eit/2
=

sin(n+ 1
2
)t

sin t
2

.
�

Lemma 3.3.3. Let g ∈ L1([−π, π]), its Fourier partial sums can be expressed as

Sng(t) = (g ∗Dn)(t) :=
∫ π
−π g(s)Dn(t− s)ds

for all t ∈ [−π, π] and all n ∈ N.

Proof. The proof is immediate,

Sng(t) =
n∑

k=−n

ĝ(k)eikt =
1

2π

n∑
k=−n

∫ π

−π
g(s)e−iksds eikt =

1

2π

n∑
k=−n

∫ π

−π
g(s)eik(t−s)ds

=

∫ π

−π
g(s)

(
1

2π

n∑
k=−n

eik(t−s)
)
ds =

∫ π

−π
g(s)Dn(t− s)ds.

�
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Remark 3.3.4. In particular, note that Sng(0) = 1
2π

∫ π
−π g(s)Dn(s)ds.

Lemma 3.3.5. The sequence {||Dn||1}n≥0 is unbounded.

Proof.

2π||Dn||1 =

∫ π

−π

∣∣∣∣sin(n+ 1
2
)x

sin x
2

∣∣∣∣dx ≥ 4

∫ π
2

0

∣∣∣∣sin(2n+ 1)y

y

∣∣∣∣dy = 4

∫ (2n+1)π
2

0

|sin z|
z

dz

= 4
2n∑
k=0

∫ (k+1)π
2

k π
2

|sin z|
z

dz ≥ 4
2n∑
k=0

2

(k + 1)π

∫ (k+1)π
2

k π
2

|sin z|dz =
8

π

2n∑
k=0

1

k + 1
.

Hence, supn||Dn||1=∞. �

Theorem 3.3.6. There exists g ∈ C([−π, π]) whose Fourier series diverges at the origin.

Proof. For all n ∈ N, consider un : C([−π, π])→ R a linear form defined by

un(g) = Sng(0) =

∫ π

−π
g(x)Dn(x)dx.

Besides,

|un(g)|≤
∫ π

−π
|g(x)| |Dn(x)|dx ≤ ||g||∞

∫ π

−π
|Dn(x)|dx

implies that un is continuous with

||un||≤
∫ π

−π
|Dn(x)|dx = ||Dn||1.

For all n ∈ N, we define gn(x) = sign(Dn(x)) a discontinuous function at the zeros of
Dn(x). Note that, Dn(x) has a finite number of zeros. Indeed, Dn(x) = 0 if and only
if sin(n + 1

2
)x = 0, x 6= 0, if and only if (n + 1

2
)x = ±kπ with 1 ≤ k ≤ n if and only if

x = ±kπ/(n+ 1
2
) with 1 ≤ k ≤ n. Hence, Dn(x) has 2n zeros.
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Figure 3.3.1: Representation of the continuous function gεn for n = 3.

Given ε > 0 small enough, let gεn : [−π, π] → R denote the continuous piecewise affine
function that is equal to gn on [−π, π] \ Iεn, where Iεn denotes the intersection of [−π, π]
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with the union of the open intervals of length ε centered at the 2n zeros of the Dirichlet
kernel Dn that belong to the interval [−π, π]. Note that ||gεn||= 1.

Then, by the dominated convergence theorem (|(gεn(x)− gn(x))Dn(x)|≤ |Dn(x)|),∣∣∣∣un(gεn)−
∫ π

−π
|Dn(x)|dx

∣∣∣∣ =

∣∣∣∣ ∫ π

−π
(gεn(x)− gn(x))Dn(x)dx

∣∣∣∣→ 0 as ε→ 0.

Since ||gεn||= 1,
||un||≥ |un(gεn)|→ ||Dn||1 as ε→ 0.

By Lemma 3.3.5, supn||un||= sup||Dn||1= ∞. Finally, by the uniform boundedness
principle, there exists g ∈ C([−π, π]) such that supn|un(g)|=∞. �

Theorem 3.3.6 shows that the Fourier series does not converges pointwise in C([a, b].

3.3.2 In (L1([a, b]), ||·||1)

Next, we similarly study the convergence in L1([−π, π]) with the L1-norm.

Definition 3.3.7. For all N ∈ N, the Fejer’s kernel FN : [−π, π]→ R is defined by

FN(x) =
1

N + 1

N∑
k=0

Dk(x).

Lemma 3.3.8. For all N ∈ N,

(i) FN(0) = N+1
2π

, and

(ii) FN(x) = 1
2π(N+1)

sin2[(N+1)x
2
]

sin2 x
2

for all nonzero x ∈ [−π, π].

Proof. (i) For all N ∈ N,

FN(0) =
1

N + 1

N∑
k=0

Dk(0) =
1

N + 1

N∑
k=0

2k + 1

2π

=
1

2π(N + 1)
[N(N + 1) +N + 1] =

N + 1

2π
.

(ii) For all N ∈ N and all x ∈ [−π, π], x 6= 0,

2π(N + 1)FN(x) = 2π
N∑
k=0

Dk(x) =
N∑
k=0

sin(k + 1
2
)x

sin x
2

=
1

sin x
2

Im

( N∑
k=0

ei(k+
1
2
)x

)
=

1

sin x
2

Im

(
ei(N+ 3

2
)x − ei 12x

eix − 1

)
=

1

sin x
2

Im

(
ei
x
2
ei(N+1)x − 1

eix − 1

)
=

1

sin x
2

Im

(
ei(N+1)x − 1

ei
x
2 − e−ix2

)
=

1

2 sin2 x
2

Im

(
cos[(N + 1)x] + i sin[(N + 1)x]− 1

i

)
=

1

2 sin2 x
2

(
1− cos[(N + 1)x]

)
=

sin2[(N + 1)x
2
]

sin2 x
2

.
�
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Lemma 3.3.9. For all N ∈ N, the Fejer’s kernels satisfy the following properties:

(i) FN(x) ≥ 0 for all x ∈ [−π, π].

(ii)
∫ π
−π FN(x)dx = 1.

(iii) Given 0 < δ < π, lim
N→∞

∫ π

δ

FN(x)dx = 0.

Proof. (i) By Lemma 3.3.8, it is clear that FN(x) ≥ 0 for all x ∈ [−π, π].

(ii) ∫ π

−π
FN(x)dx =

∫ π

−π

1

2π(N + 1)

N∑
k=0

k∑
m=−k

eimxdx =
1

2π(N + 1)

N∑
k=0

k∑
m=−k

∫ π

−π
eimxdx.

If m = 0, then

1

2π(N + 1)

N∑
k=0

∫ π

−π
1 dx = 1.

If m 6= 0, then ∫ π

−π
eimxdx =

1

im
[eimπ − e−imπ] = 0.

Hence,
∫ π
−π FN(x)dx = 1.

(iii) Let 0 < δ < π, if δ ≤ x ≤ π, then 1 ≤ 1
sin2 x

2

≤ 1
sin2 δ

2

. For all ε > 0 and all δ ≤ x ≤ π

there exists N0 ∈ N so that

0 ≤ FN(x) =
1

2π(N + 1)

sin2[(N + 1)x
2
]

sin2 x
2

≤ 1

2π(N + 1)

1

sin2 δ
2

<
ε

π − δ

whenever N ≥ N0. Finally,∫ π

δ

FN(x)dx <

∫ π

δ

ε

π − δ
dx = ε.

�

Lemma 3.3.10. If f ∈ L1([−π, π]), then

lim
y→0
||f(· − y)− f ||1= 0.

Proof. Given f ∈ L1([−π, π]) and ε > 0, by Proposition 1.2.1, there exists g ∈ C([−π, π])
so that ||f − g||1< ε

3
. Since g is uniformly continuous on [−π, π], for some δ > 0 we have

that

||g(· − y)− g||1=
∫ π

−π
|g(x− y)− g(x)|dx < ε

3
whenver |y|< δ.

Then, for all |y|< δ,

||f(· − y)− f ||1≤ ||f(· − y)− g(· − y)||1+||g(· − y)− g||1+||g − f ||1<
ε

3
+
ε

3
+
ε

3
= ε.

�
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Proposition 3.3.11. Let f ∈ L1([−π, π]), f ∗ FN → f in L1([−π, π]) as N →∞.

Proof. Let ε > 0.

||f ∗ FN − f ||1 =

∫ π

−π

∣∣(f ∗ FN)(x)− f(x)
∣∣dx =

∫ π

−π

∣∣∣∣ ∫ π

−π
f(x− y)FN(y)dy − f(x)

∣∣∣∣dx
=

∫ π

−π

∣∣∣∣ ∫ π

−π

(
f(x− y)− f(x)

)
FN(y)dy

∣∣∣∣dx
≤
∫ π

−π

∫ π

−π
|f(x− y)− f(x)|FN(y)dydx

=

∫ π

−π

∫ π

−π
|f(x− y)− f(x)|dx FN(y)dy

=

∫ −δ
−π

∫ π

−π
|f(x− y)− f(x)|dx FN(y)dy

+

∫ δ

−δ

∫ π

−π
|f(x− y)− f(x)|dx FN(y)dy

+

∫ π

δ

∫ π

−π
|f(x− y)− f(x)|dx FN(y)dy.

Let us analyze these three integrals separately. First, by Lemma 3.3.9, there exists N0 ∈ N
so that ∫ −δ

−π

∫ π

−π
|f(x− y)− f(x)|dx FN(y)dy ≤ 2||f ||1

∫ −δ
−π

FN(y)dy <
ε

3
, and∫ π

δ

∫ π

−π
|f(x− y)− f(x)|dx FN(y)dy ≤ 2||f ||1

∫ π

δ

FN(y)dy <
ε

3

whenever N ≥ N0. The other integral requires Lemma 3.3.10,∫ δ

−δ

∫ π

−π
|f(x− y)− f(x)|dx FN(y)dy =

∫ δ

−δ
||f(· − y)− f ||1FN(y)dy

≤
∫ δ

−δ

ε

3
FN(y)dy ≤ ε

3

for some δ > 0 small enough. Hence,

||f ∗ FN − f ||1<
ε

3
+
ε

3
+
ε

3
= ε. �

Theorem 3.3.12. There exists f ∈ L1([−π, π]) whose Fourier series does not converge
to f in the L1-norm.

Proof. According to Young’s inequality, ||Sng||1= ||Dn ∗ g||1 ≤ ||Dn||1 ||g||1. Hence, the
linear operator Sn : L1([−π, π]) → L1([−π, π]) is continuous. By Proposition 3.3.11,
||SnFN ||1 = ||Dn ∗ FN ||1→ ||Dn||1 as N →∞. Since ||FN ||1= 1, it follows ||Sn||≥ ||Dn||1.
By Lemma 3.3.5, supn||Sn||=∞ and, by the uniform boundedness principle, there exists
f ∈ L1([−π, π]) so that supn||Snf ||1= ∞. Hence, Snf does not converge to f with the
L1-norm. �
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3.4 Application to Numerical Analysis: divergence

of Lagrange interpolation

In this section, we will show that the Lagrange interpolating polynomial does not
converge uniformly to the function. We will consider an interval [a, b] ⊂ R, a < b, and
Pn([a, b]) will denote the vector space of polynomials of degree ≤ n on [a, b].

Definition 3.4.1. For all n ∈ N, let a ≤ x0 < x1 < . . . < xn ≤ b be (n + 1) different
points. Given a continuous function f : [a, b]→ R, its Lagrange interpolating polynomial
of degree ≤ n associated with the (n+ 1) nodes xi, 0 ≤ i ≤ n, is given by

Lnf(x) =
n∑
j=0

f(xj)pj(x), a ≤ x ≤ b,

where the (n+ 1) polynomials pj ∈ Pn([a, b]), 0 ≤ j ≤ n, are defined by

pj(x) =
n∏
i=0
i 6=j

x− xi
xj − xi

.

Lemma 3.4.2. For all n ∈ N, let a ≤ x0 < x1 < . . . < xn ≤ b be (n + 1) different
points. Given any function f ∈ C([a, b]), its Lagrange interpolating polynomial is the only
polynomial in Pn([a, b]) that satisfies that

Lnf(xi) = f(xi) for all 0 ≤ i ≤ n.

Proof. We first notice that pj(xi) = δij for all 0 ≤ i, j ≤ n. Indeed,

pj(xi) =
n∏
k=0
k 6=j

xi − xk
xj − xk

= δij.

Then, given a function f ∈ C([a, b]), we have that

Lnf(xi) =
n∑
j=0

f(xj)δij = f(xi) for all 0 ≤ i ≤ n.

Let us consider the canonical basis {1, x, . . . , xn}, finding a polynomial

q(x) =
n∑
i=0

aix
i ∈ Pn([a, b]),

such that q(xi) = f(xi) for all 0 ≤ i ≤ n, implies solving the linear system

f(x0)
...

f(xn)

 =


1 x0 x20 · · · xn0
1 x1 x21 · · · xn1
...

...
. . .

...
...

1 xn x2n · · · xnn


a0...
an


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Since all the nodes are different, all columns are linearly independent, which means that
the (n+ 1)× (n+ 1) matrix has a nonzero determinant. Besides, we already know that
the Lagrange interpolating polynomial is a solution. Hence, the solution is unique and,
obviously, it is the Lagrange interpolating polynomial. �

Remark 3.4.3. Notice that for all p ∈ Pn([a, b]), Lnp = p.

Remark 3.4.4. For all q ∈ Pn([a, b]) and all x ∈ [a, b],

q(x) =
n∑
j=0

q(xj)pj(x).

Then, the polynomials pj(x), 0 ≤ j ≤ n are (n + 1) generators of Pn([a, b]) and, hence,
they are a basis.

Proposition 3.4.5. For all n ∈ N, let a ≤ x0 < x1 < . . . < xn ≤ b be (n + 1) different
points. The operator

Ln : C([a, b])→ C([a, b])
f 7→ Lnf

is linear and continuous with ||Ln||= sup
a≤x≤b

( n∑
j=0

|pj(x)|
)
.

Proof. The linearity is clear. We note that Ln is continuous,

||Ln|| = sup
||f ||∞=1

||Lnf ||∞= sup
||f ||∞=1

∣∣∣∣∣∣∣∣ n∑
j=0

f(xj)pj(x)

∣∣∣∣∣∣∣∣
∞
≤
∣∣∣∣∣∣∣∣ n∑

j=0

pj(x)

∣∣∣∣∣∣∣∣
∞

= sup
a≤x≤b

∣∣∣∣ n∑
j=0

pj(x)

∣∣∣∣
≤ sup

a≤x≤b

n∑
j=0

|pj(x)|.

Next, notice that
∑n

j=0|pj(x)| is continuous on [a, b] and, since [a, b] is compact, there
exists c ∈ [a, b] such that

sup
a≤x≤b

n∑
j=0

|pj(x)|=
n∑
j=0

|pj(c)|<∞.

Now, let g : [a, b] → R be the continuous piecewise affine function defined by g(a) =
sign(p0(c)), g(xj) = sign(pj(c)) for all 0 ≤ j ≤ n and g(b) = sign(pn(c)). Note that there
are at most (n+ 1) changes of sign, so this continuous piecewise affine function g exists.
Besides, g is nonzero. Indeed, if we consider the polynomial q(x) = 1, then we have that

Lnq(x) =
∑n

j=0 pj(x) = 1, a ≤ x ≤ b,

and, hence,
∑n

j=0|pj(c)|≥ 1. This means that there exists at least one 0 ≤ j ≤ n such
that pj(c) 6= 0. Therefore ||g||∞= 1. Finally,

||Ln|| ≥ ||Lng||∞≥
∣∣Lng(c)

∣∣ =

∣∣∣∣ n∑
j=0

g(xj)pj(c)

∣∣∣∣ =
n∑
j=0

|pj(c)|.

We conclude that ||Ln||= sup
a≤x≤b

( n∑
j=0

|pj(x)|
)

. �
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Theorem 3.4.6. For all integers n ≥ 1, given the (n + 1) nodes xi = a + (b−a)i
n

with
0 ≤ i ≤ n, there exists a function f ∈ C([a, b]) whose Lagrange interpolating polynomial
does not converge uniformly to f .

Proof. By Theorem 3.4.5, ||Ln||= sup
a≤x≤b

( n∑
j=0

|pj(x)|
)

. Then,

||Ln|| ≥
n∑
j=0

∣∣∣∣pj(a+
(b− a)

2n

)∣∣∣∣ =
n∑
j=0

∣∣∣∣ n∏
i=0
i 6=j

b−a
2n
− (b−a)i

n
(b−a)j
n
− (b−a)i

n

∣∣∣∣ =
n∑
j=0

∣∣∣∣ n∏
i=0
i 6=j

1
2
− i

j − i

∣∣∣∣
=

n∑
j=0

∣∣∣∣ n∏
i=0
i 6=j

2i− 1

2(j − i)

∣∣∣∣ =
n∑
j=0

∣∣∏n
i=0 (2i− 1)

∣∣
2nj!(n− j)!(2j − 1)

=
n∑
j=0

1

2nj!(n− j)!(2j − 1)

(2n)!

n!2n

≥
n∑
j=0

1

2nj!(n− j)!2n
(2n)!

n!2n
=

n∑
j=0

n!

j!(n− j)!
(2n)!

n22n+1(n!)2
=

(2n)!

n22n+1(n!)2

n∑
j=0

(
n

j

)

=
(2n)!

n22n+1(n!)2
2n =

(2n)!

n2n+1(n!)2
=

2nn!
∏n

j=1(2j − 1)

n2n+1(n!)2
=

∏n
j=1(2j − 1)

2n · n!

≥
∏n

j=2(2j − 2)

2n · n!
=

2n−1(n− 1)!

2n · n!
=

2n−2

n2
.

Hence, supn≥1||Ln||=∞. By the uniform boundedness principle, there exists f ∈ C([a, b])
so that supn≥1||Lnf ||∞=∞. �

Remark 3.4.7. For any election of the nodes (See [5]), there exists a constant c > 0 so
that

||Ln||= sup
a≤x≤b

( n∑
j=0

|pj(x)|
)
≥ 2

π
log(n)− c.

Then, supn≥1||Ln||= ∞ and, by the uniform boundedness principle, there exists f in
C([a, b]) such that supn≥1||Lnf ||∞=∞.

3.5 Application to Differential Equations

Our purpose is to prove that given a Cauchy problem, the solutions vary continuously
with the datum and the boundary conditions. We will study the case of a second order
ordinary differential equation because it is quite common, especially in many physical
problems.

Theorem 3.5.1. Let functions a, b, c ∈ C([0, 1]) be given such that the two-point boundary
value problem

a(x)u′′(x) + b(x)u′(x) + c(x)u(x) = f(x), 0 ≤ x ≤ 1, u(0) = u0 and u′(0) = v0

has one and only one solution u ∈ C2([0, 1]) for any f ∈ C([0, 1]). Then, there exists a
constant C > 0 such that

||u′′||+||u′||+||u||≤ C(||f ||+|u0|+|v0|)
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where ||·|| denotes the supremum norm of the space C([0, 1]).

Proof. We consider the Banach space C2([0, 1]) with the norm ||v||∗= ||v′′||+||v′||+||v||.
Let us define

T : C2([0, 1])→ C([0, 1])× R2

u 7→ (a(x)u′′(x) + b(x)u′(x) + c(x)u(x), u(0), u′(0))

a linear bijective operator. Besides, T is continuous,

||Tu|| ≤ ||a(x)u′′(x) + b(x)u′(x) + c(x)u(x)||+|u(0)|+|u′(0)|
≤ max{||a(x)||, ||b(x)||, ||c(x)||}||u||∗+||u||+||u′||+||u′′||
= [max{||a(x)||, ||b(x)||, ||c(x)||}+ 1] ||u||∗.

Then, T is a bijective continuous linear operator between two Banach spaces. By Corollary
2.1.5, there exists T−1 and it is continuous. Hence, there exists a constant M > 0 so that

||u||+||u′||+||u′′||= ||T−1(f, u0, v0)||≤M(||f ||+|u0|+|v0|). �
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Chapter 4

Applications to other areas

In this chapter, we aim to study three applications: the moment problem, the
Chebyshev approximation and the optimal control of a rocket. These problems can
be formulated in terms of linear forms, thus the Hahn-Banach theorem and the Riesz
representation theorem will play an important role. Besides, even though some of these
applications are related to Physics, they require developing an interesting mathematical
background.

4.1 The moment problem

The term moment problem appeared for the first time in Recherches sur les fractions
continues, a paper published by T. Stieltjes in 1894 (See[12]). At the end of Chapter 4, he
proposed the following mechanical problem: ”Find a positive mass distribution on [0,∞),
given the moments of order k, k ∈ N”. In current notation, the moment of order k of a
mass distribution on [0,∞) is

µk =

∫ ∞
0

xkdm(x).

We remark that µ0 is the total mass, M , whereas µ1/M is the position of the center of
mass. The center of mass of an object is a fundamental concept in Physics because it
is very useful for solving problems with multiple particles and non punctual objects. It
is defined as an average of the masses factored by the distances from a reference point.
Furthermore, µ2 is the moment of inertia, which depends on the distribution of mass
around the rotation axis and measures the tendency of an object to rotate.

Our next theorem proves that the finite moment problem has always a solution,
i.e., given µ0, . . . , µN , (N + 1) real numbers, there exits a function of bounded variation
defined on an interval [a, b] whose moments are those values.

Theorem 4.1.1. The finite moment problem has always a solution.

Proof. Let µ0, . . . , µN ∈ R be the first (N + 1) moments, we will show that there exists a
function g ∈ BV ([a, b]), −∞ < a < b <∞, so that∫ b

a
xkdg(x) = µk for all integers 0 ≤ k ≤ N .
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Let us consider PN([a, b]), the vector space of polynomials of order ≤ N . Obviously,
PN ([a, b]) is a vector subspace of C([a, b]) and its dimension is N+1, since {1, x, x2, . . . , xN}
is the canonical basis. We consider a linear form u : PN [a, b]→ R defined by

u

( N∑
i=0

aix
i

)
=

N∑
i=0

aiµi.

We want to show that u is continuous. Let {pn(x)}n be a convergent sequence to p(x)
in PN([a, b]). Since we have the supremum norm, the convergence is uniform and also
pointwise. By the Lagrangian interpolation formula, we have

pn(x) =
N∑
j=0

pn(xj)qj(x), for all x ∈ [a, b] and all n ∈ N,

where a = x0 < x1 < ... < xN = b is a fixed partition of the interval [a, b] and q0, . . . , qN
are polynomials defined by

qj(x) =
n∏
i=0
i 6=j

x− xi
xj − xi

, a ≤ x ≤ b and 0 ≤ j ≤ N.

By Remark 3.4.4, {q0, . . . , qN} is a basis of PN ([a, b]). We want to prove that the coefficients
of pn(x) in the canonical basis converge to the coefficients of p(x) in the same basis. Indeed,
let A be the matrix of change of basis and (a0,n, . . . , aN,n) the coordinates of pn(x) in the
canonical basis. Then,a0,n

...
aN,n


canonical

= A

pn(x0)
...

pn(xN)


qj

−−−→
n→∞

A

p(x0)
...

p(xN)


qj

As n→∞, the coordinates of pn(x) in the canonical basis tend to the ones of p(x). Hence,
u(pn)→ u(p) as n→∞ and, thus, u is continuous.
By Theorem 2.3.6, there exists a continuous linear form v : C([a, b])→ R that extends u.
Then, by the Riesz representation theorem, there exists g ∈ BV ([a, b]) so that

v(f) =
∫ b
a
f(x)dg(x) for all f ∈ C([a, b]).

Therefore, for all integers 0 ≤ k ≤ N ,

µk = u(xk) = v(xk) =

∫ b

a

xkdg(x).
�

Remark 4.1.2. In case of complex values, we can split the problem into real and imaginary
parts and apply the previous theorem at each one.

So far, we have considered the case of a finite number of given moments in K. Nevertheless,
we could consider the case of a sequence {µn}n in K. Besides, the Riesz representation
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theorem provides a formulation of the original moment problem in terms of linear forms.
For instance, consider a linear system in infinitely unknowns (x0, x1, . . .) and equations

∞∑
k=0

aj,kxk = bj for j ∈ N.

If the sequences aj = (aj,0, aj,1, . . .) belong to a normed vector space E, the solution of the
linear system is a linear form v = (x0, x1, . . .) such that v(aj) = bj for all j ∈ N. What
conditions must satisfy aj ∈ E and the constants bj so as to guarantee the existence of
such a linear form v?
From a more general approach, given a Banach space E, an arbitrary index set I,
{xi}i∈I ⊂ E and {ci}i∈I ⊂ K, is there any linear form v on E so that v(xi) = ci for all
i ∈ I? Despite the fact that this problem not always has a solution, the Hahn Banach
theorem allows us to give the following characterization.

Theorem 4.1.3. Let (E, ||·||) be a real or complex normed space, {xi}i∈I a sequence in
E and {ci}i∈I a sequence in K. It is equivalent:

(i) There exists u ∈ E∗ such that u(xi) = ci for all i ∈ I.

(ii) There exists a constant M > 0 so that∣∣∣∣ n∑
k=1

αkcik

∣∣∣∣ ≤M

∣∣∣∣∣∣∣∣ n∑
k=1

αkxik

∣∣∣∣∣∣∣∣
for any linear combination α1xi1 + . . .+ αnxin of elements of {xi}i∈I .

Proof. If there exists u ∈ E∗ such that u(xi) = ci for all i ∈ I, then for any linear
combination of elements of {xi}i∈I we have∣∣∣∣ n∑

k=1

αkcik

∣∣∣∣ =

∣∣∣∣ n∑
k=1

αku(xik)

∣∣∣∣ =

∣∣∣∣u( n∑
k=1

αkxik

)∣∣∣∣ ≤ ||u|| ∣∣∣∣∣∣∣∣ n∑
k=1

αkxik

∣∣∣∣∣∣∣∣.
Conversely, assume (ii) and consider

Y := span{xi : i ∈ I} =

{ n∑
k=1

αkxik : αk ∈ K and n ≥ 1

}
.

For all
∑n

k=1 αkxik ∈ Y we define

u

( n∑
k=1

αkxik

)
=

n∑
k=1

αkcik ,

a linear form on E. First, we show that u is well-defined: if
∑n

k=1 αkxik =
∑m

l=0 βlxil ,
then

u

( n∑
k=1

αkxik

)
= u

( m∑
l=0

βlxil

)
.

Indeed, it is enough to suppose
∑n

k=1 αkxik = 0, then∣∣∣∣u( n∑
k=1

αkxik

)∣∣∣∣ =

∣∣∣∣ n∑
k=1

αkcik

∣∣∣∣ ≤M

∣∣∣∣∣∣∣∣ n∑
k=1

αkxik

∣∣∣∣∣∣∣∣ = 0.

Therefore, u is well-defined on Y and, by (ii), continuous with ||u||≤ M . By Theorem
2.3.6, there exists v ∈ E∗ that extends u and such that v(xi) = ci for all i ∈ I. �
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4.2 Minimum norm problems

In this first part, we provide the necessary background for studying the Chebyshev
approximation and the rocket problem.

Definition 4.2.1. Let (E, ||·||) be a normed vector space over K and F ⊂ E a subspace.
The orthogonal complement of F is defined by

F⊥ = {u∗ ∈ E∗ : u∗(u) = 0 for all u ∈ F}.

Lemma 4.2.2. Let F be a subspace of a normed vector space E over K. Then, for all
u0 ∈ E such that d(u0, F ) := infu∈F ||u − u0||> 0, there exists a continuous linear form
v∗ : E → K such that v∗ ∈ F⊥, ||v∗||= 1 and v∗(u0) = d(u0, F ).

Proof. Since d(u0, F ) > 0, u0 /∈ F and consider F0 = F ⊕ [u0]. Then, each u ∈ F0 has a
unique representation u = λu0 + v with λ ∈ K and v ∈ F . Let u∗ : F0 −→ K defined by

u∗(v + λu0) = λd(u0, F )

be a well-defined linear form on F0. Besides, u∗(u) = 0 if u ∈ F , otherwise λ 6= 0 and it
follows that

|u∗(u)|= |u∗(λu0 + v)|= |λ|d(u0, F ) ≤ |λ|
∣∣∣∣∣∣∣∣u0 − (− 1

λ
v

)∣∣∣∣∣∣∣∣ = ||λu0 + v||= ||u||.

Therefore, u∗ is continuous with ||u∗||≤ 1. By the Hahn Banach theorem, there exists a
continuous linear form v∗ : E → K that extends u∗ and ||v∗||= ||u∗||≤ 1. For all ε > 0
there exists v ∈ F so that

||u0 − v||≤ d(u0, F ) + ε.

From v∗(u0 − v) = u∗(u0 − v) = d(u0, F ), it follows that

v∗(u0 − v)

||u0 − v||
≥ d(u0, F )

d(u0, F ) + ε
→ 1 as ε→ 0.

Hence, ||v∗||= 1. �

Definition 4.2.3. Let E be a real normed vector space, F ⊂ E a subspace and u0 ∈ E a
fixed element.

(i) The primal problem consists in finding v ∈ F so that

α := inf
u∈F
||u0 − u||= ||u0 − v||. (4.2.1)

(ii) The dual problem consists in finding v∗ ∈ F⊥ with ||v∗||≤ 1 so that

β := sup
u∗∈F⊥
||u∗||≤1

u∗(u0) = v∗(u0). (4.2.2)

Proposition 4.2.4. If dimF <∞, then the primal problem (4.2.1) has always a solution.
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Proof. Since 0 ∈ F , α := inf
u∈F
||u0 − u||≤ ||u0||. Let us define the set

F0 = {u ∈ F : ||u− u0||≤ ||u0||} = BF (u0, ||u0||) ⊂ F.

Since F is a finite-dimensional subspace, F0 is a compact set and, by the Weierstrass
theorem, there exists v ∈ F0 so that

||v − u0||= inf
u∈F0

||u− u0||= inf
u∈F
||u− u0||= α.

�

Theorem 4.2.5. Let E be a real normed vector space and F ⊂ E a subspace. Given
u0 ∈ E, the following conditions hold:

(i) α = β.

(ii) The dual problem (4.2.2) has always a solution.

(iii) Let u∗ be a solution of the dual problem (4.2.2). Then, u ∈ F is a solution of the
primal problem (4.2.1) if and only if

u∗(u0 − u) = ||u− u0||.

Proof. (i) For all ε > 0 there exists u ∈ F so that

||u0 − u||≤ α + ε.

For all u∗ ∈ F⊥, with ||u∗||≤ 1, we have that

u∗(u0) = u∗(u0 − u) ≤ ||u∗|| ||u− u0||≤ α + ε.

Therefore, β ≤ α + ε for all ε > 0 and, thus, β ≤ α.
If α > 0, by Lemma 4.2.2, there exists u∗ : E → R with u∗ ∈ F⊥, ||u∗||= 1 and
such that u∗(u0) = α. Hence, β ≥ α. In case α = 0, consider u∗ = 0, which satisfies
u∗(u0) = 0 and, thus, β ≥ 0 = α. In both cases, we conclude that α = β.

(ii) In (i) we have already shown the existence of u∗ ∈ F⊥, with ||u∗||≤ 1, so that
u∗(u0) = β.

(iii) Assume that there exists u∗ ∈ F⊥, with ||u∗||≤ 1, so that u∗(u0) = α = β. Then,
u ∈ F is a solution of problem (4.2.1) if and only if

||u0 − u||= α = β = u∗(u0) = u∗(u0 − u). �

Next, we take into consideration the primal problem and the dual one for a dual space E∗.

Definition 4.2.6. Let E be a real normed vector space, F ⊂ E a subspace and u∗0 ∈ E∗
a given linear form.

(i) The modified primal problem consists in finding v∗ ∈ F⊥ so that

α := inf
u∗∈F⊥

||u∗0 − u∗||= ||u∗0 − v∗||. (4.2.3)
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(ii) The associated dual problem consists in finding v ∈ F with ||v||≤ 1 so that

β := sup
u∈F
||u||≤1

u∗0(u) = u∗0(v). (4.2.4)

Theorem 4.2.7. Let E be a real normed vector space and F ⊂ E a subspace. Given
u∗0 ∈ E∗, the following conditions hold:

(i) α = β.

(ii) The modified primal problem (4.2.3) has always a solution.

(iii) Let u∗ ∈ F⊥ be a solution of the modified primal problem (4.2.3). Then, u ∈ F with
||u||≤ 1 is a solution of the dual problem (4.2.4) if and only if

(u∗0 − u∗)(u) = ||u∗0 − u∗||.

Proof. (i) For all u∗ ∈ F⊥,

||u∗0 − u∗||= sup
||u||≤1

|(u∗0 − u∗)(u)|≥ sup
||u||≤1
u∈F

u∗0(u) = β.

Hence, α ≥ β. Let v∗ : F → R be the restriction of u∗0 : E → R to F . Then,

||v∗||= sup
||u||≤1
u∈F

|u∗0(u)|= sup
||u||≤1
u∈F

u∗0(u) = β.

By the Hahn-Banach theorem, there exists a continuous linear form v∗0 : E → R
that extends v∗ and ||v∗0||= ||v∗||. If w∗ = u∗0 − v∗0, then for all u ∈ F we have that
w∗(u) = u∗0(u)− v∗0(u) = v∗(u)− v∗(u) = 0. That is, w∗ ∈ F⊥. Besides,

||w∗ − u∗0||= ||v∗0||= ||v∗||= β.

Hence, α ≤ β and, thus, α = β.

(ii) Notice that w∗ is a solution of the modified primal problem (4.2.3).

(iii) Let u∗ ∈ F⊥ be a solution of the modified primal problem (4.2.3). Then, u ∈ F
with ||u||≤ 1 is a solution of the dual problem (4.2.4) if and only if

(u∗0 − u∗)(u) = u∗0(u) = β = α = ||u∗0 − u∗||. �

Definition 4.2.8. Let [a, b] be an interval, −∞ < a < b <∞, and c ∈ [a, b]. We define

δc : C([a, b])→ R
u 7→ δc(u) := u(c)

a continuous linear form with ||δc||= 1.

Lemma 4.2.9. Let u∗ ∈ C([a, b])∗ with ||u∗||6= 0. If there exists u ∈ C([a, b]) so that
u∗(u) = ||u∗|| ||u||∞ and |u(x)| achieves its maximum at precisely N points x1, . . . , xN of
[a, b], then there exist α1, . . . , αN ∈ R such that

u∗ =
N∑
i=1

αiδxi and
N∑
i=1

|αi|= ||u∗||.
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Proof. Since u∗ ∈ C([a, b])∗, by the Riesz representation theorem, there exists g ∈ BV [a, b]
such that

u∗(v) =

∫ b

a

v(x)dg(x) for all v ∈ C([a, b]),

and V (g) = ||u∗||6= 0. Besides, we assume a < xi < b for all 1 ≤ i ≤ n. Given ε > 0 small
enough, we define

J = [a, b] \
N⊎
i=1

(xi − ε, xi + ε) = [a, x1 − ε]
N−1⊎
i=1

[xi + ε, xi+1 − ε]
⊎

[xN + ε, b],

which is a finite union of closed intervals, and VJ(g) will denote the sum of the total
variations of g at each interval of the union J . If we denote Ii = [xi − ε, xi + ε], note that

VJ(g) +
N∑
i=1

VIi(g) ≤ V (g).

We first show that VJ(g) = 0. Indeed, we assume the opposite thesis, so VJ(g) > 0. Then,

u∗(u) = |u∗(u)|=
∣∣∣∣ ∫

J

u(x)dg(x) +
N∑
i=1

∫ xi+ε

xi−ε
u(x)dg(x)

∣∣∣∣
≤ VJ(g) max

x∈J
|u(x)|+

N∑
i=1

VIi(g)||u||∞ <

(
VJ(g) +

N∑
i=1

VIi(g)

)
||u||∞

≤ V (g)||u||∞= ||u∗|| ||u||∞.

Therefore, u∗(u) < ||u∗|| ||u||∞, which contradicts the hypothesis u∗(u) = ||u∗|| ||u||∞.
Hence, VJ(g) = 0 and it follows that g is constant at each interval of the union J , so g
has the following form:

g(x) =


β0, if a ≤ x < x1,
β1, if x1 ≤ x < x2,

...
βN , if xN ≤ x ≤ b.

For all v ∈ C([a, b]),

u∗(v) =

∫ b

a

v(x)dg(x) := lim
||P ||→0

∑
j

v(µj)[g(yj)− g(yj−1)] =
N∑
i=1

v(xi)(βi − βi−1)

=
N∑
i=1

v(xi)αi.

Therefore, u∗ =
∑N

i=1 αiδxi and ||u∗||≤
∑N

i=1 |αi|.
Let w ∈ C([a, b]) be a continuous piecewise affine function such that w(xi) = sign(αi)
for all 1 ≤ i ≤ N . Besides, ||w||∞= 1 because, in case w = 0, this would imply that
||u∗||≤

∑N
i=1|αi|= 0, which is impossible. Finally,

||u∗||≥ |u∗(w)|=
∣∣∣∣ N∑
i=1

αiδxi(w)

∣∣∣∣ =

∣∣∣∣ N∑
i=1

αiw(xi)

∣∣∣∣ =
N∑
i=1

|αi|.

Hence, ||u∗||=
∑N

i=1|αi|. In the case that |u(x)| achieves the maximum at x = a or x = b,
the proof is similar with the intervals [a, a+ ε] and [b− ε, b], respectively. �
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4.2.1 The Chebyshev approximation

The approximation of continuous functions by polynomials is often useful in Analysis.
Given a continuous function u : [a, b] → R, −∞ < a < b < ∞, we want to determine
whether there exists a polynomial p ∈ PN([a, b]) such that

α := inf
{
||u− q||∞: q ∈ PN([a, b])

}
= ||u− p||∞. (4.2.5)

Even though this problem belongs to Analysis, it has been included in this section as an
example of the dual theory developed previously.

Theorem 4.2.10. Let u ∈ C([a, b]), problem (4.2.5) has a solution p ∈ PN ([a, b]). Besides,
|u(x)− p(x)| achieves its maximum at at least (N + 2) points of [a, b].

Proof. Since PN([a, b]) is a finite-dimensional subspace of C([a, b]), by Proposition 4.2.4,
there exists p ∈ PN([a, b]) that is a solution of problem (4.2.5).
In order to prove the second part of the statement, we assume that u /∈ PN([a, b]),
otherwise the proof is immediate. Therefore, α = ||u− p||∞> 0 and, by Lemma 4.2.2 and
Theorem 4.2.5, there exists u∗ ∈ P([a, b])⊥ a solution of the dual problem with ||u∗||= 1
and such that

u∗(u− p) = ||u− p||.
Now, suppose that |u(x) − p(x)| achieves its maximum at x1, . . . , xM ∈ [a, b], with
1 ≤M < N + 2. By Lemma 4.2.9, there exist α1, . . . , αM ∈ R such that

u∗ =
M∑
i=1

αiδxi and
M∑
i=1

|αi|= ||u∗||= 1.

Note that we can assume that αM 6= 0. Since M − 1 ≤ N , we choose a polynomial
q(x) ∈ PN([a, b]) such that q(xi) = 0, for all 1 ≤ i ≤M − 1, and q(xM) 6= 0. Then,

u∗(q) =
N∑
i=1

αiq(xi) = αMq(xM) 6= 0,

which contradicts the fact that u∗ ∈ PN([a, b])⊥. �

4.2.2 Optimal control of rockets

We want to study the motion of a rocket ascent that reaches an altitude h > 0 with
the minimum fuel expenditure. If x = x(t) denotes its vertical position, then, by Newton’s
Second Law,

mx′′(t) = f(t)−mg 0 < t < T, (4.2.6)

x(0) = x′(0) = 0 and x(T ) = h,

where m is the mass of the rocket, f(t) the force provided by the engines and T is the
time required for achieving the altitude h > 0. The variation of mass due to fuel burning
is neglected and we will work in physical units, so m = g = 1.
The fuel expenditure during [0, T ] is given by∫ T

0

|f(t)|dt,
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which depends on the time T . Then, for each time T > 0, α(T ) denotes the minimum fuel
expenditure required for achieving the altitude h > 0 in a time T . In terms of minimum
norm problems, we have that

α(T ) := inf
f

∫ T

0

|f(t)|dt, (4.2.7)

where the infimum is taken over all integrable functions f : [0, T ] → R. Besides, once
α(T ) is determined, we can adjust T > 0 so as to minimize α(T ).
We first integrate equation (4.2.6),

x′(t) =

∫ t

0

f(s)ds− t,

x(t) =

∫ t

0

∫ u

0

f(s)dsdu− t2

2
=

∫ t

0

f(s)

∫ t

s

duds− t2

2
=

∫ t

0

(t− s)f(s)ds− t2

2
.

Since x(T ) = h, it follows the condition

h =

∫ T

0

(T − s)f(s)ds− T 2

2
. (4.2.8)

To sum up, we are looking for an integrable function f : [0, T ]→ R that is the solution of
problem (4.2.7), satisfies (4.2.8) and a time T > 0 that minimizes α(T ).
We next show that we could have restricted our problem to continuous functions as we
take into consideration that C([0, T ]) is dense in L1([0, T ]). Indeed, if f ∈ L1([0, T ]) is a
solution of the problem, for all ε > 0 there exists g ∈ C([0, T ]) so that ||f − g||1< ε

T
. Then,∣∣∣∣ ∫ T

0

(T − t)f(t)dt−
∫ T

0

(T − t)g(t)dt

∣∣∣∣ ≤ ∫ T

0

(T − t)|f(t)− g(t)|dt ≤ T ||f − g||1< ε, and

∣∣∣∣ ∫ T

0

|f(t)|dt−
∫ T

0

|g(t)|dt
∣∣∣∣ ≤ ∫ T

0

|f(t)− g(t)|dt < ε

T
.

Hence,

(h− ε) +
T 2

2
<

∫ T

0

(T − t)g(t)dt < (h+ ε) +
T 2

2
, and

α(T ) ≤
∫ T

0

|g(t)|dt < α(T ) +
ε

T
.

Therefore, the problem could have formulated in terms of continuous functions instead
of integrable ones by taking ε smaller than the dimensions of the rocket and so that the
extra fuel consumed would be insignificant. Nevertheless, both cases omit the possibility
of applying an impulse δt at a precise instant t because condition (4.2.8) would not be
satisfied. As we will show, impulses play an important role in this optimization problem.
For this reason, we will proceed with a more general approach.

(i) For a given altitude h > 0 and a final time T > 0, we are looking for g ∈ NBV ([0, T ]),
such that ∫ T

0

(T − t)dg(t) = h+
T 2

2
,

and it minimizes V (g) :=
∫ T
0
|dg(t)|= α(T ).
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(ii) To find T > 0 that minimizes α(T ).

By Corollary 3.1.7, these problems are equivalent to the following ones.

(i) For a given altitude h > 0 and a final time T > 0, we are looking for a functional
v∗ ∈ C([0, T ])∗ such that

α(T ) = inf
u∗∈C([0,T ])∗

u∗(T−t)=h+T2

2

||u∗||= ||v∗|| , and (4.2.9)

h = v∗(T − t)− T 2

2
. (4.2.10)

(ii) To find T > 0 that minimizes α(T ).

We next show that (4.2.9) and (4.2.10) generalize (4.2.7) and (4.2.8), respectively.

Proposition 4.2.11. Let g : [0, T ]→ R be a continuous function and v∗ ∈ C([0, T ])∗ the
functional defined by

v∗(u) =

∫ T

0

u(t)g(t)dt for all u ∈ C([0, T ]).

Then,

||v∗|| =
∫ T

0

|g(t)|dt.

Proof. Let ρ(t) =
∫ t
0
g(s)ds, that is, ρ′(t) = g(t) for all t ∈ [0, T ]. By Proposition 1.3.9,

we have that

v∗(u) =

∫ T

0

u(t)g(t)dt =

∫ T

0

u(t)ρ′(t)dt =

∫ T

0

u(t)dρ(t) for all u ∈ C([0, T ]).

Let 0 = t0 < t1 < . . . < tn = T be a partition of [0, T ]. We define

∆ :=
n∑
i=1

|ρ(tj)− ρ(tj−1)|≤
n∑
i=1

∫ tj

tj−1

|g(t)|dt =

∫ T

0

|g(t)|dt.

Hence, ∆ ≤ V (ρ) ≤
∫ T
0
|g(t)|dt. Since V (ρ) ≤ T ||g||∞< ∞, ρ ∈ NBV ([0, T ]) and

V (ρ) = ||v∗||. Besides, by the mean value theorem,

∆ =
n∑
i=1

|g(sj)|(tj − tj−1) with sj ∈ [tj, tj−1] for all 1 ≤ j ≤ n.

As n→∞,

∆→
∫ T

0

|g(t)|dt.

Since ∆ ≤ V (ρ),

||v∗||= V (ρ) =

∫ T

0

|g(t)|dt.

�
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It is clear that condition (4.2.10) generalizes (4.2.8).

Theorem 4.2.12. (a) The solution of the problem (i) is u∗ = Tδ0.

(b) The solution of the problem (ii) is T =
√

2h.

Proof. (a) Let F = {λ(T − t) : λ ∈ R} be a subspace of C([0, T ]). By Theorem 2.3.6,
there exists u∗0 ∈ C([0, T ])∗ such that

u∗0(T − t) = h+
T 2

2
.

Then,
α(T ) := inf

u∗∈C([a,b])∗

h=u∗(T−t)−T
2

2

||u∗||= inf
u∗−u∗0∈F⊥

||(u∗0 − u∗)− u∗0||.

By Theorem 4.2.7, there exists u∗ − u∗0 ∈ F⊥ such that α(T ) = ||u∗||= ||(u∗0 − u∗)− u∗0||.
Since ||T − t||∞= T and u∗0 is linear,

α(T ) = sup
u∈F
||u||∞≤1

u∗0(u) = sup
||λ(T−t)||∞≤1

λ

(
h+

T 2

2

)
= sup
|λ|≤ 1

T

λ

(
h+

T 2

2

)
=

1

T

(
h+

T 2

2

)
.

Since u∗0 − u∗ ∈ F⊥,

||u∗||= α(T ) = u∗0
(
T−1(T−t)

)
= (u∗0−u∗)

(
T−1(T−t)

)
+u∗

(
T−1(T−t)

)
= u∗

(
T−1(T−t)

)
.

Namely,
u∗(T−1(T − t)) = ||u∗|| ||T−1(T − t)||∞.

Besides, u(t) = 1
T

(T − t) achieves its maximum at precisely t = 0. By Lemma 4.2.9, there
exists γ ∈ R such that u∗ = γδ0 with |γ|= ||u∗||= α(T ). Therefore, u∗ = ±α(T )δ0. Since
u∗(T − t) = h+ T 2

2
> 0 and δ0(T − t) = T > 0, it follows that u∗ = α(T )δ0.

(b) From (a) we have that α(T ) = ||u∗||= 1
T

(h+ T 2

2
). Then,

α′(T ) =
−h
T 2

+
1

2
= 0 ⇒ T =

√
2h.

Since α′′(T ) > 0, T =
√

2h is a minimum. �

Remark 4.2.13. According to Example 1.3.17 and Corollary 3.1.7, we have that

u∗(f) =
√

2hf(0) =
√

2h

∫ T

0

f dH0 =
√

2h

∫ T

0

f(t)dδ0(t).

The last equality refers to the Lebesgue-Stieltjes integral with respect to the Dirac delta
distribution, which allows us to conclude that the physical solution to the rocket problem
is an impulse at the initial instant.

Remark 4.2.14. If we want to express the solutions in (SI) units, we have u∗ = m
√

2hgδ0,

T =
√

2h
g

and the minimum fuel expenditure is α = m
√

2hg.

We have concluded that the most efficient program is an impulse at the initial
instant, so the generalization of the rocket problem was necessary. We have made many
simplifications in order to adapt the problem to our theory. This problem should be
understood as a model to the physical situation and should be contrasted with experiments.
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Conclusions

The development of this thesis has provided the assimilation of many cross-curricular
concepts and results. The present work could not only be regarded as a continuation
of the course Anàlisi real i functional, taught at University of Barcelona, but also as an
implementation of the skills and knowledge acquired during the Major in Mathematics.

The restriction to Banach spaces has not supposed any limitation for formulating
powerful theorems that have lead us to relevant applications such as: the nowhere
differentiable continuous functions are dense among the continuous ones, the Riesz
representation theorem, the existence of functions whose Fourier series respectively diverge
in (C([a, b]), ||·||∞) and in (L1([a, b]), ||·||1), the existence of a continuous function whose
Lagrange interpolating polynomial does not converge uniformly to the function, etc. Most
of them have been fully studied without difficulty, though the rocket problem, in Chapter
4, has required a less formal approach, as Physics does in general, and the solution should
be contrasted with experimental evidence.

Another important achievement has been to develop the ability of being critic
with the proofs taken from the references and complementing them. One interesting
aspect that could have been added to the references is to provide examples to some
applications of Chapter 3. For instance, functions whose Fourier series diverge or the
Lagrange interpolating polynomial, or an example of a nowhere differentiable continuous
function, etc.

Further work should focus on the formulation of these fundamental theorems in
Fréchet spaces and examine their applications, for example, the existence of a solution in
a partial differential equation. It would also be interesting to seek applications in areas
such as Algebra, Economics, Geometry, Probability, etc.
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D.F., 1980.

[12] Stieltjes, T.J. : Recherches sur les fractions continues, Annales de la Faculté des
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